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INVERSION OF HOROSPHERICAL INTEGRAL TRANSFORM
ON REAL SEMISIMPLE LIE GROUPS

ANTON ZORICH

Abstract. There exists the wonderful integral transform on complex semisim-
ple Lie groups, which assigns to a function on the group the set of its integrals
over “generalized horospheres” — some specific submanifolds of the Lie group.
The local inversion formula for this integral transform, discovered in 50’s for
SL(n;C) by Gel’fand and Graev, made it possible to decompose the regular
representation on SL(n;C) into irreducible ones.

In case of real semisimple Lie group the situation becomes more compli-
cated, and usually there is no reasonable analogous integral transform at all.
Nevertheless, in the present paper we succeed to define the integral transforms
on the Lorentz group and some other real semisimple Lie groups, which are
in a sense analogous to the integration over “horospheres”. We obtain the
inversion formulas for these integral transforms.

0. Introduction

We consider the Lorentz group SO(1, 2n− 1) — the group of linear transforma-
tions of R2n preserving the indefinite bilinear form of the signature (+1;−1; ...;−1).
We fix once and forever the coordinates in R2n in which our bilinear form looks like
〈~a,~b〉 = a1b1 − a2b2 − ...a2nb2n.

Let’s regard some isotropic vector ~a ∈ R2n, |~a| = 0 and its orthogonal comple-
ment α2n−1 (in the sense of our scalar multiplication), α2n−1 ⊥ ~a. The hypersurface
α2n−1 can be defined also as a tangent space to the isotropic cone at the point ~a.
We consider the group of those transformations, which act trivially on the vector
~a and on all vectors of the quotient α2n−1/a, where a is a line, spanned by vector
~a. It would be convenient for some reasons to use

~a = (1, 0, 0, ..., 0︸ ︷︷ ︸
n−1

, 1, 0, 0, ..., 0︸ ︷︷ ︸
n−1

)

as the isotropic vector. Then, in matrix realization the subgroup Z is the subgroup
of matrices of the form

(0.1)




1 + 1
2

∑
(ui)2 u2 · · ·un − 1

2

∑
(ui)2 un+2 · · ·u2n

u2 1 · · · 0 −u2 0 · · · 0
...

...
. . .

...
...

...
. . .

...
un 0 · · · 1 −un 0 · · · 0

1
2

∑
(ui)2 u2 · · ·un 1− 1

2

∑
(ui)2 un+2 · · ·u2n

un+2 0 · · · 0 −un+2 1 · · · 0
...

...
. . .

...
...

...
. . .

...
u2n 0 · · · 0 −u2n 0 · · · 1



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Remark 0.1. It would be convenient for us to enumerate coordinates ui at this
subgroup by indices 1̂, 2, ..., n, n̂ + 1, n + 2, ..., 2n, omitting indices 1 and n + 1.

So the subgroup Z is a (2n − 2)-dimensional subgroup of SO(1, 2n − 1). In a
sense, Z is naturally analogous to the subgroup of upper triangular matrices with
ones at the diagonal in SL(n,C).

We now consider the following family of submanifolds in SO(1, 2n− 1) : all sub-
groups l0Zl−1

0 conjugate to Z and also all the cosets ll0Zl−1
0 of these subgroups.

Here l, l0 ∈ SO(1, 2n− 1). We denote by HZ(SO(1, 2n− 1)) the family of subman-
ifolds (which we shall usually call “horospheres”) thus constructed.

We fix the invariant measure dµ on Z; it induces the measures on the surfaces
ll0Zl−1

0 . Now we can define the integral transform from functions on the group
SO(1, 2n − 1) to functions on the manifold HZ(SO(1, 2n − 1)). For any zl,l0 ∈
HZ(SO(1; 2n − 1)), where the point zl,l0 corresponds to coset Zl,l0 = ll0Zl−1

0 we
define

(0.2) f̂(zl,l0) =
∫

Zl,l0

f dµ

Here f̂ is the function now defined on the manifold HZ(SO(1; 2n− 1)).
Our goal is to investigate how one can reconstruct the original function f ,

knowing its integrals over Zl,l0 , i.e., to reconstruct a function f at the Lie group
SO(1; 2n − 1) (or some other real semisimple Lie group), knowing f̂ . The present
paper is devoted to this very problem.

The inversion formula, obtained in the present paper is a bit unusual in the
following sense. The space of horospheres HZ(SO(1, 2n − 1)) where the function
f̂ is defined has the same dimension as the original group SO(1, 2n − 1). So we
have a transform from n(n−1)

2 -dimensional manifold to the n(n−1)
2 -dimensional one.

Nevertheless, due to the inversion formula, obtained in the present paper, we need
only restriction of f̂ on some subspace of horospheres of codimension (n − 2) to
reconstruct a value f(l) of original function at a point l. There is no contradiction
here - for reconstruction of f at different points l1 6= l2 ∈ SO(1, 2n − 1) we use
different subspaces of horospheres.

1. Reduction to a Radon Type Transform

Let’s construct the family HZ(SO(1, 2n − 1)) of horospheres a bit more care-
fully. First of all, let us consider the subfamily of the horospheres passing through
the common point of SO(1, 2n− 1), say through the identity element e. It is easy
to see, that it is the following family of horospheres in SO(1, 2n − 1) : the fam-
ily GZ(SO(1, 2n − 1)) =

{
lZl−1

}
l∈SO(1;2n−1)

of all subgroups in SO(1, 2n − 1),
conjugate to Z. One provides the family of horospheres with transitive action
of SO(1, 2n − 1) as follows: an element l ∈ SO(1, 2n − 1) acts on l0Zl−1

0 as
(ll0)Z (ll0)

−1. Hence GZ (SO(1, 2n− 1)) is a homogeneous space. As a stabil-
ity subgroup of a “point” Z ∈ GZ (SO(1, 2n− 1)) one obtains the normalizer
N (Z) ⊆ SO(1, 2n − 1) of Z. Consequently GZ (SO(1, 2n− 1)) is diffeomorphic
to SO(1, 2n− 1)/N (Z).

The normalizer N (Z) ⊂ SO(1, 2n− 1) is the subgroup of transformations, pre-
serving the isotropic line 〈~a〉R (see more details in Section 4). Hence the homo-
geneous space can be identified with the space of isotropic lines, i.e., with the
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space of line components of isotropic cone, i.e., with (2n − 2)-dimensional sphere
SO(1, 2n− 1)/N (Z) = S2n−2.

We have provided our subfamily of horospheres with a structure of a homoge-
neous space SO(1, 2n − 1)/N (Z). A coset l · N (Z) ∈ SO(1, 2n − 1)/N (Z) corre-
sponds to the horosphere lZl−1 ∈ GZ (SO(1, 2n− 1)) in this realization.

We now replenish our family of horospheres in SO(1, 2n − 1). A group l0Zl−1
0

acts naturally on SO(1, 2n − 1); the group SO(1, 2n − 1) is stratified into diffeo-
morphic orbits under this action. The space of orbits is the homogeneous space
SO(1, 2n− 1)/l0Zl−1

0 ≈ SO(1, 2n− 1)/Z. For any l0Zl−1
0 ∈ GZ (SO(1, 2n− 1)) we

supplement the family of horospheres by collection of orbits of l0Zl−1
0 . We denote

by HZ (SO(1, 2n− 1)) the obtained family of horospheres
{
ll0Zl−1

0

}
l,l0∈SO(1;2n−1)

.
In the case when L is a complex semi-simple Lie group and Z is Borel sub-

group the space HZ (L) has been studied in1,2 where it has been called “a space of
horospheres”. The integral transform corresponding to this family of horospheres
(see below) is extremely useful in decomposition of the regular representation. The
articles1,2 are devoted in fact to the latter problem.

By its construction the family of horospheres HZ (SO(1, 2n− 1)) possesses a
structure of a bundle SO(1, 2n− 1)/Z → HZ (SO(1, 2n− 1)) → GZ (SO(1, 2n− 1))
with a fiber SO(1, 2n−1)/Z and a base GZ (SO(1, 2n− 1)) = SO(1, 2n−1)/N (Z) =
S2n−2.

We consider now the space of incident pairs of the form (a point l of SO(1, 2n−1),
a horosphere β from HZ (SO(1, 2n− 1)) containing l). It is easy to see that β can
be presented as ll0Zl−1

0 for some l0, where the subgroup l0Zl−1
0 is uniquely defined.

Hence an incident pair (l, β) uniquely defines a point
(
l × l0Zl−1

0

) ∈ SO(1, 2n −
1) ×GZ (SO(1, 2n− 1)) of the product SO(1, 2n − 1) ×GZ (SO(1, 2n− 1)), where
β = ll0Zl−1

0 . The correspondence is invertible: a point
(
l × l0Zl−1

0

) ∈ SO(1, 2n −
1) × GZ (SO(1, 2n− 1)) uniquely determines an incident pair (l, β), β = ll0Zl−1

0 .
Hence the space of incident pairs is diffeomorphic to the product SO(1, 2n − 1) ×
GZ (SO(1, 2n− 1)).

We have shown that a closed subgroup Z of a Lie group SO(1, 2n−1) determines
the following double fibration

(1.1)
SO(1, 2n− 1)× S2n−2

↙ ↘
SO(1, 2n− 1) HZ(SO(1, 2n− 1))

where GZ (SO(1, 2n− 1)) = SO(1, 2n − 1)/N (Z) = S2n−2, and the space of horo-
spheres HZ (SO(1, 2n− 1)) is a bundle with base GZ (SO(1, 2n− 1)) and fiber
SO(1, 2n− 1)/Z.

In a sense, we will reconstruct the values of the original function f for each point
l ∈ SO(1, 2n − 1) separately. Let us fix some point of the group, say the identity
element, and study in detail the structure of subfamily of horospheres passing close
to the fixed point of SO(1, 2n− 1).

We consider a neighborhood of the identity element e ∈ SO(1, 2n − 1). Using
the exponential mapping we choose the Lie algebra so(1; 2n − 1) as a chart of the
neighborhood. The horospheres α ∈ HZ (SO(1, 2n− 1)), passing through e, are of
the form lZl−1. Hence they become linear subspaces lzl−1 = Adlz in our chart.
It happens, that the horospheres close to a horosphere l0Zl−1

0 having the form
nl0Zl−1

0 ⊆ N
(
l0Zl−1

0

)
, where n belongs to the normalizer N

(
l0Zl−1

0

)
of l0Zl−1

0
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in our chart are represented by those affine subspaces of the linear space l0nl−1
0 ⊆

so(1; 2n−1) which are parallel to the linear space Adl0z = l0zl
−1
0 ⊂ l0nl−1

0 = Adl0n.
The last remark is due to the following obvious

Lemma 1.1. Let G be a Lie group with a normal Lie subgroup K. Consider the
chart g defined by the exponential mapping in a neighborhood of the identity element
e ∈ G. In this chart the cosets gK are represented by affine subspaces (of the linear
space g) parallel to linear space k. Here k and g denote the Lie algebras of the groups
K and G respectively.

¤
We have proved that the exponential (or, more precisely, the logarithmic) map-

ping determines local coordinates in a neighborhood of e ∈ SO(1, 2n− 1), in which
the double fibration becomes linear. All the horospheres passing through e trans-
form into planes in these coordinates. Some horospheres passing close to e transform
into affine horospheres. Forgetting about the rest of the horospheres we reduce our
double fibration to a linear one.

Let us study now, what form has our invariant measure on horospheres ll0Zl−1
0 ⊂

SO(1, 2n− 1), l ∈ N(Z), in exponential coordinates.

Lemma 1.2. The measure on the linear spaces Adlz induced from the invariant
measure on subgroups lZl−1 is just a Euclidean measure.

Proof. The assertion is a straightforward consequence of the Helgason formula (see3

or4)

(exp)∗ (dl) = det
(

1− e−adX

adX

)
dX

We recall that in the case of a nilpotent Lie algebra one can represent operators
adX, X ∈ g, by upper-triangular matrices with zero diagonal. (Due to Engel
theorem it can be done in some basis even simultaneously for all operators adX.)
Hence, the matrix (1− 1

2adX + 1
6ad2X− ...) under determinant is upper-triangular

with ones at the diagonal. Hence it is determinant equals one. ¤
So, the problem of reconstruction of the value of original function f in the fixed

point of SO(1, 2n− 1) is reduced to the following problem:
How one can reconstruct the value of a function at the origin of a linear space

so(1; 2n−1), knowing its integrals over affine subspaces of the form v+Adlz, where
v ∈ Adln(z) , l ∈ SO(1, 2n− 1)? Here n(z) is the normalizer of Lie algebra z.

This reformulation makes clear, how close our problem is connected with the
problem of reconstruction of Radon transform.

2. Inversion Formula for the Radon Transform

Inversion formula for the integral transform (0.2), we are interested in, will be
based to great extent on the inversion formula for the Radon transform, obtained by
I. M. Gelfand, M. I. Graev, and Z. Ya. Shapiro in5. That’s why we recall some basic
facts, concerning the Radon transform, and the inversion formula for the Radon
transform in5.

We consider m-dimensional affine subspace Rm and the family Hs (Rm) of all
affine s-dimensional subspaces in the space Rm , 0 < s < m, where s is even. We
provide each subspace with a measure, for example the measure induced by an inner
product in Rm. By integrating f defined in Rm over all s-dimensional subspaces
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we obtain a function f̂ , now defined on the space Hs (Rm) of s-dimensional affine
surfaces in Rm. The transform f → f̂ is called the Radon transform.

Let us find out what double fibration corresponds to Radon transform. First
we note that the manifold Hs (Rm) of s-dimensional affine subspaces is the total
space of a vector bundle over the Grassmann manifold Gs (Rm) of s-dimensional
linear subspaces in Rm. For we can define the projection p : Hs (Rm) → Gs (Rm) by
assigning to every affine subspace the parallel linear subspace (i.e., the parallel space
passing through the origin). What is the fiber of such bundle? It is easy to see, that
the family of subspaces parallel to a given linear subspace γs

0 ⊂ Rm, is isomorphic
to the quotient Rm/γ0

s. But γs
0 is a fiber of the tautological bundle γs over the

Grassmann manifold Gs (Rm) at the point [γ0
s] ∈ Gs (Rm). Hence the manifold

of affine subspaces in Rm is isomorphic to the total space (Gs (Rm) , εm/γs) of the
normal bundle εm/γs over the Grassmann manifold.

Hs (Rm) = (Gs (Rm) , εm/γs) .

Here have we denoted by εm trivialized m-dimensional vector bundle over the Grass-
mann manifold and γs is the tautological bundle embedded in εm. We want now to
demonstrate, that the space A of incident pairs of the form (a point v0 from Rm,
s-dimensional affine subspace β0

s containing the point) can be represented by the
product Rm × Gs (Rm). By assigning a point v0 to an incident pair (v0, β0

s) ∈ A
, we define a projection of A onto Rm. Assigning to (v0, β0

s) the linear space
γ0

s = −v0 +β0
s parallel to β0

s (and of course passing through the origin) we define
a projection of A onto Gs (Rm). Conversely, a point (v0 × γ0

s) ∈ Rm × Gs (Rm)
uniquely determines the incident pair (v0, β0

s), where β0
s = v0 + γ0

s is the affine
subspace passing through v0 and parallel to γ0

s.
It will be convenient to interpret the product Rm × Gs (Rm) as the total space

(Gs (Rm) , εm) of the trivialized bundle εm over the Grassmann manifold Gs (Rm).
We are now ready to present the double fibration corresponding to the Radon

transform:

(2.1)
(Gs(Rm), εm)

↙ ↘
Rm (Gs(Rm), εm/γs)

where the left arrow is the projection onto the factor Rm, and the right one is the
quotient map of the trivialized vector bundle εm over the embedded tautological
bundle γs.

We now present the inversion formula for the Radon transform in the form it
was obtained in5.

Dealing with integral transforms we shall assume throughout that the dimension
of the surfaces over which we integrate our functions is even. Hence we consider
the Radon transform in the case of affine subspaces of even dimension only.

There is a great difference between inversion formulas in odd-dimensional and
even-dimensional cases: the formulas are local in the even-dimensional case and
nonlocal in the odd-dimensional case. In other words, in even-dimensional case
we use only those affine subspaces, which pass infinitesimaly close to a point to
reconstruct the value of initial function at this point, and in odd-dimensional case
we have to use also affine subspaces passing far from our point. The inversion
formulae in odd-dimensional case can be found in6 and7.
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We denote coordinates in Rm by
(
v1, ..., vm

)
. We choose homogeneous coor-

dinates in the Grassmann manifold Gs (Rm), assigning to a linear subspace (i.e.,
to a point of the Grassmann manifold) a collection of s linearly independent vec-
tors ~V1, ..., ~Vs contained in the subspace, where ~Vi =

(
V 1

i , ..., V m
i

)
. More precisely, a

frame ~V1, ..., ~Vs defines a point of noncompact Stiefel manifold. And the Grassmann
manifold is obtained by identification of linearly equivalent frames, i.e., by taking
the quotient of the Stiefel manifold by the natural action of the group GL (s,R).

We choose coordinates (v1, ..., vm; ~V1, ..., ~Vs) in the manifold of incident pairs
Rm×Gs (Rm) = (Gs (Rm) , εm) with the same assumptions as above. Finally we use
the same coordinates

(
v1, ..., vm, ~V1, ..., ~Vs

)
in Hs (Rm) = (Gs (Rm) , εm/γs) tacitly

assuming identification
(
~v; ~V1, ..., ~Vs

)
∼

(
~v +

(
u1~V1 + ... + us~Vs

)
; ~V1, ..., ~Vs

)
.

Let f = f
(
v1, ..., vm

)
be a compactly supported function in Rm. The image f̂

under the Radon transform has the form

f̂
(

~V1, ..., ~Vs, v
1, ..., vm

)
:=

∫

Rs

f
(
~v + u1~V1 + · · ·+ us~Vs

)
du1...dus.

Sometimes we shall omit the indices and write down the latter relation in the form

(2.2) f̂ (V, v) :=
∫

Rs

f (v + uV ) dsu.

We present the inversion formulae for the Radon transform in the form due to
I. M. Gel’fand, S. G. Graev, and Z. Ya. Shapiro (see5). In the paper cited one can
find the detailed proof of the inversion formula and a lot of additional information
concerning, for example, the case of odd s. (Recall that in the present paper we deal
only with the case of even-dimensional surfaces.) There is a different (from5 or from
the present paper) technique of inversion of integral transforms due to S.Helgason.
One can find an exposition of this technique in4 or7.

One can also find a construction of inversion formula, by means of “extension to
superdomain” (by analogy to “extension to complex domain”)(see8).

We are finally in a position to present the inversion formula for the Radon
transform. We write down the inversion formula in the coordinates defined above.
We choose a point v0 ∈ Rm at which we want to reconstruct the value of original
function f (v). The collection of affine surfaces passing through v0, produces the
Grassmann manifold. We define an s-form on this Grassmann manifold as follows
(see5)

(2.3) ω (V, dV ) := dV α1
1 . . . dV αs

s

∂sf̂ (v, V )
∂vα1 . . . ∂vαs

∣∣∣∣∣
v=v0

We regard differentials dV αi
i as anticommuting (super) variables, and therefore we

omit the usual wedges ∧ denoting a form dV α1
1 ∧ · · · ∧ dV αs

s by dV α1
1 . . . dV αs

s .
Besides, the same as in the rest of the paper, we are tacitly assuming in (2.3)
summation over all suitable pairs of the same indices.

The differential form ω (V, dV ) depends on the coordinates V ai
i and their differ-

entials. Hence, precisely speaking, it is defined on the Stiefel manifold Vs (Rm) of
s-frames in Rm. But it is easy to check, that the form ω can in fact be lowered
to the Grassmann manifold via the natural projection Vs (Rm) → Gs (Rm) (see5).
Moreover, it turns out to be a closed form on the Grassmann manifold with coho-
mology class [ω] ∈ Hs (Gs (Rm) ; R) proportional, with coefficient const · f (v0) to
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the Euler characteristic class χ (γ) ∈ Hs (Gs (Rm) ; Z) of the tautological bundle
γs over Gs (Rm). We consider an arbitrary cycle c ∈ Hs (Gs(Rm);Z) in the Grass-
mann manifold. We denote by 〈χ (γ) ; c〉 the value of the cohomology class e (γ)
with respect to c. One has the following relation (see5):

(2.4) 〈χ (γ) ; c〉 · f (v0) =
(−1)s/2

2 (2π)s

∫

c

ω(V, dV )

In the case, when 〈χ (γ) ; c〉 6= 0 formula (2.4) provides us with inversion formula
for the Radon transform.

This inversion formula will be used extensively in the present paper.

3. Generalization of the Inversion Formula for the Radon
Transform

We recall the modification of the inversion formula (2.4) for a case, when the
family of affine subspaces is not so rich as in the Radon problem (see9).

In the Radon transform we are able to use any s-dimensional linear subspace in
Rm (which, taken together generate the Grassmann manifold Gs (Rm)). Besides,
together with every linear subspace we consider all parallel affine subspaces. Let
us throw out some of the linear subspaces passing through the origin. We assume
that the rest of the linear subspaces produce an n-dimensional submanifold Mn ↪→
Gs (Rm) in the Grassmann manifold Gs (Rm). As above, together with every linear
subspace [γs

0 ] ∈ Mn we consider all parallel affine subspaces βs
0 = ~v0 +γs

0 , ~vo ∈ Rm.
What manifold of affine subspaces have we obtained?

We denote by νs the tautological s-dimensional vector bundle over Mn; the fiber
over a point [γs

0 ] ∈ Mn is again γs
0 now considered as a linear subspace. The bundle

νs is just the restriction of the tautological bundle γs over Gs (Rm) to the manifold
Mn ↪→ Gs (Rm), i.e., νs = γs|Mn .

The family of affine subspaces as defined above is isomorphic to the total space
(Mn, εm/νs) of the quotient of the trivialized bundle εm (with the base Mn) by
the subbundle νs.

Hence we replace the double fibration (2.1) by the diagram

(3.1)
(Mn, εm)

↙ ↘
Rm (Mn, εm/νs)

We denote coordinates on Mn by x. A linear space over a point x ∈ Mn is
determined by an s-frame ~V1(x), ..., ~Vs(x), where ~Vi (x) ∈ Rm. We provide our
affine subspaces with a linear measure as above. Hence the integral transform
corresponding to our family of affine subspaces (Mn, εm/νs) ⊂ Hs (Rm) looks like
(cf. (2.2)):

f̂
(
x1, ..., xn, v1, ..., vm

)
:= f̂

(
~V1(x), ..., ~Vs(x), v1, ..., vm

)

(3.2) =
∫

Rs

f
(
~v + u1~V1(x) + · · ·+ us~Vs(x)

)
du1...dus.
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As in the Radon problem we consider the form

(3.3) ω(x, dx) := d(V α1
1 (x)) . . . d(V αs

s (x))
∂f̂s(x, v)

∂vα1 . . . ∂vαs

∣∣∣∣∣
v=v0

on the manifold M of surfaces containing the origin. It is easy to see that if we
restrict the form ω (V, dV ), as defined in (2.3), from the Grassmann manifold to
the submanifold M ⊂ Gs (Rm), we shall obtain exactly the form ω (x, dx) , given
by (3.3). Hence if we can choose a cycle c used in (2.4) within M , then we are
able to use the same inversion formula (2.4). The latter condition means that the
closed form ω (V, dV ) does not become exact upon restriction to M . Recall that
cohomology class [ω] of ω (V, dV ) is proportional to the Euler characteristic class
of the tautological bundle γs over Gs (Rm), and the bundle νs is the restriction of
the bundle γs to the manifold M ⊂ Gs (Rm). Hence the cohomology class of the
restriction ω (x, dx) of ω (V, dV ) to the submanifold M ⊂ Gs (Rm) is proportional
to the Euler characteristic class of the bundle νs over M . Finally note that we can
consider an arbitrary (smooth) mapping M → Gs (Rm) instead of the embedding
M ↪→ Gs (Rm).

We have proved that
If the Euler characteristic class χ (ν) of a bundle ν over the manifold M is non-

trivial, then the integral transform corresponding to the diagram (3.1) is invertible.
Inversion formula can be written the same as in (2.4), with substitution of ω(V, dV )
(see (2.3)) by ω(x, dx) (see (3.3)).

We have made some progress in solving the problem formulated at the beginning
of the section. We are already able to consider families of affine subspaces in Rm

containing only a part of all subspaces intersecting the origin, namely a manifold
Mn, where Mn is “less” than the Grassmann manifold Gs (Rm). Yet, together
with any subspace [γ0] ∈ Mn, containing the origin we use all affine s-dimensional
subspaces in Rm parallel to γ0. Let us try to give up the latter condition and
continue decreasing the stock of available surfaces. We assume that in addition to
the bundle νs (defined as above) one more vector bundle ρr over the manifold Mn

is given. (Here r is a dimension of the new bundle.) We require, that the bundle
νs is embedded into ρr, and the bundle ρr is embedded in the trivialized bundle
εm over Mn, νs ⊆ ρr ⊆ εm.

Let us consider the family M ⊂ Gs (Rm) of linear subspaces passing through
the origin in Rm. Together with any linear subspace νs

(x), x ∈ M from the family
M ⊂ Gs (Rm) we consider all affine subspaces of the form v0+νs

(x), where v0 ∈ ρ(x)
r.

In other words, in addition to any linear subspace νs
(x) from the family M ⊂ Gs (Rm)

we consider all affine subspaces parallel to νs
(x) lying inside the linear subspace ρs

(x)

(i.e., lying in the fiber of the bundle ρr). It is easy to see that the family of affine
s-dimensional surfaces thus constructed is the total space of the quotient bundle
(M, ρr/νs) ⊆ (Gs (Rm) , εm/γs) = Hs (Rm) embedded in the space Hs (Rm) of all
affine subspaces.

The family of s-dimensional affine subspaces in Rm as defined above furnishes
the diagram of the form:

(3.4)
(M, ρr)

↙ ↘
Rm (M, ρr/νs)
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where the left arrow (M,ρr) → Rm can be interpreted as a fiberwise injective
mapping of the vector bundle ρr over M to the vector bundle Rm over a point; and
the right arrow is a quotient map as above. (We point out that by now different
points v1 6= v2 in Rm are essentially “unequal in rights”.)

We write the integral transform, corresponding to our diagram the same as above:

(3.5) f (x, v) :=
∫

Rs

f (v + uV (x)) dsu. v ∈ ρr
(x),

where the frame ~V1 (x) . . . ~Vs (x) determines linear subspace νs
(x) ⊂ Rm at x ∈

M . (We emphasize, that vectors ~Vi are m-dimensional.) We should now keep in
mind that v is not arbitrary, but belongs to ρr (x). Suppose the manifold M is
s-dimensional, this is the most important case for applications below. Suppose
the Euler class of νs to be nontrivial. What prevents us from using the inversion
formula as above? The partial derivatives ∂f̂ (v, x) /∂vα are not well-defined now
(cf. (3.3))! We only possess the derivatives ∂~V f (v, x) along vectors ~V ∈ ρr

(x). Note

that the partial derivatives ∂f̂/∂vα in (3.3) appear in contraction with differentials
d (V α

i (x)). We transform the form in (3.3) as follows:

ω(x, dx) = d(V α1
1 (x)) . . . d(V αs

s (x))
∂f̂s(x, v)

∂vα1 . . . ∂vαs

∣∣∣∣∣
v=0

=
(

dxµ1
∂V α1

1

∂xµ1

)
. . .

(
dxµs

∂V αs
s

∂xµs

)
∂f̂s(x, v)

∂vα1 . . . ∂vαs

∣∣∣∣∣
v=0

= dxµ1 ...dxµs

((
∂V α1

1

∂xµ1

∂

∂vα1

)
. . .

(
∂V αs

s

∂xµs

∂

∂vαs

)
f̂

) ∣∣∣∣∣
v=0

=

( ∑
µ1<...<µs

dxµ1 ...dxµs · sgn(µ1, ..., µs)∂~V1;µ1
. . . ∂~Vs;µs

f̂

)∣∣∣∣∣
v=0

= dx1...dxs (det




∂~V1;1
. . . ∂~V1;s

∂~Vs;1
. . . ∂~Vs;s


 f̂)

∣∣∣∣∣
v=0

(3.6)

where ~Vi;µ = ∂~Vi

∂xµ .
Hence, if all the vectors ~Vi;µ(x) belong to the fiber ρ(x), then the operator (3.6)

acts along the fibers of the bundle ρ, and we can use operator (3.6) to obtain
inversion formula. So, we have proved the following theorem.

Theorem 3.1. Let us consider the integral transform (3.5) corresponding to the
diagram (3.4). Then, if the Euler characteristic class χ(νs) of the vector bundle νs

is nontrivial, and if for some basis ~Vi(x) ∈ Rm in fibers νs
(x) ∈ Rm of νs, and for

some coordinates (xµ) at the base Ms the relations ∂~Vi(x)/∂xµ ∈ ρr
(x) are valid,

then the following inversion formula is valid:

(3.7) f(0) =
(−1)s/2

2 (2π)s
χ

∫

Ms

dx1...dxs (det




∂~V1;1
. . . ∂~V1;s

∂~Vs;1
. . . ∂~Vs;s


 f̂(x, v))

∣∣∣∣∣
v=0
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Here χ = 〈χ(νs),Ms〉 is the value of the Euler characteristic class of the bundle νs

at the fundamental cycle. ¤

We recall that the Theorem above is a particular case of more general Theo-
rem 2.1 in9.

4. Inversion of horospherical transform for the Lorentz group

Let’s return to our problem. We want to investigate, how to reconstruct the
value of the function f on the group SO(1, 2n− 1), knowing all integrals of f over
submanifolds ll0Zl−1

0 l,l0∈SO(1;2n−1). Here Z is the subgroup of pseudoorthogonal
transformations, defined as (0.1).

We are now ready to outline the scheme of solution of this problem. In a sense,
we will solve the problem for each point l ∈ SO(1, 2n − 1) separately. Let us
find the value of f at the point l. In the manifold HZ(SO(1, 2n − 1)) we choose
the submanifold Cl of the surfaces, passing through the chosen point. Then we
enlarge this submanifold by choosing some “ribbon” along Cl. By construction our
“ribbon” is provided with the structure of total space of vector bundle, where Cl is
its zero section. We confine f̂ — the image of the original function f with respect
to our transform — to this “ribbon”. Then we define some fiberwise differential
operator on this vector bundle, which applied to f̂ provides us with differential
form of the type (3.6) on the zero section Cl of our bundle. And then we construct
the inversion formula of the type (3.7). Roughly speaking it is as follows: to obtain
the value f(l) one should act with the constructed fiberwise differential operator to
f̂ , and then integrate the result over the zero section Cl of the vector bundle. The
result of the integration is the value f(l).

The curious thing is that the dimension of the submanifold of horospheres, which
we use for reconstruction of f(l), i.e., of our “ribbon” around Cl, is less than the
dimension of our group SO(1, 2n − 1). Though the space of horospheres has the
same dimension as SO(1, 2n − 1), we obtain our “ribbon” spreading the manifold
Cl only in some specific directions. But there is no contradiction — for different
points we use different submanifolds, which taken together cover all the space of
horospheres.

Now we will fulfill the scheduled program. Let us find the value of the original
function, say, at the origin of the group, l = e. For other points of SO(1, 2n− 1) all
the constructions are completely analogous.

As we have already mentioned, the subfamily {l−1Zl}l∈SO(1;2n−1) of horospheres
passing through the identity element e ∈ SO(1, 2n − 1) is the homogeneous space
SO(1, 2n− 1)/N(Z) = S2n−2, where N(Z) is the normalizer of Z, and S2n−2 is the
2n − 2-dimensional sphere. (Submanifolds of horospheres, passing through other
points of our group SO(1, 2n − 1) are diffeomorphic to this one.) So Ce = S2n−2.
Now we choose the “ribbon” surrounding Ce as follows. Let us use the exponential
coordinates in the neighborhood of the identity of SO(1, 2n − 1). Together with
any point of Ce, represented in these coordinates by the horosphere l0zl

−1
0 , we also

consider all the points (in the space of horospheres), which are represented by affine
planes of the form v+Adl0z, where v ∈ Adl0n(z) (see Lemma 1.1). So, the “ribbon
neighborhood” around our submanifold Ce ⊂ HZ(SO(1, 2n − 1)) is constructed.
We would like to stress the difference between the neighborhood just constructed
with usual tubular neighborhood. Our “ribbon neighborhood” is thinner — it has
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codimension n − 2, while tubular neighborhood has codimension 0. The “ribbon
neighborhood” thus obtained has a natural structure of a total space of the vector
bundle Adn(z)/Adz. Here Adz ⊂ Adn(z) ⊂ so(1; 2n − 1) are linear subbundles of
the trivialized linear bundle over Ce = {lzl−1}l∈SO(1;2n−1), with the fibers Adlz

and Adln(z) correspondingly over a point [lzl−1] ∈ Ce. So our integral transform
is reduced to the integral transform, corresponding to the following diagram of the
type (3.4)

(
S2n−2, Adn(z)

)
↙ ↘

SO(1, 2n− 1)
(
S2n−2, Adn(z)/Adz

)

To use the inversion formula obtained in Theorem 3.1, it is sufficient to verify,
that

(i) The Euler class of the bundle Adz over SO(1, 2n − 1)/N(Z) = S2n−2 is not
equal to zero;

(ii) For some basis ~Vi(x) ∈ Adxz in some coordinates (x) at Ce = S2n−2 =
SO(1, 2n− 1)/N(Z) the relations ∂ ~Vi/∂xj ∈ Adxn(z) are valid.

Lemma 4.1. The vector bundle Adz is isomorphic to the cotangent bundle to
SO(1, 2n− 1)/N(Z) = S2n−2, and hence

〈χ(Adz), [S2n−2]〉 = χ(S2n−2) = 2

Here by χ we denoted Euler characteristic class as well as Euler characteristic.

One can find a proof of completely analogous lemma in9. ¤
Before proving (ii) we choose the convenient coordinates at our sphere S2n−2 =

SO(1, 2n− 1)/N(Z) = Ce.

Remark 4.1. In9 we used the term “tangent”. Though we are really interested only
in the class of isomorphism of the corresponding real vector bundle, and tangent
and cotangent bundles over smooth paracompact base are isomorphic, still it is
much better to say “cotangent” bundle.

We recall, that the subgroup Z was chosen as a subgroup, which acts trivially
on some isotropic vector ~a as well as acts trivially on the quotient space α2n−1/a,
where α2n−1 ⊥ ~a is a hyperplane tangent to the isotropic cone at a point veca, and
a is the line spanned by ~a. In our matrix realization (0.1) we used the isotropic
vector (1, 0, ..., 0, 1, 0, ..., 0). It is easy to see, that the normalizer N(Z) of Z is the
subgroup, which transforms the hyperplane α2n−1 into itself (it is not the same
as “acts trivially”!), and hence N(Z) transforms the isotropic line 〈~e0 + ~en〉R into
itself. Moreover, N(Z) coincides with stabilizer of the isotropic line 〈~e0 + ~en〉R,
with respect to the natural action of SO(1, 2n− 1) to the family of isotropic lines.

Any conjugate subgroup l0Zl−1
0 acts trivially on hyperplane l0 ·α2n−1 orthogonal

to isotropic line l0 · 〈~e0 + ~en〉R. So the family of subgroups l0Zl−1
0 is in one-to-

one correspondence with the family of isotropic lines, which is isomorphic to the
quotient space SO(1, 2n − 1)/N(Z). The set of all those l ∈ SO(1, 2n − 1), that
lZl−1 = l0Zl−1

0 , where l0 is fixed, coincides with the coset l0N(Z), i.e., with the
family of transformations, that transform one isotropic line (say, 〈~e0 + ~en〉R ) to the
other (say, to the l0 · 〈~e0 + ~en〉R).
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In our matrix representation (c.f. (4.4)) the Lie subalgebra n(z) of the normalizer
N(Z) is the subalgebra of matrices of the form

(4.1)




0 u2 · · ·un a un+2 · · ·u2n

u2 −u2

... A ... B
un −un

a u2 · · ·un 0 un+2 · · ·u2n

un+2 −un+2

... -B
T ... D

u2n −u2n




where A,B,D are arbitrary (n− 1)× (n− 1)-matrices, such that A = −AT , and
D = −DT (see Remark 0.1, concerning the numeration of coordinates u).

So we have to choose coordinates on SO(1, 2n − 1)/N(Z). The natural way
to choose coordinates on the quotient space is to choose some submanifold in
SO(1, 2n − 1) of complementary dimension (with respect to N(Z)) transversal to
as many cosets l ·N(Z) as possible. As an example of such submanifold we can use
the group Z− = exp(z−), where elements of the group Z− are represented by the
matrices of the form

(4.2)




1 + 1
2

∑
(xi)2 x2 · · ·xn 1

2

∑
(xi)2 xn+2 · · ·x2n

x2 1 · · · 0 x2 0 · · · 0
...

...
. . .

...
...

...
. . .

...
xn 0 · · · 1 xn 0 · · · 0

− 1
2

∑
(xi)2 −x2 · · · − xn 1− 1

2

∑
(xi)2 −xn+2 · · · − x2n

xn+2 0 · · · 0 xn+2 1 · · · 0
...

...
. . .

...
...

...
. . .

...
x2n 0 · · · 0 x2n 0 · · · 1




and elements of the Lie algebra z− are represented by matrices of the form

(4.3) ~X =
n∑

i=1

xi ~Wi =




0 x2 · · ·xn 0 xn+2 · · ·x2n

x2 0 · · · 0 x2 0 · · · 0
...

...
. . .

...
...

...
. . .

...
xn 0 · · · 0 xn 0 · · · 0
0 −x2 · · · − xn 0 −xn+2 · · · − x2n

xn+2 0 · · · 0 xn+2 0 · · · 0
...

...
. . .

...
...

...
. . .

...
x2n 0 · · · 0 x2n 0 · · · 0




(see Remark 0.1, concerning as well the numeration of coordinates x).

Lemma 4.2. Different elements l1 6= l2 ∈ Z− correspond to different horospheres
l1Zl−1

1 6= l2Zl−1
2 . There exists only one subgroup lZl−1, which can not be rep-

resented as l0Zl−1
0 for l0 ∈ Z−. In other words, the composition of the maps

Z− ↪→ SO(1, 2n − 1) → SO(1, 2n − 1)/N(Z) is embedding, and completion to the
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image of this composition (SO(1, 2n− 1)/N(Z)) \ Im(Z−) consists of the only one
point.

Proof. Isotropic lines can be parametrized by points of the sphere, obtained as
intersection of isotropic cone with the hypersurface v0 = 1, i.e., by isotropic vectors
of the form (1, ∗, ..., ∗). Let’s consider the action of matrix X = exp(x) of the
form (4.3) on the isotropic line spanned by the vector

~e0 + ~en = (1, 0, ..., 0, 1, 0, ..., 0)

It acts by the following way:

X · (~e0 + ~e1) = (1 +
∑

(xi)2, 2x1, ..., 2xn−1, 1−
∑

(xi)2, 2xn, ..., 2x2n−2)

∼ (1,
2x1

1 +
∑

(xi)2
, ...,

2xn−1

1 +
∑

(xi)2
,
1−∑

(xi)2

1 +
∑

(xi)2
,

2xn

1 +
∑

(xi)2
, ...,

2x2n−2

1 +
∑

(xi)2
)

It is easy to see, that different X remove the isotropic line, spanned by ~e0 + ~e1 to
different isotropic lines. The only line, which can not be obtained by the action of
X at ~e0 + ~e1, is the line, spanned by the vector

~e0 − ~e1 = (1, 0, ..., 0,−1, 0, ..., 0)

We have shown, that the coordinates (x) are the stereographic coordinates at the
sphere S2n−2. Let us now recall, that the points of the sphere S2n−2 = SO(1, 2n−
1)/N = Ce parametrize the isotropic lines, and hence parametrize the various
submanifolds lZl−1, passing through the identity of SO(1, 2n − 1). Lemma 4.2 is
proved. ¤

We use the basis ~V2, ...~Vn, ~Vn+2, ..., ~V2n at the subalgebra z ⊂ so(1; 2n − 1)
(See Remark 0.1, concerning the numeration of coordinates ui.)

(4.4) ui~Vi =




0 u2 · · ·un 0 un+2 · · ·u2n

u2 1 · · · 0 −u2 0 · · · 0
...

...
. . .

...
...

...
. . .

...
un 0 · · · 1 −un 0 · · · 0
0 u2 · · ·un 0 un+2 · · · − u2n

un+2 0 · · · 0 −un+2 1 · · · 0
...

...
. . .

...
...

...
. . .

...
u2n 0 · · · 0 −u2n 0 · · · 1




Vectors Vi(x) of our frame in the linear space Adexp(x)z, x ∈ z− are represented
by

Adexp(x)Vi = exp(adx)Vi = Vi + adxVi +
1
2
ad2

xVi

The fact, that the expansion contains only these terms can be verified directly,
using the matrix representation (4.3) for elements of the algebra z−.

We are now ready to compute the operators ∂Vi;j , where Vi;j = ∂Vi

∂xj



14 ANTON ZORICH

Vi;j =
∂

∂xj

(
Vi + xk [WkVi] +

1
2
xk1xk2 [Wk1 [Wk2Vi]]

)

= [WjVi] +
1
2
xk2 [Wj [Wk2Vi]] +

1
2
xk1 [Wk1 [WjVi]]

= [WjVi] +
[
xkWk [WjVi]

]

= [WjVi] + adx [WjVi] (4.5)

We used the relation

[Wj [WkVi]] = [Wk [WjVi]]

due to commutativity of algebra z−.
We denote by Ik,l the 2n × 2n-matrix with the only one nonzero entry at the

place (k, l) being equal to 1. It is easy to verify, that the following relations are
valid for the matrix realizations of so(1; 2n− 1) and z chosen as above:

[WjVi] = 2(Ij,i − Ii,j) for i 6= j (4.6)

adx[WjVi] = 2(xjWj − xiWi) for i 6= j

[WiVi] = −2(I1,n+1 + In+1,1) (4.7)

adx[WiVi] = −2xkWk

Hence we have proved the following

Lemma 4.3. The following explicit formulas for vectors ~Vi;j(x) are valid in our
matrix realization:

~Vi;j(x)
def
=

∂~Vi

∂xj
= (1 + adx)[WjVi] = 2(Ij,i − Ii,j) + 2(xj ~Wj − xi ~Wi) i 6= j

~Vi;i(x)
def
=

∂~Vi

∂xi
= (1 + adx)[WiVi] = −2(I1,n+1 + In+1,1)− 2xk ~Wk

Indexes i, j, k as usual enroll the set {1̂, 2, ..., n, n̂ + 1, n + 2, ..., 2n}.

Corollary 4.4. All the vectors ~Vi;j(x) belong to the subalgebra Adexp(x)n(z):

~Vi;j ∈ Adexp(x)n(z)

Proof. We have already proved (4.5) that ~Vi;j = (1+adx)[WjVi]. It is easy to check,
that in our case (1 + adx)[WjVi] = exp(adx)[WjVi]. Since exp(adx) = Adexp(x),
to verify, that some vector Adexp(x)[WjVi] ∈ Adexp(x)n(z) it is sufficient to show,
that [WjVi] ∈ n(z), or, what is the same, to show, that [z−z] ∈ n(z). The last
relation is easily seen by comparison the explicit formulas (4.6), (4.7) with matrix
realization (4.1) of the normalizer n(z) of the Lie algebra z. ¤

Having proved Lemma 4.1 and Corollary 4.4 we are able to use Theorem 3.1.
In our particular case the manifold Ms involved in the inversion formula (3.7) is a
sphere. Since our chart (x) covers all the sphere except one point (see above), we
can replace integration over the sphere in (3.7) by integration over the chart (x),
i.e., by integration over z− = R2n−2. We obtain the following inversion formula:
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Theorem 4.1. The following inversion formula is valid:

f(e) =
(−1)n−1

4(2π)2n−2

∫

R2n−2

(
det ||∂~Vi;j(x)|| f̂(x, v)

) ∣∣∣∣∣
v=0

dx2... dxn dxn+2... dx2n

where vectors ~Vi;j(x) = (1 + adx)[WjVi] are evaluated explicitly by Lemma 4.3. ¤

We recall, that the vectors ~Vi;j live in the space of variables (v).
Quite analogous formula is valid for the other points l ∈ SO(1, 2n − 1) under

suitable choice of coordinates at Cl = S2n−2 and at “ribbon neighborhood” along
Cl.

As an illustration, we shall evaluate the operators det ||∂~Vi;j(x)|| for n = 2 and
n = 3.

When n = 2 one has

V2 =




0 1 0 0
1 0 −1 0
0 1 0 0
0 0 0 0


 V4 =




0 0 0 1
0 0 0 0
0 0 0 1
1 0 −1 0




W2 =




0 1 0 0
1 0 1 0
0 −1 0 0
0 0 0 0


 W4 =




0 0 0 1
0 0 0 0
0 0 0 −1
1 0 1 0




V2;2(x) = V4;4(x) = −2




0 x2 1 x4

x2 0 x2 0
1 −x2 0 −x4

x4 0 x4 0


 = −2AdxH = −2H(x)

V2;4(x) = −V4;2(x) = 2




0 −x2 0 x4

−x2 0 −x2 −1
0 x2 0 −x4

x4 1 x4 0


 = 2AdxH2 = 2H2(x)

Here H = H(0) = 2




0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0


 H2 = H2(0) = 2




0 0 0 0
0 0 0 −1
0 0 0 0
0 1 0 0




Hence our determinant is as follows:

det ||∂~Vi;j(x)|| = ∂~V2;2(x)∂~V4;4(x) − ∂~V2;4(x)∂~V4;2(x) = 4
(
∂2

~H(x)
+ ∂2

~H2(x)

)

Note, that H and H2 are the generators of the Cartan subalgebra in so(1; 3). Recall
the Lie algebras isomorphism so(1; 3) ∼= sl(2;C). So it is not surprising, that
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essentially, in the case n = 2 we obtained the particular case of inversion formula
in1 for SL(2,C) for the integrals over horospheres in SL(2,C).

To avoid huge formula we will evaluate the determinant det ||∂~Vi;j(x)|| in the
case n = 3 only at x = 0. To obtain the formula for arbitrary x one should just
substitute the explicit expression for ~Vi;j(x), evaluated in Lemma 4.3. We define

H = I1,4 + I4,1

Ek,l = −El,k = Ik,l − Il,k, where k < l

Then

det ||∂~Vi;j(x)|| = det




∂~V2;2
∂~V2;3

∂~V2;5
∂~V2;6

∂~V3;2
∂~V3;3

∂~V3;5
∂~V3;6

∂~V5;2
∂~V5;3

∂~V5;5
∂~V5;6

∂~V6;2
∂~V6;3

∂~V6;5
∂~V6;6




= 16 · det




∂−H ∂−E2;3 ∂−E2;5 ∂−E2;6

∂−E3;2 ∂−H ∂−E3;5 ∂−E3;6

∂−E5;2 ∂−E5;3 ∂−H ∂−E5;6

∂−E6;2 ∂−E6;3 ∂−E6;5 ∂−H




= 16 · ∂2
H(∂2

H + ∂2
E2,3

+ ∂2
E2,5

+ ∂2
E2,6

+ ∂2
E3,5

+ ∂2
E3,6

+ ∂2
E5,6

)

+(∂E2,3∂E5,6 + ∂E2,5∂E3,6 − ∂E2,6∂E3,5)
2

5. Horospherical Integral Transform for the Other Real Lie Groups

In completion we would like to look at our problem from a more general point of
view, and also, to point out the analogous integral transforms and corresponding
inversion formulas for the other real semisimple Lie groups.

Let L be real semisimple Lie group, l its Lie algebra. We would like to figure
out, what nilpotent subgroups in a real semisimple Lie group L may be regarded
as analogs of horospheres. We recall, that in SL(n;C) horospheres are constructed
by means of the subgroup of upper-triangular matrices with ones on diagonal, and
in SO(1, 2n− 1) we used subgroup Z to construct horospheres.

We recall some well known facts, concerning the structure of real semisimple Lie
algebras, see, e.g.,10,11,12. Let l = k + p be Cartan decomposition of l. Let h =
h+ + h− be Cartan subalgebra, chosen in accordance with Cartan decomposition:
h+ = h∩ k, h− = h∩p, where h− is a maximal commutative subalgebra in p. Let lC

be the complexification of l, and σ — corresponding conjugation in lC . We denote
by R ⊂ hC

∗ the root system , corresponding to Cartan subalgebra hC of algebra lC ,
and by B the system of simple roots. One has the following antiinvolution on hC

∗:

(5.1) (σ∗ξ)(x) := ξ(σx) where x ∈ hC , ξ ∈ hC
∗

it is easy to see, that σ∗(R) = R, and σlν = lσ∗ν , where ν ∈ R. We use the following
notation: B0 = {ν ∈ B, σ∗ν = −ν} B1 = B \B0.

One can choose the collection of simple roots so that the set R+(B1) would be
invariant under σ∗. Then one can check that one can uniquely assign to every
simple root α ∈ B1 a simple root β ∈ B1, such that σ∗α − β =

∑
γ∈B0

kγγ where
kγ ≥ 0. Defining σ̃ by σ̃ α = β we obtain an involution of subsystem B1.

The simple roots from B0 are said to be “black”, and ones from B1 — to be
“white”. it is convenient to determine real semisimple Lie group by its Satake
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scheme — Dynkin diagram, having the roots from B0 being painted in black and
the roots from B1 being painted in white. Besides this one should link by arrows
the pairs of white roots, transposed by the involution σ̃.

Let now Σ ⊂ B1 be a subsystem of white roots, invariant under involution σ̃.
The empty subsystem is also acceptable. We consider the set of positive roots,
which can not be represented by linear combinations of roots from B0 ∪Σ, i.e., we
consider the set of roots R+(B) \ 〈B0 ∪ Σ〉Z+

. Let

sC(Σ) =
∑

lν , where ν ∈ R+(B) \ 〈B0 ∪ Σ〉Z+

It is easy to see, that the set of roots R+(B)\〈B0 ∪ Σ〉Z+
is closed, i.e., for any pair

ν1, ν2 ∈ R+(B) \ 〈B0 ∪ Σ〉Z+
one has ν1 + ν2 ∈ R+(B) \ 〈B0 ∪ Σ〉Z+

. Hence sC(Σ)

is subalgebra in lC . It is easy to see, that sC(Σ) is nilpotent. The root system
R+(B) \ 〈B0 ∪ Σ〉Z+

is invariant under involution. Hence subalgebra sC(Σ) is the

complexification of the algebra s(Σ) = sC(Σ) ∩ l. The normalizer of sC(Σ) is the
parabolic subalgebra

pC(Σ) = hC +
∑

lα , where α ∈ R+(B) ∪ 〈B0 ∪ Σ〉Z−
( We apologize for using the same letter “p” for the term of Cartan decomposition
as well as for parabolic subalgebras. In the second case “p” will have an argument,
e.g., p(Σ).) The set of roots R+(B) ∪ 〈B0 ∪ Σ〉Z− is also invariant under σ∗, and

hence the algebra pC(Σ) is the complexification of the algebra pC(Σ) ∩ l — the
normalizer of s. Finally we consider the subgroup S(Σ) = exp(s(Σ)) ⊂ L. It is
natural to consider the family of submanifolds {ll0S(Σ)l−1

0 }l,l0∈L as an analog of
the family of horospheres in L.

Let’s consider some concrete

Example 5.1. We choose SO(1, 2n − 1) as a group L. The complexification of l is
lC = so(2n;C). The Satake scheme of so(1; 2n− 1) is as follows:

DII
n

• αn−1↙◦−−•−−•− · · · −•−−•↖α1 α2 α3 • αn

The only nontrivial choice of subset Σ ⊂ B1 is Σ = ∅. Then

R+(B) \ 〈B0 + Σ〉Z+
= R+(B) \ 〈B0〉Z+

=

= {α1, α1 + α2, ... , α1 + α2 + ... + αn−2, α1 + α2 + ... + αn−2 + αn−1,

α1 + α2 + ... + αn−2 + αn, α1 + α2 + ... + αn−2 + αn−1 + αn,

α1 + ...+αn−3 +2αn−2 +αn−1 +αn, ... , α1 +2α2 +2α3 + ...+2αn−2 +αn−1 +αn}
= {ε1 − εj , ε1 + εj}1<j≤n

The corresponding nilpotent (in this particular case even abelian) subgroup S(Σ)
coincides with subgroup Z ⊂ SO(1, 2n− 1) introduced in (0.1).

We are now able to use the same scheme as before. We choose an invariant mea-
sure at the nilpotent subgroup S(Σ), and then spread it to all the other submanifolds
ll0S(Σ)l−1

0 . Then we define the corresponding integral transform, assigning to a
function f at the Lie group L the set of integrals of the function over submani-
folds ll0S(Σ)l−1

0 . Thus we again obtain function f̂ on the “space of horospheres”
HS(Σ)(L). And now we will study this transform.



18 ANTON ZORICH

Originally the integral transform of this kind was considered in1, where the
family of “horospheres” in complex group SL(n;C) was constructed by nilpotent
subgroup of upper-triangular matrices with ones at diagonal. We note that the
corresponding tangent Lie subalgebra to such a subgroup is subalgebra spanned by
all positive root vectors, i.e., this is subalgebra of the same type as our s(Σ). The
inversion formula obtained in1 for this integral transform was the key element of
decomposition of regular representation at SL(n;C) in irreducible ones.

Integral transforms, corresponding to families of horospheres, constructed by
complex subgroups of the type S(Σ) of complex semisimple Lie groups, were studied
in9. It was proved there, that all of them are invertible; the inversion formula was
presented.

A lot of results in9 can be applied (almost without changes) to the case at hand
— the case of real nilpotent subgroups of the type S(Σ) in real semisimple Lie
groups. We will use these results in great extent, addressing the reader to the
paper9, containing detailed presentation of the subject.

As in the present paper above, and as in9 we consider the exponential coordinates
in a neighborhood of a point g of our real semisimple Lie group L. The horospheres,
passing through the fixed point will be represented in this coordinates by linear sub-
spaces l0s(Σ)l−1

0 of algebra l. The horospheres ll0s(Σ)l−1
0 , where l ∈ l0N(S(Σ))l−1

0

will be represented by affine subspaces ~v + Adl0s(Σ) , ~v ∈ Adl0n(s(Σ)) parallel to
the linear subspace Adl0s(Σ). Here N(Σ) = N(S(Σ)) is the normalizer of S(Σ),
n(Σ) = n(s(Σ)) is the corresponding Lie algebra. The same way as above, we choose
in the family of all horospheres HS(Σ)(L) the subfamily of those horospheres, which
are represented by affine spaces in our exponential coordinates. By construction,
such submanifold of horospheres has a structure of a “ribbon” over the submani-
fold GS(Σ)(L) of horospheres passing through the chosen point. Moreover, it has
a structure of vector quotient bundle Adn(s(Σ))/Ads(Σ) over the base GS(Σ)(L).
Vector bundles Adn(s(Σ)) and Ads(Σ) have the fibers Adln(s(Σ)) and Adls(Σ) cor-
respondingly over a point x = [lS(Σ)l−1] ∈ GS(Σ)(L). By construction our vector
bundles are consecutively embedded into trivialized vector bundle with the fiber l
, where l is the Lie algebra of the Lie group L.

Ads(Σ) ⊂ Adn(s(Σ)) ⊂ l

Hence we again reduced our integral transform to a relative of Radon transform,
corresponding to the following diagram

(GS(Σ)(L), Adn(Σ))
↙ ↘

l (GS(Σ)(L), Adn(Σ)/Ads(Σ))
it is convenient to describe our integral transform as follows:

We lift up the function from the Lie algebra l to the direct product GS(Σ)(L)× l ,
then restrict the function to the total space of vector bundle

(
GS(Σ)(L), Adn(Σ)

)
↪→

GS(Σ)(L)× l embedded into the product, and after that we integrate the function
over affine subspaces (in the fibers of the bundle), parallel to fibers of subbundle
Ads(Σ). Finally we obtain a function f̂ on the total space of the vector bundle(
GS(Σ)(L),Adn(Σ)/Ads(Σ)

)
. We are going to find out, how one can reconstruct

the value f(0) of the original function at the origin of l.
The same as above, we are able to choose the following coordinate system at the

base GS(Σ)(L) = L/N(Σ): as the coordinate system we use the algebra s−(Σ) =
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∑
lµ, where µ ∈ R−(B) \ 〈B0 ∪ Σ〉Z− , and the exponential mapping. A point x ∈

s−(Σ) corresponds to a point [exp(x)S(Σ) exp−1(x)] ∈ GS(Σ)(L).
A basis in the Lie algebra s generated by the root vectors Eν , ν ∈ R+(B) \

〈B0 ∪ Σ〉Z+
, determines a basis ~Vν(x) ∈ Adls(Σ) , in fibers Adexp(x)s(Σ) of the

bundle Ads(Σ).
Let’s consider a fiberwise linear operator (with constant coefficients along fibers),

which acts in the fibers of the quotient bundle l/Ads(Σ), and which has the following
form:

(5.2) det ||∂~Vν;µ(x)||
Here we have denoted by ~Vν;µ(x) vector ∂~Vν(x)/∂xµ ∈ l , projected to the quo-

tient bundle l/Adls(Σ). In our case dimension dim s(Σ) of a fiber of the bundle
Ads(Σ) is equal to the dimension dim GS(Σ)(L) = dimL/N(Σ) of the base, so we
really have the same number of indices µ and ν.

We recall, that we are so interested in the operator (5.2), because it may provide
us with an inversion formula (cf. (3.7)).

According to Theorem 2.1 in9 one has the following sufficient conditions of in-
vertibility:

(i) The Euler class of the bundle Ads(Σ) is nontrivial;
(ii) The fiberwise linear operator (5.2), acting along fibers of the bundle l/Ads(Σ),

actually acts along fibers of the subbundle Adn(Σ)/Ads(Σ) ⊂ l/Ads(Σ).

This time we start with discussion of condition (ii). We point out, that in the case
of subgroup Z ⊂ SO(1, 2n− 1) we deal with in Sections 1–4, it turned out, that all
the vectors ~Vi,j(x) belong to the fibers of the bundle Adn(z), ~Vi,j(x) ∈ Adexp(x)n(z),
and hence the condition (ii) is obviously valid. This is not true in the general case.
It may happen, that some vector ~Vν;µ(l) outstands from the fiber of the bundle
Adln(z). Still, this doesn’t mean, that the operator (5.2) does not acts along the
fibers of Adln(Σ)/Adls(Σ). When we will calculate the determinant, part of the
terms will vanish. One terms — because some entries ~Vν;µ equal 0, the other —
because some entries ~Vν;µ(l) belong to Adls(Σ), and, hence, they turn into zero
after factorization.

It happens that the condition (ii) is always valid for real semisimple Lie groups.
In fact, according to Lemma 2.4 in9 the condition (ii) is valid for complexified
algebras lC , sC(Σ), sC−(Σ), nC(Σ). But validity of this condition does not depend
on the choice of a basis in a fiber of AdsC(Σ) — whenever it is valid for one basis,
it is valid for any other, in particular for the basis

Adl(Eν + σ(Eν)) Adl(iEν − iσ(Eν))

where ν ∈ R+(B) \ 〈B0 ∪ Σ〉Z+
. Hence, the condition (ii) is valid as well for the

real case, and we have proved the following theorem:

Theorem 5.1. Let ~Vν(x) ∈ l be the basis in a fiber Adexp(x)s(Σ) ⊂ l of the cotan-
gent bundle over the base GS(Σ)(L) = L/N(Σ) of the following form: ~Vν(x) =
Adexp(x)Eν , where ν ∈ R+(B) \ 〈B0 ∪ Σ〉Z+

. Let xµ ∈ s−(Σ), where µ ∈ R−(B) \
〈B0 ∪ Σ〉Z− , be the exponential coordinates at the unique Schubert cell of highest

dimension at the base GS(Σ)(L) = L/N(Σ) of our bundle. Let ~Vν;µ(x) be projection
of a vector ∂~Vν(x)/∂xµ ∈ l to the quotient space l/Adexp(x)s(Σ). Then
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The linear operator det ||∂~Vν;µ(x)|| defined as a fiberwise linear operator, acting
along fibers of the bundle l/Ads(Σ), actually acts along fibers of the subbundle
Adn(s(Σ))/Ads(Σ).

The following relation is valid

det ||∂~Vν;µ(x)|| = det ||∂exp(ad(x))[Eν ;Eµ](x)||
Note, that the matrices under the determinants do not coincide by entries in

general case.
And now, let’s discuss the condition (i). We can prove literary the same as in9,

that the bundle Ads(Σ) over L/N(S(Σ)) is isomorphic to the cotangent (see Re-
mark 4.1) bundle. Hence, in order to find out, whether the Euler class of our vector
bundle is equal to zero, one should just find out, whether the Euler characteristic of
the homogeneous space L/N(S(Σ)) is equal to zero. One can extract the list of all
simply-connected homogeneous spaces of our type, having nonzero Euler character-
istic, from theorem 2 and table 1 in12. We point out, what essentially separates the
complex case from the real one — this is the condition χ(L/N(S(Σ))) 6= 0. While
in complex case the Euler characteristic of quotient space of semisimple Lie group
over parabolic subgroup is always nonzero, in real case this is not true in general
case.

We list here those classical nonconpact real simple Lie groups, and subsets Σ
of white roots in the related Satake schemes, for which the Euler characteristic
χ

(
GS(Σ)(L)

)
= χ (L/N(S(Σ))) 6= 0, see11.

SL(2n;R)
AI

2n−1 ◦−−◦− · · · −◦−−◦

Subset Σ can be obtained by eliminating from B an arbitrary subset of roots
with even numbers, i.e.

Σ = B \ {ν2i1 , ν2i2 , ..., ν2ik
}

L/N(Σ) = F2i1,2i2,...,2ik
(R2n).

Here F2i1,2i2,...,2ik
(R2n) is the manifold of flags γ2i1 ⊂ γ2i2 ⊂ ...γ2ik ⊂ R2n, where

γj is linear j-dimensional subspace in R2n. As far as the formula

(5.3) χ(F2i1,2i2,...,2ik
(R2n)) =

n!
i1!(i2 − i1)!...(ik − ik−1)!(n− ik)!

for Euler characteristic of flag manifold is not rather popular, we suggest a simple
proof of it below.

Manifolds of real and complex flags have similar, cell complexes (contained of
Schubert cells); in particular at any dimension j the real flag manifold has the
same number of cells as the complex one in dimension 2j. This means, that one
can evaluate the Euler characteristic (related to coefficients in Z) of the manifold of
real flags as the value of Poincare polynomial P (t2), corresponding to the manifold
of complex flags, at the point t2 = −1. The Poincare polynomial of the manifold
of complex flags F2i1,2i2,...,2ik

(C2n) is as follows (see section 1.3 in Chapter 4 in13)

(5.4) P (t2) =
Π2n(t2)

Π2i1(t2)Π2i2−2i1(t2)...Π2ik−2ik−1(t2)Πn−2ik
(t2)
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where Πs(λ) = (1 − λs)(1 − λs−1)...(1 − λ). When t2 = −1 both the numerator
and denominator become equal to zero, so to evaluate P (−1) one has to use a
decomposition over a small parameter u near the point t2 = −1:

Π2j(−1 + u) = (1− (1− 2ju)) · 2 · (1− 2(j − 1)u) · 2 · ... · (1− 2u) · 2
= 22j(j!)uj + o(uj) u → 0

Substituting the formula above into (5.4), and evaluating the limit while u → 0 we
get (5.3).

SL(2n + 1;R)
AI

2n ◦−−◦− · · · −◦−−◦

Subsets Σ in the basis B satisfy the following conditions: let {νm1 , ..., νmk
} be

the completion B \ Σ, where 1 ≤ m1 < m2 < ... < mk ≤ 2n. We assume all even
numbers mq = 2iq to precede all odd numbers mr = 2ir + 1. In other words, the
set m1, ..., mk is of one of the following types:

2i1, ..., 2ik

2i1, ..., 2ij−1, 2ij + 1, 2ij+1 + 1, ..., 2ik + 1
2i1 + 1, ..., 2ik + 1

The same as in the previous case the set Σ = B \ {νm1 , ..., νmk
} states for the flag

manifold L/N(Σ) = Fm1,...,mk
(R2n), which has the following Euler characteristic:

χ
(
Fm1,...,mk

(R2n)
)

=
n!

[
m1
2

]
!
[

m2−m1
2

]
! ...

[
mk−mk−1

2

]
!
[
2n−mk

2

]
!

We have denoted by [ ] the integer part of a number.

SL(n;H)

AII
2n−1 •−−◦−−•− · · · −◦−−•

In this case one can use an arbitrary subset of white roots as a subset Σ. The
submanifold L/N(Σ) thus obtained is a manifold of quaternion flags Fi1,i2,...,ik

(Hn)
having the following Euler characteristic:

χ(Fi1,i2,...,ik
(Hn)) =

n!
i1!(i2 − i1)!...(ik − ik−1)!(n− ik)!

SO(1, 2n − 1)

DII
n

•↙◦−−•−−•− · · · −•−−•↖•
The only possible choice here is Σ = ∅. this case was considered in details in

Sections 1–4. We have here L/N(Σ) = S2n−2, and χ(S2n−2) = 2.
Before summarizing the obtained results into a theorem we note, that one can

feel free in composing the simple groups, and their subgroups S(Σ) as listed above,
into corresponding semisimple Lie groups and related subgroups.
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Theorem 5.2. Let L and S(Σ) be real semisimple Lie group and its nilpotent sub-
group composed from the simple Lie groups and corresponding nilpotent subgroups
as listed above. Then the related horospherical integral transform

I : C∞0 (L) → C∞ (
HS(Σ)(L)

)

is invertible. The following local inversion formula is valid:

f(l) =
(−1)s/2

2 (2π)s
χ

∫

s−(Σ)

dxµ1 ...dxµs

(
det ||∂exp(ad(x))[Eν ;Eµ]|| f̂(x, v)

) ∣∣∣∣∣
v=0

Here xµ ∈ s−(Σ), are the exponential coordinates at the unique Schubert cell of
the highest dimension at the manifold L/N(Σ) = GS(Σ)(L) ↪→ HS(Σ)(L), where
GS(Σ)(L) is submanifold of horospheres, passing through the point l. Coordinates
v are coordinates in specific directions transversal to submanifold GS(Σ)(L) as de-
scribed above (coordinates in the fibers of “ribbon neighborhood”); χ

(
GS(Σ)(L)

)
is

the Euler characteristic of GS(Σ)(L), and s = dim S(Σ).
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