INTERACTING ELECTRONS IN A RANDOM MEDIUM: A SIMPLE
ONE-DIMENSIONAL MODEL

FREDERIC KLOPP AND NIKOLAJ A. VENIAMINOV

ABSTRACT. The present paper is devoted to the study of a simple model of interacting
electrons in a random background. In a large interval A, we consider n one dimensional
particles whose evolution is driven by the Luttinger-Sy model, i.e., the interval A is split
into pieces delimited by the points of a Poisson process of intensity p and, in each piece,
the Hamiltonian is the Dirichlet Laplacian. The particles interact through a repulsive pair
potential decaying polynomially fast at infinity. We assume that the particles have a positive
density, i.e., n/|A| — p > 0 as |A| = +o0. In the low density or large disorder regime, i.e.,
p/p small, we obtain a two terms asymptotic for the thermodynamic limit of the ground
state energy per particle of the interacting system; the first order correction term to the
non interacting ground state energy per particle is controlled by pairs of particles living in
the same piece. The ground state is described in terms of its one and two-particles reduced
density matrix. Comparing the interacting and the non interacting ground states, one sees
that the effect of the repulsive interactions is to move a certain number of particles living
together with another particle in a single piece to a new piece that was free of particles in
the non interacting ground state.

RESUME. Dans ce travail, nous considérons un modele simple d’électrons en interaction dans
un environnement aléatoire. Dans un grand intervalle A, nous considérons n particules uni-
dimensionnelles dont I’évolution est régie par le modele de Luttinger-Sy : l'intervalle A est
subdivisé en pieces délimitées par les points d’un processus de Poisson d’intensité u et, dans
chaque piece, le hamiltonien est le laplacien de Dirichlet. Les particules interagissent par
paires au travers d’un potentiel répulsif décroissant polynomialement & 'infini. On suppose
que la densité de particules est positive ¢’est-a-dire que n/|A| — p > 0 quand |A| — +co.
Lorsque la densité est petite ou lorsque le désordre est grand, c’est-a-dire lorsque p/p est
petit, nous obtenons une asymptotique a deux termes de la limite thermodynamique de
I’énergie fondamentale par particule du systeme ; le premier terme de correction a 1’énergie
fondamentale par particule du systeme sans interaction est controlé par les paires de par-
ticules vivant dans la méme piece. L’état fondamental est décrit au moyen de sa matrice de
densité réduite a une et a deux particules. En comparant I’état fondamental avec interaction
a l’état fondamental sans interaction, on voit que l'effet des interactions est de séparer un
certain nombre de particules qui vivent en paire avec une autre particule dans la méme piece
vers des pieces inoccupées dans 'état fondamental sans interaction.

1. INTRODUCTION: THE MODEL AND THE MAIN RESULTS

On R, consider a Poisson point process du(w) of intensity u. Let (xp(w))rez denote its
support (i.e., du(w) = Z 0z, (w)), the points being ordered increasingly.

keZ
On L%*(R), define the Luttinger-Sy or pieces model (see e.g. | , |), that is, the
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random operator
_ D
i, = @ _A|[ff»‘ka$k+1]
kEZ
where, for an interval I, —Aﬁ denotes the Dirichlet Laplacian on I.

Pick L > 0 and let A = A = [0, L]. Restrict H, to A with Dirichlet boundary conditions:
on $) := L*(A), define

H,(L)=H,\N)= P -2 (1.1)
ke —1<k<ks:
where we have defined Ay (w) := [zx(w), xx41(w)] to be the k-th piece and we have set

k- =min{k;z; >0}, xp__1=0,
ki = max{k;z, < L}, wp,41 =L.
From now on, we let m(w) be the number of pieces and renumber them from 1 to m(w)
(i.e., k- =2 and ky = m(w)). For L large, with probability 1 — O(L~>°), one has m(w) =
pL + O(L*3).
The pieces model admits an integrated density of states that can be computed explicitly (see
section 2.2 or | , ]), namely,

#{eigenvalues of H,(L) in (—o0, E|}

NM(E) = LLHEOO L (1 2)
_ K exp(—lp) 1g>9 where /{g:= i. |
1 —exp(—plp) vVE

1.1. Interacting electrons. Consider first n free electrons restricted to the box A in the
background Hamiltonian H,(A), that is, on the space

H1(A) = 9"(AL) = N\ LA(A) = L2(A"), (1.3)
j=1
consider the operator
HYAn) =) 130...91s0H,(A)9150...0 1. (1.4)
— e —— —_——
=1 — 1 times n — i times

This operator is self-adjoint and lower semi-bounded. Let E°(A,n) be its ground state energy
and W2 (A, n) be its ground state.
To H°(A,n), we now add a repulsive pair finite range interaction potential. Therefore, pick
U : R — R satisfying
(HU): U is a repulsive (i.e., non negative), even pair interaction potential decaying
sufficiently fast at infinity. More precisely, we assume

—+00
333/ U(t)dt — 0. (1.5)
2 r——+00

To control the possible local singularities of the interactions, we require that U &€
LP(R) for some p € (1, 400].
On H"(A), we define
HY(A,n) = HY (A, n) + W, (1.6)

where
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on the domain .
m(w)

D) =C° | | U)ok zanl NH"(A). (1.8)

k=1

As U is non negative, H/(A,n) is non negative. From now on, we let HY(A,n) be the
Friedrichs extension of this operator. As W, is a sum of pair interactions, the fact that
U € LP(R) for some p > 1 (see assumption (HU)) guarantees that W, is H2(A,n)-form
bounded with relative form bound 0 (see, e.g., | , section 1.2]). Thus, the form
domain of the operator HY(A,n) is

m(w) =
S2(8) = | Hy | [J)or zenl NH"(A). (1.9)
k=1
Moreover, HY(A,n) admits D"(A) as a form core (see, e.g., | , section 1.3]) and it
has a compact resolvent, thus, only discrete spectrum.
We define EY(A,n) to be its ground state energy, that is,
EJ(A,n):= inf (HY(A,n)0, U 1.1
Shmy = inf (YA 00, 0) (1.10)
w]=1

and WY(A,n) to be a ground state, i.e., to be an eigenfunction associated to the eigenvalue
EY(A,n).

By construction, there is no unique continuation principle for the pieces model (as the union
of disjoint non empty intervals is not connected); so, one should not expect uniqueness for
the ground state. Nevertheless due to the properties of the Poisson process, for the non
interacting system, one easily sees that the ground state W° (A, n) is unique w almost surely
(see section 2.4). For the interacting system, it is not as clear. Nonetheless, one proves

Theorem 1.1 (Almost sure non-degeneracy of the ground state). Suppose that U is real
analytic. Then, w-almost surely, for any L and n, the ground state of HY(L,n) is non-
degenerate.

For a general U, while we don’t know whether the ground state is degenerate or not, our
analysis will show where the degeneracy may come from: we shall actually write $"(A) as
an orthogonal sum of subspaces invariant by HY (L, n) such that on each such subspace, the
ground state of HY(L,n) is unique. This will enable us to show that all the ground states
of HY(L,n) on $"(A) are very similar to each other, i.e., they differ only by a small number
of particles.

The goal of the present paper is to understand the thermodynamic limits of EY(A,n) and
WY (A,n). As usual, we define the thermodynamic limit to be the limit L — oo and n/L — p
where p is a positive constant. The constant p is the density of particles.

We will describe the thermodynamic limits of EY (A, n), or rather n ™' EY (A, n), and WY (A, n)
when p is positive and small (but independent of L and n). We will be specially interested
in the influence of the interaction U, i.e., we will compare the thermodynamic limits for the
non-interacting and the interacting systems.

1.2. The ground state energy per particle. Our first result describes the thermody-
namic limit of n ' EY(A,n) when we assume the density of particles n/L to be p. For the
sake of comparison, we also included the corresponding result on the ground state energy of
the free particles, i.e., on n ' E%(A, n).

We prove
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Theorem 1.2. Under the assumptions made above, the following limits exist w-almost surely

and in L}
E°(A,n) EJ (A n)
0 o : w ) U - : w )
Epp) = lim —=——= and E"(p,p):= lim —=—— (1.11)
n/L—p n/L—p
and they are independent of w.
In [ | (see also | ]), the almost sure existence of the thermodynamic limit of the

ground state energy per particle is established for quite general systems of interacting elec-
trons in a random medium if one assumes that the interaction has compact support. For
decaying interactions (as in (HU)), only the L? convergence is proved. The improvement

needed on the results of | | to obtain the almost sure convergence is the purpose of
Theorem 5.1.
In | |, the authors study the existence of the above limits in the grand canonical en-

semble for Coulomb interactions.

The energy £°(p, 1) can be computed explicitly for our model (see section 2.4.1). We shall
obtain a two term asymptotic formula for £Y(p, 1) in the case when the disorder is not too
large and the Fermi length ¢, , is sufficiently large.

Define

e the effective density is defined as the ratio of the density of particles to the density
P

of impurities, i.e., p, = —,
e the Fermi energy E,, is the unique solution to N,(E, ) = p,
e the Fermi length (,, := (g, , where (g is defined in (1.2); the explicit formula for N,
yields
1
Uoe Lo |1 ‘bg a
% Ltpu| n p+p
For the free ground state energy per particle, a direct computation using (1.2) yields

£%(p. 1) — %/E EdN,(E) = E,,, (1+ 0 (VE,,)) (1.13)

—00

boy =

log : (1.12)

We prove
Theorem 1.3. Under the assumptions made above, for u > 0 fized, one computes

E%(p, ) = Ep, p) + 7 AL ™t pu b, (14 0(1))  where o(1) — 0. (1.14)
, =

The positive constant v depends solely on U and p; it is defined in (1.17) below.

At fixed disorder, in the small density regime, the Fermi length is large and the Fermi energy
is small. Moreover, the shift of ground state energy (per particle) due to the interaction is
exponentially small compared to the free ground state energy: indeed it is of order p| log p| =3
while the ground state energy is of order |log p|~2.

For fixed p, a coarse version of (1.14) was established, in the PhD thesis of the second

author | |, namely, for p sufficiently small, one has
1 _ _
Pl logp 72 < E%(p, ) = E%(p, 1) < Gy pllog p| ™.
w
Moreover, from | , Propositions 3.6 and 3.7]), we know that the function p — EY(p, i)

is a non decreasing continuous function and that the function r +— EY(r=1 1) is convex.

Let us now define the constant v#. Therefore, we prove
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Proposition 1.4. Consider two electrons in [0, {] interacting via an even non negative pair
potential U € LP(RT) for some p > 1 and such that

/sz(x)dx < +o0.
R

That is, on $H%([0,¢]) = L*([0, £]) A L*([0, £]), consider the Hamiltonian
(AL 0a) ®1s+15© (AL 0q) + Ulz1 — 2), (1.15)

i.e., the Friedrichs extension of the same differential expression defined on the domain
D2([0,4]) (see (1.8)).
For large ¢, EV([0,/],2), the ground state energy of this Hamiltonian, admits the following
expansion

52y 1
where v = y(U) > 0 when U does not vanish a.e.

Let us first notice that the expansion (1.16) immediately implies that U +— ~(U) is a non
decreasing concave function of the (non negative) interaction potential U such that v(0) = 0;
for a small positive, one computes
U
y(l) = 107 / 2?U(z)dx (1 + O(a)).
« R
Concavity and monotony follow immediately from the definition of EY ([0, ¢],2) and the form
of (1.16).
In terms of v, we then define

fm 1o (<) .
~E exp( o2) (1.17)

1.3. The ground state: its one- and two-particle density matrices. We shall now
describe our results on the ground state. We start with a description of the spectral data of
the one particle Luttinger-Sy model. Then, we describe the non interacting ground state.

1.3.1. The spectrum of the one particle Luttinger-Sy model. Let (Ejf-}w)pl and (gpj-\’w)j% re-
spectively denote the eigenvalues (ordered increasingly) and the associated eigenfunctions of
H,(A) (see (1.1)). Clearly, the eigenvalues and the eigenfunctions are explicitly computable
from the points (Z)i<k<m(w)+1- In particular, one sees that the eigenvalues are simple w
almost surely.

As n/L is close to p and L is large, the n first eigenvalues are essentially all the eigenvalues
below the Fermi energy F, ,. These eigenvalues are the eigenvalues of —AlDAk (@) below £, ,
for all the pieces (Ag(w))r_—1<k<k, of length at least £,, (see (1.2) and (1.13)). w-almost
surely, the number of pieces (Ag(w))i<k<m(w) longer than ¢,, is asymptotic to n (see sec-
tion 2.3), the number of those longer than 2¢,, to p,n, the number of those longer than
3Ly, to pim, etc. We refer to section 2.2 for more details.

1.3.2. The non interacting ground state. The ground state of the non interacting Hamilton-
ian HY(A,n) is given by the (normalized) Slater determinant

A 1
WO (A,n) = j/:\l P = ﬁDet ((@ﬁw(ﬂﬁk)))lgj,k@- (1.18)

Here and in the sequel, the exterior product is normalized so that the L2-norm of the product
be equal to the product of the L?*norms of the factors (see (C.2) in section C).
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It will be convenient to describe the interacting ground state using its one-particle and two-
particles reduced density matrices. Let us define these now (see section 4 for more details).
Let ¥ € $"(A) be a normalized n-particle wave function. The corresponding one-particle
density matriz is an operator on $'(A) = L*(A) with the kernel

wle) =) =n [ e (5 (1.19)
where 7 = (22,...,2") and dZ = dz?- - - dz".
The two-particles density matriz of ¥ is an operator acting on $( /\ L*(A) and its
kernel is given by
Wt 2?yt ) = M/A V(a2 By D) (1.20)
where 7 = (23,...,2") and d7 = dz3- - - dz".
Both ~¢ and 7‘(1,2 ) are positive trace class operators satisfying
Tryg =n, and Tr%(;) = @ (1.21)

So, for the non interacting ground state, using the description of the eigenvalues and eigen-
vectors of H,(A) given in section 1.3.1, as a consequence of Proposition 4.8, we obtain that

— 1

Lo u<| Ak (W)|<38p, 20,1 <Ak (w)[<3Lp,
where

) |Ak( )| denotes the length of the piece Ag(w);
o ) A, denotes the j-th normalized elgenvector of A Ap(w)’

o the operator RW is trace class and ||RY]|¢ < 2n .

Here, || - ||i; denotes the trace norm in the ambient space, i.e., in L?(A) for the one particle
density matrix, and in L?(A) A L?(A) for the two particles density matrix.

For the two-particles density matrix, again as a consequence of Proposition 4.8, we obtain

1
2
Tonam = 504 =Ex) [woam @ v ] + R (1.23)

where
e Id is the identity operator, Ex is the exchange operator on a two-particles space:

Ex[fog=9®f fgeh
e the operator R is trace class and |[R?||,, < C, 0.

2

1 S—
I I } I I
T T 1 T T

o 2pp Blpp Ko (k+1lpp

FIGURE 1. The distribution of particles in the non interacting ground state.



INTERACTING ELECTRONS IN A RANDOM MEDIUM 7

One can represent graphically the ground state of the non interacting system by representing
the distribution of its particles within the pieces: in abscissa, one puts the length of the pieces,
in ordinate, the number of particles the ground state puts in a piece of that length. Figure 1
shows the picture thus obtained.

1.3.3. The interacting ground state. To describe the ground state of the interacting system,
we shall describe its one-particle and two-particles reduced density matrices. Therefore, it
will be useful to introduce the following approximate one-particle reduced density matrices.
For a piece Ag(w), let C]Ak(w) be the j-th normalized eigenvector of —A‘%k(w)XAk(w) + U acting

on L*(Ap(w)) A L*(Ag(w)). We note that, for U = 0, the two-particles ground state can be

: LU=0 _ 1 2
rewritten as CAk(w) = Parw) N Payw):
Define the following one-particle density matrix

opt — 1 1 . 124
Tegey Z Tehpw T Z Tk (1.24)
Lo, u—pus <IAR(W)[<20, u—log(1—74) 20, —1og(1—74)<| A (w)]

Because of the possible long range of the interaction U (see the remarks following Theorem 1.5
below), to describe our results precisely, it will be useful to introduce trace norms reduced
to certain pieces. For ¢ > 0, we define the projection onto the pieces shorter than ¢

1L,= > 1aw (1.25)
1A (w)]<e
We shall use the following function to control remainder terms: define
+00
Z(x) = sup (113/ U(t)dt) . (1.26)
T<v v

Under assumption (HU), the function Z is continuous and monotonously decreasing on
[0,400) and tends to 0 at infinity.
We prove

Theorem 1.5. Fiz > 0. Assume (HU) holds. Then, there exist py > 0 and C' > 0 such
that, for p € (0, pg), w-a.s., one has

< lmax (;—#7 Pu Z(E/w)) )

1
lim su —H( n) — ot)]_l
P\ Ve an = Yt ) Lot P »

L—+o00
n/L—p

. 1 1
11LH—1>-S£op n H ('7\113(A,n) - ’Y\p;’ff) (1 o 1<£ML+C)
n/L—p

1
< — max (fp—”,pﬂ Z(Ep,#)) :

tr pPo poth

Here, || - || denotes the trace norm in L*(A).

This result calls for some comments. Let us first note that, if Z, that is, U, decays sufficiently
fast at infinity, typically exponentially fast with a large rate, then the two estimates in
Theorem 1.5 can be united into

<cle

tr Cou

1
lim sup — H — Yo
L_>+Oop n YU (An) — Vo e
n/L—py
In this case, Theorem 1.5 can be summarized graphically. In Figure 2, using the same
representation as in Figure 1, we compare the non interacting and the interacting ground
state. The non interacting ground state distribution of particles is represented in blue, the

interacting one in green. We assume that U has compact support and restrict ourselves to
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pieces shorter than 3/, ,.
Indeed, in this case, comparing (1.22) and (1.24), we see

e (An) T et T Z (mplauw) Yk ) %ikw))
20, —1og(1—74)<| A (w)]

B > Yok ) (1.27)

Lpu—Pu¥e <|AR (W),

(1)
+ Z vﬁpik(w) +R

Lo, u <Ak (w) <26, u—log(1—i ¥)

where R() satisfies the same properties as R in (1.22).

Thus, to obtain yyert from Yy am),

we have displaced (roughly) v#p,n 2

particles living in pieces of length 1 1:

within [2¢, ,,2(, ,—log(1—~#)] (i.e., ' — N
pieces containing exactly two states / 2o 1 20, M\ 30p.11
below energy E,, and the energy ’ ’ ’

of the top state stays above Lo — %,lfplu 20 1 — log(1 — A4)

E, . (1 + W) up to smaller

. 71 .
Qrder terms h EW) to pieces hav-  prqure 2. The distribution of particles in the inter-
ing lengths within [(,, — pyL', £, acting ground state.
(i.e., having ground state energy

w1th1n the interval [Ep w By, (1 + 2[”* ﬂ
sk

up to smaller order terms in ¢ u) In the remaining of (roughly) (1 —~%)pn pieces containing
exactly two states below energy £, , (that is, pieces of length within [2¢,, ,—log(1—~/),3(g, |

or alternatively those with the top state below £, , (1 + w> (up to smaller order terms

in/t, u)’ we have substituted the free two-particles ground state (given by the anti-symmetric
tensor product of the first two Dirichlet levels in this piece) by the ground state of the in-
teracting system (1.15). In particular, we compute (remark that the first sum in (1.27)
contributes only to the error term according to Corollary 6.12)

I H =gt || =2
Pl | RGO R | N v+ O (fpu) 7
n/L—p

and, recalling (1.23), we then compute

1
lim —
L—+o00 7’L2
n/L—p

2 1 p
’7\(1;3))(/\,”) - 5(1(31 — EX) [’7\1/?\1’; ® ’Yq,?\pﬂ = Q’yfplu +0 g_“ . (1.28)
’ T e Polt

So the main effect of the interaction is to shift a macroscopic (though small when p,, is small)
fraction of the particles to different pieces.

Let us now discuss what happens when the interaction does not decay so fast, typically, if
it decays only polynomially. In this case, Theorem 1.5 tells us that one has to distinguish
between short and long pieces. In the long pieces, the description of the ground state is
still quite good as the error estimate is still of order o(p,). Of course, this result only tells
us something for the pieces of length at most 3¢, ,: the larger ones are very few, thus, can
only carry so few particles (see Lemma 3.27) that these can be integrated into the remainder
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term. For short intervals, the situation is quite different. Here, the remainder term becomes

much larger, only of order O <, /,ouf,:f/ 2> if Z(x) < x~" at infinity. This loss is explained in

the following way. The short pieces carry the majority of the particles. When U is of longer
range, particles in rather distant pieces start to interact in a way that is not negligible with
respect to the second term of the expansion (1.14) (which gives an average surplus of energy
per particle for the interacting ground state compared to the free one); thus, it may become
energetically profitable to relocate some of these particles to new pieces so as to minimize
the interaction energy. When the range of the interaction increases, the ground state will
relocate more and more particles. Nevertheless, the shift in energy will still be smaller than
the correction term obtained by relocating some of the particles living in pairs in not too
long intervals; this is going to be the case as long as U satisfies the decay assumption (HU).
When U decays slower than that, the main correction to the interacting ground state energy
per particle can be expected to be given by the relocation of many particles living alone in
their piece to new pieces so as to diminish the interaction energy.

We also obtain an analogue of Theorem 1.5 for the 2-particles density matrix of the ground
state ¥Y. We prove

Theorem 1.6. Fiz > 0. Assume (HU) holds. Then, there exist py > 0 such that, for
p € (0,p0), w-a.s., one has

- L@ 1 2
hﬁigopﬁ <%,g(A,n) - 5(Id—Ex) [w;r;; ® wm]) 12, ,+c )
n/L—p
<imax(& puZ(L ))
% 0,0 Ve o
and
lim su 1 @ —l(Id—Ex)[ opt ® of] <1—12 )
L7+Oopn2 Twyam ~ 9 Twgpt & Twgrt <lpu+C .
n/L—p

1 P
< —max | =, p\/Z(¢,, ))
Po <€p,u ! m

where, for £ > 0, we recall that || - || denotes the trace norm in L*(A) A L*(A), recall (1.25)
and define

12, =1L, 21, (1.29)

1.4. Discussion and perspectives. While a very large body of mathematical works has
been devoted to one particle random Schrodinger operators (see e.g. | , ]), there
are only few works dealing with many interacting particles in a random medium (for the
case of finitely many particles, see, for example, | | or | D

The general Hamiltonian describing n electrons in a random background potential V,, in-
teracting via a pair potential U can be described as follows. In a d-dimensional domain A,
consider the operator

Hw(A, n) = _And

an T ZVW(:ci) + Z Ulx' — ),
i=1

i<j
where, for j € {1,...,n}, 27 denotes the coordinates of the j-th particle. The operator
H,(A,n) acts on a space of totally anti-symmetric functions /\LQ(A) which reflects the

i=1
electronic nature of particles.
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The general problem is to understand the behavior of H,(A,n) in the thermodynamic limit
A — oo while n/|A] — p > 0; p is the particle density. One of the questions of interest
is that of the behavior of the ground state energy, say, E,(A,n) and of the ground state

U, (A, n).
While the thermodynamic limit is known to exist for various quantities and in various settings
(see | ] for the micro-canonical ensemble that we study in the present paper and | ]

for the grand canonical ensemble), we don’t know of examples, except for the model studied
in the present paper, where the limiting quantities have been studied. In particular, it is of
interest to study the dependence of these limiting quantities in the different physical param-
eters like the density of particles, the strength of the disorder or the interaction potential.
As we shall argue now, for these questions to be tractable, one needs a good description of
the spectral data of the underlying one particle random model.

1.4.1. Why the pieces model? In order to tackle the question of the behavior of n-electron
ground state, let us first consider the system without interactions. This is not equivalent to
a one-particle system as Fermi-Dirac statistics play a crucial role.

Let us assume our one particle model is ergodic and admits an integrated density of states
(see (1.2) and e.g. | : ]). As described above for the pieces model, the ground
state of the n non interacting electrons is given by (1.18) and its energy per particle is given
by

. > B, A

ES(A 1< Bne igenvalues of H,,(A) below E
D(A,n) 1 ZEAw _ |A]/ 24 [#{elgenva ues of H,(A) below E} (1.30)
ni o

where E2  is the n-th eigenvalue of the one particle random Hamiltonian H,(A), i.e., the

n,w

smallest energy E such that

#{eigenvalues of H,(A) below £}  n
Al Al

Here, we have kept the notations of the beginning of section 1.3.

The existence of the density of states, say N(E), (see (1.2)), then, ensures the convergence
of E(A,n) to a solution to the equation N(E) = p, say E,. Thus, to control the non inter-
acting ground state, one needs to control all (or at least most of) the energies of the random
operator H,(A) up to some macroscopic energy E,. In particular, one needs to control si-
multaneously a number of energies of H,(A) that is of size the volume of A.

To our knowledge, up to now, there are no available mathematical results that give the
simultaneous control over that many eigenvalues for general random systems. The results
dealing with the spectral statistics of (one particle) random models deal with much smaller
intervals: in | |, eigenvalues are controlled in intervals of size K/|A| for arbitrary large
K if A is sufficiently large; in | , ], the interval is of size |A|'~# for some not too
large positive f3.

The second problem is that all these results only give a very rough picture of the eigenfunc-
tions, a picture so rough that it actually is of no use to control the effect of the interaction
on such states: the only information is that the eigenstates live in regions of linear size at
most log|A| and decay exponentially outside such regions (see, e.g., [ | and references
therein).

The pieces model that we deal with in the present paper exhibits the typical behavior of a
random system in the localized regime: for H,(A),

(1.31)

e the eigenfunctions are localized (on a scale log |A])
e the localization centers and the eigenvalues satisfy Poisson statistics.
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The advantage of the pieces model is that the eigenfunctions and eigenvalues are known
explicitly and easily controlled. This is a consequence of the fact that a crucial quantum
phenomenon is missing in the pieces model, namely, tunneling. Of course, once the particles
do interact with each other, tunneling is again re-enabled.

All of this could lead one to think that the pieces model is very particular. Actually, at
low energies, general one-dimensional random models exhibit the same characteristics as the
pieces model up to some exponentially small errors which are essentially due to tunneling
(see [Klo1]).

It seems reasonable to guess that the behavior will be comparable for general random op-
erators in higher dimensions and, thus, that the results of the present paper on interacting
electrons in a random potentials should find their analogues for these models.

1.4.2. Qutline of the paper. In section 2, after rescaling the parameters of the problem so as
to send p to 1 and p to p/u, we first discuss the validity of our results in a more general
asymptotic regime in p and p. We, then, gather some basic but crucial statistical properties
of the distribution of the pieces. We first describe the free electrons. For the pieces model,
a statistical analysis of the distribution of pieces gives exact expressions for the one-particle
integrated density of states and the Fermi energy in Proposition 2.6. We also study the non
interacting model and introduce notations for later use.

In section 3, we first introduce the occupation numbers (i.e., the number of particles a given
state puts in each piece); the existence of the occupation numbers is tantamount to the exis-
tence of a particular orthogonal sum decomposition of the Hamiltonian HY (A, n). We prove
that the ground state of HU(A,n) restricted to a fixed occupation space is non degenerate
and, from this result, derive Theorem 1.1, the almost sure non degeneracy of the ground
state for real analytic interaction.

Next, still in section 3, we prove the asymptotic formula for the interacting ground state
energy per particle. The proof relies essentially on the minimizing properties of the ground
state. This minimizing property yields a good description for the occupation numbers as-
sociated to a ground state. To get this description, we first study the ground state of the
Hamiltonian HY" (A, n) where the interactions have been cut-off at infinity (i.e., U? is com-
pactly supported). We construct an approximate ground state W°P* which can essentially be
thought of as the ground state for the Hamiltonian HY" (A, n) restricted to the pieces shorter
that 3¢,,. Then, letting W"(A,n) := HY(A,n) — HU"(A,n) be the long range behavior of
the interactions, one has

EJ" (A, n) < EJ(A,n) < (HJ" (A, n) WP WOPY) 4 (W7 (A, n) WO, 0P
The minimizing property of W°P* yields
B (M) = (H (A, )W, W) + no(p, i £, 1)

(see Theorem 3.28).
On the other hand, the decay assumption (HU) on U and the explicit construction of WePt
yield
(W7 (A, )T 0P = no(p, u' (7))
(see Proposition 2.7).
This yields the proof of Theorem 1.3.
In the course of these proofs, we also prove a certain number of estimates on the distance
between the occupation numbers of the interacting ground state(s) to the state WP,

Section 4 is devoted to the proofs of Theorems 1.5 and 1.6. Therefore, we transform the
bounds of the distance between occupation numbers into bounds on the trace class norms
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of the difference between the one (and the two) particle densities of the interacting ground
state(s) and the state WeP',

In Theorems 4.2 (resp. Theorem 4.4), we derive general formulas for the one particle (resp.
two particles) density of a state expressed in a certain well chosen basis of $"(A). One of
the main steps on the path going from occupation number bounds to the trace class norm
bounds is to prove that, in most pieces, once the particle number is known, the state must
be in the ground state for the given particle number. This is the purpose of Lemma 4.12; it
relies on the minimizing properties of the ground state; actually, it is proved for a larger set
of states, states satisfying a certain energy bound.

We then use Theorems 4.2 (resp. Theorem 4.4) to derive Theorems 1.5 (resp. Theorem 1.6).

Section 5 is devoted to the proof of the almost sure convergence of the ground state energy
per particle. The proof is essentially identical to that found in [Ven13] except for the sub-
additive estimate crucial to the proof. This estimate is provided by Theorem 5.1.

In section 6, we prove Proposition 1.4 as well as a number of estimates on the ground states
and ground state energies for a finite number of electrons living in a fixed number of pieces
and interacting.

In three appendices, we gather a number of results used in the main body of paper. In ap-
pendix A, we prove the results on the statistics of the pieces stated in section 2. Appendix B
is devoted to a simple technical lemma used intensively in the derivation of Theorems 1.5
and 1.6 in section 4. Appendix C is devoted to anti-symmetric tensor products.
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2. PRELIMINARY RESULTS

In this section, we state a number results on the Luttinger-Sy model defined in section 1
on which our analysis is based. We first recall some results on the thermodynamic limit
specialized to the pieces model. Then, we describe the statistics of the eigenvalues and
eigenfunctions of the pieces model defined in (1.1); in the case of the pieces model, it suffices
therefore to describe the statistics of the pieces (see section 2.2).

In section 2.4, we describe the non interacting system of n electrons.

2.1. Rescaling the operator. Consider the scaling © = uz, that is, define

St \NLA0.L) » A L2(0.I]) (2.1)

urs Syu where (S,u)(z) = p"?*u(pz)  and L= pulL.

One then computes
S H,(L,n)S, = p?H,(L,n)

where ]T[w(i,n) is the interacting pieces model on the interval [0, Z] defined by a Poisson
process of intensity 1 and with pair interaction potential

UM() = iU (). (2.2)

For H,(L,n), the thermodynamic limit becomes

n no_p
==— == =p,

L wl p "

We shall prove Theorems 1.3, 1.5 and 1.6 under the additional assumption y = 1. Let us now
explain how Theorems 1.3, 1.5 and 1.6 get modified when one goes from p = 1 to arbitrary
L.

If one denotes by v* the constant defined by Proposition 1.4 applied to the interaction po-
tential U* instead of U, a direct computation yields v* = .

In the same way, a direct computation yields that Z*, the analogue of Z in assumption (HU)
for U*, is given by Z*(-) = p*Z(p~'-). Thus, for the function fz. (see (1.26), (3.28)
and (3.29)) defined for U*, see (2.2), one obtains fzu(-) = p?fz(u~'-). This suffices to
obtain Theorems 1.5 and 1.6 for p arbitrary fixed from the case p = 1.
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2.1.1. Other asymptotic regimes. In the introduction, for the sake of simplicity we chose to
state our results at fixed p and sufficiently small p (depending on p). Actually, the results
that we obtained stay correct under less restrictive conditions on p and p. The conditions
that are required are the following. Fix pg > 0; then, Theorems 1.3, 1.5 and 1.6 stay correct
as long as p € (0, 1), p, be sufficiently small and ¢, sufficiently large depending only on
to- Let us now explain this.

Therefore, we analyze the remainder terms of (3.80) (thus, of (3.82)). The second term in
the last equality in (3.80) multiplied by p? (to rescale energy properly, see above) becomes

2 2 Pu ) -1 -3 _3
T me = pul, o (p#‘gp,,u)
by (1.12). Note that, by (1.17), v* u~! stays bound from above and below as y — 0.
The remainder term in the last equality in (3.80) multiplied by u? (to rescale energy properly,
see above) becomes

4

-1
Pu Pu Pu bt
— w([1 = 1 1 =
1 s el ) = 0 (1 (L1 4 o(1)) = (%54
when p, — 0 and ¢,,, — 400 while u stays bounded.

This then yields Theorem 1.3 for (u, p) arbitrary in the regime described above from the
case 1 =1 and p small.

To obtain Theorems 1.5 and 1.6 for u arbitrary, we just use Z*(-) = p*Z(u~!-) and the fact
that Z is decaying; indeed, this implies that

2" (2|1og pul) = 1*Z(26,,(1 + 0(1))) < p*Z (L)

when p, — 0 and /¢, , — +oo while 1 stays bounded.
This suffices to obtain Theorems 1.5 and 1.6 for (u,p) arbitrary in the regime described
above from the case © =1 and p small.

From now on, we fix 4 = 1 and assume p be small. Thus, we shall drop the sub- or
superscript p and write, e.g., ¢, for ¢, ,,, FE, for E, ,, etc. Similarly, the dependence on the
random parameter w will be frequently dropped so as to simplify notations.

2.2. The analysis of the one-particle pieces model. Most of the proofs of the results
stated in the present section can be found in Appendix A.
Recall that we partition [0, L] using a Poisson process of intensity 1 and write

m(w)

U A( (2.3)

Note that, by a standard large deviation pr1n01ple, for g € (0,1/2), with probability at least
1—e X onehasm=L+0 (LY/2+P).
Moreover, with probability one,

* uin 1A (w)| >0,
|4 (w)?

1a@pE %Y

Thus, distinct pieces generate distinct Dirichlet Laplacian energy levels. In particular, with
probability one, all the eigenfunctions of the one-particle Hamiltonian H, (L) = H,(L, 1) are
supported on a single piece A;(w) and the corresponding eigenvalues are simple.

Hence, we will enumerate the eigenvalues and the eigenfunctions of H,(L) using a two-
component index (Aj, k) where

e if j # j' then
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e A, is the piece of the partition (2.3) on which the eigenfunction is supported,
e [ is the index of the eigenvalue within the ordered list of eigenvalues of this piece,

¢(Aj,k)(x) =4/ |A2| sin (Wk?(l’ |—AII|1f A])) lA]-(I)

and the corresponding energy
Tk \?
Eqa;m = (m) : (2.4)
J

Let P = P(w) denote the set of all available indices enumerating single-particle states, i.e.,
P = {0} x N

In parallel to this two-component enumeration system, we will use a direct indexing pro-
cedure: {(E;,1;)}jen are the eigenvalues and associated eigenfunctions of the one particle
Hamiltonian H, (L) counted with multiplicity ordered with increasing energy.

ie.,

2.3. The statistics of the pieces. We first study the statistical distribution of the pieces
generated by the Poisson process. We will primarily be interested in the joint distributions
of their lengths. These statistics immediately provide the statistics of the eigenvalues and
eigenfunctions of the pieces model. These results are presumably well known; as we don’t
know a convenient reference, we provide their proofs in Appendix A for the sake of com-
pleteness.

In the sequel, the probability of the events will typically be 1 — O(L™>): we recall that
A = O(k=) if YN >0, lim kN A, = 0. Actually, the proofs show that the probabilities

k—4o00
lie at an exponentially small distance from 1, i.e., O(L™>°) = e~ for some 8 > 0.
We prove

Proposition 2.1. With probability 1 — O(L=°), the largest piece has length bounded by
log L - loglog L, i.e.,
max |Ag(w)| < log L - loglog L.
1<k<m(w)

On the distribution of the length of the pieces, one proves

Proposition 2.2. Fiz 3 € (2/3,1). Then, for L large, for any (ar,,br) € [0,1og L-loglog L]?,
with probability 1 —O(L~°), the number of pieces of length contained in |ar,ar, +br] is equal
to

e (1 —e ). L+Ry-L° where |Ry|<k

and the positive constant k is independent of ar, by,.

The proof of Proposition 2.2 is given in Appendix A.
We will also use the joint distributions of pairs and triplets of pieces that are close to each
other. We prove

Proposition 2.3. Fiz § € (2/3,1). Then, for any a,b,c,d, g, [ positive, with probability
1 — O(L™), the number of pairs of pieces such that

e the length of the left most piece is contained in [a,a + b],
e the length of the right most piece is contained in [c,c + d],
e the distance between the two pieces belongs to g, g + f]

1s equal to
fer 1 —e™(1 —e - L+Ry-L° where |Rp| <k (2.5)
and the positive constant k may depend on (a,b,c,d, f,g).
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For pairs of pieces, we shall also use
Proposition 2.4. For (, (' d > 0, with probability 1 — O(L~°°), one has
pairs of pieces at most at a dis-
tance d from each other such that ,
o <@2+de L.
the left most piece is longer than /,
the right most piece is longer than {'.
Finally, for triplets of pieces, we shall use
Proposition 2.5. For ¢, 0 (" d > 0, with probability 1 — O(L~°°), one has
A" between A and A"
# (A, AN A" st |dist(A,A) < d, dist(AA") <d y < (2+d2)e L
Al =0, A =0, |A"| =0
As a straightforward consequence of Proposition 2.2, exploiting the formula (2.4) for the
Dirichlet eigenvalues of the Laplacian on an interval, one obtains the explicit formula (1.2)

for the one-particle integrated density of states for the pieces model defined in (1.2) (here,
= 1) That is, one proves

Proposition 2.6 (The one particle IDS). The one-particle integrated density of states for
the pieces model 1s given by

exp(—{g)
NFEF)=——1 2.6
( ) 1 _ eXp(—éE) E>0 ( )
where (g is defined in (1.2).
Formula (2.6) was already obtained in | ]; in Appendix A.1, we give a short proof for

the readers convenience.
Recalling the scaling defined in section 2.1 immediately yields (1.2) for general p.

2.4. Free electrons. Understanding the system without interactions will be key to an-
swering the main questions raised in the present work. For free electrons, i.e., when the
interactions are absent, U = 0, the energy per particle £%(p) can be expressed in terms of
one-particle density of states measure.

2.4.1. The ground state energy per particle. Recall that (see Theorem 1.3), for a density of
particles p, the Fermi energy E, is a solution of the equation N(E,) = p. In the present
case, as N is continuous and strictly increasing from 0 to +o0o, the solution to this equation
is unique for any p > 0. The length of the interval whose Dirichlet Laplacian has the Fermi
energy I/, as ground state energy is the Fermi length ¢, given by

l,=7/\/E, (2.7)
As a direct corollary to (1.2) (recall that g = 1) or equivalently Proposition 2.6, we see that
the Fermi energy is given by

E, = 7" (log(p™" + 1))_2 ~ m?|logp|™> when p—0 (2.8)
and the Fermi length by:
l,=log (p~" +1) ~[logp| when p— 0. (2.9)
We recall
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Proposition 2.7 (| , Theorem 5.13 and Lemma 5.14]). Let EY , denote the n-th energy
level of H,(L) (counting multiplicity). Then, w-a.s., one has
1 [Fe
Er, ——E, and &°p) = —/ EdN(E). (2.10)
’ nez\iop PJ—co

Proposition 2.7 follows easily from Lemma 3.13, (1.30), (1.31) and (A.17).
We see that

e the highest energy level occupied by a system of non interacting electrons tends to
the Fermi energy in the thermodynamic limit;

e the n-electron ground state energy per particle is the energy averaged with respect to
the density of states measure of the one-particle system conditioned on energies less
than the Fermi energy.

Combining formulas (2.8) and (2.10), one can expand £°(p) into inverse powers of log p up to
an arbitrary order. Taking the scaling defined in section 2.1 into account, (2.10) immediately
implies (1.13).

2.4.2. The eigenfunctions. Let us now describe the eigenfunctions of H%(L,n). Let us recall
that (E,)pep are the eigenvalues of the one-particle operator H, (L) and (¢,),ep are the
corresponding normalized eigenfunctions; here p in P is a ( piece - energy level ) index. The
n-electron eigenstates without interactions are given by the following procedure. Pick a set
a:={ai,...,a,} CP of nindices, card @ = |a| = n. The normalized eigenstate associated
to « is given by the Slater determinant

1 .
NG det (%(x]))&?%n' (2.11)

One easily checks that (H2(A,n) — E,)¥, = 0 for the energy E,, defined by
E,=)_E, (2.12)

peEQ

\Ija(xlaxQW" 7mn) = 1/)041 AREN A¢an =

The subset « indicates which one-particle energy levels are occupied in the multi-particle
state W,. For instance, in the ground state of n electrons, one chooses the states with lowest
possible energy.

Notation 2.8. For a Slater determinant ¥, (see (2.11)) and p € a, we will refer to the one-
particle functions 1, as particles that constitute the n-electron state indexed by a. Moreover,
with a slight abuse of terminology, we will refer to a multi-index a as a (n-electron) state
and to p in «a as a particle.

3. THE ASYMPTOTICS FOR THE GROUND STATE ENERGY PER PARTICLE

In this section, we prove Theorem 1.3 on the asymptotic expansion of the ground state
energy per particle in terms of small particle density. We assume that the pair interaction
potential U satisfies condition (HU).

3.1. Decomposition by occupation numbers. We give a definition of the number of
particles occupying a given piece. Therefore, we shall use the special structure of the Hamil-
tonian H2(A, n), that is, that of H, (L) (see (1.4) and (1.1)).
Fix w. Recall that (A;(w))i<j<m) are the pieces defined in (2.3) (m = m(w)). The one
particle space is then decomposed into
i
L*(A) = L*([0, L) = @D L*(A(w)). (3.1)

1<j<m
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Thus, for the n-particle space $" (see (1.3)), we obtain the decomposition

ar=5"0)=ANL*N= P 9 (3.2)
J=1 Q=(Q1,,Qm)eN™
Q1+ +Qm=n

where we have defined

Definition 3.1. For Q = (Q1, -+ ,Q) € N st. Q1 + -+ Q,, = n, the space of states of
fixed occupation ) denoted by $¢ is given by

m

Qj
9= N\ [ A\ L) ] . (3.3)

i=1 \k=
Here, as usual, we set A)_, L?(A;(w)) = C.

An occupation @ is a multi-index of length m and of “modulus” n. Note that, as A;(w) N
Aj(w) =0 for j # j', we can identify

m Qj

90 = Q& [ N\ 22(8;w))

j=1 \k=

Remark 3.2. The spaces of fixed occupation could also be defined starting from the eigen-
states of H2(L,n) as in | ]. Indeed, each of the eigenstates of H2(L,n), the non inter-
acting Hamiltonian, belongs to a state of fixed occupation. More precisely, if ¥, € H" is the
eigenstate of H2(L,n) given by (2.11) where a C P, card o« = n, then, defining the occupa-

tion Q(a) = (Q1(), -, Qm(a)) where, for 1 < j <m, Q;(a) :==#{p € a| suppy, = A;},
we see that W, € 9¢.

The following lemma is crucial in our analysis as it gives global information on the structure
of the ground state of the Hamiltonian HY (L,n) = H?(L,n) + W,,. We prove

Lemma 3.3. Let w be fized and let o and B be two n-electron indices corresponding each to
an eigenstate of HY(L,n).
If their occupations are different, then the corresponding n-particle states do not interact:

Qa) # Q(B) = (W, W, Tp) = 0.

Proof. If o and § have different occupation numbers, the supports of ¥, and ¥gz in A"
intersect at a set of measure zero: indeed, these supports are obtained by symmetrizing
different collections of products of pieces (with repetitions for the pieces that are occupied
more than once):

Qo) #Q(F) = meas (supp ¥, Nsupp ¥) = 0.
The latter means that ¥, - U5 = 0 as a function in L? (A™). Then, clearly, by definition, for

the matrix elements, one obtains

(U, W, U35) = . Wi (x)Wq (x)¥s(x)dx = 0.

Lemma 3.3 is proved. Il

As an immediate corollary to Lemma 3.3, we obtain
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Corollary 3.4 (Decomposition by occupation). Fix w. For any @ € N (m = m(w)),
the subspace $¢ are invariant under the action of the n-particle Hamiltonian HY(L,n) =
HY(L,n) +W,, i.e.,

(HY(L,n) + i)' $Hg C Ho. (3.4)
Thus, the total Hamiltonian HY(L,n) is decomposed according to (3.2) in direct sum of its
parts Hg on subspaces of fized occupation, i.e.,

W= @ o 39
QeN™

where Hg = HE(L,n)‘YJQ

Remark 3.5. All terms of this decomposition as well as the number of pieces m depend on
the randomness w, i.e., the configuration of pieces.

Proof of Corollary 3.4. Fix w. The space

D= (( 9 ﬁj(w)) )ﬂﬁ”

is a core for HU(L,n). Here, ﬁj(w) denotes the interior of A;(w).
It, thus, suffices to check that, for HY(L,n) (o ND") C Hg; this follows immediately from

Lemma 3.3. This ensures the existence of the decomposition (3.5) and completes the proof
of Corollary 3.4. O

Corollary 3.4 states that the interaction operator W, is partially diagonalized in the basis of
eigenfunctions of H2(L, n), i.e., its matrix representation has a block structure corresponding
to the subspaces of constant occupation.

3.2. Almost sure non-degeneracy of the interacting ground state. We first restrict
ourselves to spaces with fixed occupation to prove

Lemma 3.6. Fiz an occupation Q. The ground state of HY(L, n)‘yJQ 1s non-degenerate.

Proof. To simplify notations, let us write H = HY (L, n) and H° = HJ(L,n). Let (A}, )1<p<n
be the pieces such that @;, > 1; in the list (A}, )1<p<n, each piece A; is repeated @, times.
We enumerate the pieces so that their left endpoints are non decreasing (i.e., from the
leftmost piece to the rightmost piece). So, p — jj, is non decreasing. Then, the operator H, g
is the Dirichlet Laplacian on a space of anti-symmetric functions defined on the symmetrized
domain

Aq = Sym (X Ajp> = J XA (3.6)
p=1 g€6, p=1

Anti-symmetric functions on the domain (3.6) that vanish on the boundary 0(Ag) are in
one-to-one correspondence with functions defined on the domain

b ={(z',...,2") s.t. 2” € A; and 2P < 27 for p < ¢} (3.7)
that vanish on 0(dg), the boundary of d¢. Actually,
Ag = U o(6g) and, for (0,0') € &2, a(dg) No'(dg) =0 if o # o'

O'Een

Here, for o € &,,, we have set o : (2!, ,2") — (270, ... 7)),

Thus finding the ground state of Hg = H® + W is equivalent to finding the ground state
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of the Schrodinger operator —A + W with Dirichlet boundary conditions on the domain .
As the domain J¢ is connected and has a piecewise linear boundary, the ground state of
—A+ W is non-degenerate (see | , Theorems 1.4.3, 1.8.2 and 3.3.5] and | , Section
XIII.12]). This completes the proof of Lemma 3.6. O

3.3. The proof of Theorem 1.1. Considering the decomposition (3.5), Lemma 3.6 implies
that the only possible source of degeneracy of the ground state is that different occupations,
i.e., distributions of particles in the pieces, provide the same ground state energy. Let us
show that, almost surely, this does not happen.

Let IT be the support of du(w), the Poisson process of intensity 1 on R . Let #(IIN[0, L]) be
the number of points the Poisson process puts into (0, L). Suppose now that the probability
that the ground state of HY(L,n) is degenerate is positive.

Thus, for some m > 0, conditioned on the fact that the Poisson process puts m points
into (0,L) (i.e., #(ITN [0, L]) = m), the probability that the ground state of HY(L,n) be
degenerate is positive. Let (¢;); be the lengths of the pieces (A;(w));, i.e., the (A;); are
connected and U;A;(w) = (0,L) \ (ILN [0, L]). Conditioned #(II N [0, L]) = m, the joint
distribution of the vector (¢;); is known.

Proposition 3.7 (| 1). Under the condition #(IIN[0, L]) = m, the vector ({1, ..., Lmi1)
has the same distribution as the random vector
( L-m L-n LN ) (3.8)
Mt D Mt ot A A 1) '

where (0;)1<i<m ore i.i.d. exponential random variables of parameter 1.

As the lengths (¢;), are continuous functions of the parameters (7;);, we know that there
exists an open set in (RT)™"! say O, such that, for each ({;)1<jcmi1 € O, there are at
least two occupations Q1((€;)1<j<m+1) and Qa2((¢;)1<j<m+1) that have the same ground state
energy (which is at the same time the smallest possible among the ground state energies for all
the occupations). Let us denote these branches of energy by (¢;)1<j<m+1 = E1((¢j)1<j<m+1)
and (gj)1§j§m+1 — E2<<£j>1<j<m+1) respectively.
For a fixed number of pieces, there are finitely many occupations and a change in the number
of pieces occurs only when a wall, i.e., an endpoint of a piece, crosses 0 or L. Thus, there
exists a non empty open subset O; C O, such that Q1((¢;)1<j<m+1) and Q2((4;)1<j<m+1) are
constant on Oj.
Now, let us fix an initial set of lengths <£‘?)1<J‘<m+1 in O; and move it continuously inside
this exceptional set O;. This actually corresponds to moving continuously walls inside the
interval (0, L). As @1 and Q) are two different occupations, there exists a piece [a, b] C [0, L],
such that @ and @, put different number of particles in this piece, i.e., Q1 ([a, b]) # Q2([a, b]).
Now, we move a continuously towards b; if a = 0, we will move b towards a. Let a” be the
value of a in the configuration (£9)1<j<m1. Let Ei(a) and Fs(a) be the ground state energies
corresponding to the two different occupations )7 and )2. In a small neighborhood of ay,
by the definition of Oy, one has

E1 (CL) = EQ(CL).
As U is real analytic and as the ground state of H is simple for any occupation (), the
functions Fj(a) and Es(a) are analytic in the open interval (c,b) where ¢ is the end of the
piece [c, a] to the left of the piece [a,b]. Indeed, F; (and E,) is analytic around ay. Assume
that E;(a) stops being analytic somewhere inside (¢, b). This would mean that the eigenvalue
Ei(a) of Hg, becomes degenerate, thus, that the ground state of Hg, becomes degenerate.
This was already ruled out.
This immediately implies that E)(a) = Es(a) for all a € (¢, b).
But this cannot be. Indeed, if () puts k; particles in the piece [a,b], and Qs puts ko
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particles in the piece [a, b] with ky # ks, the functions E; and E, have different asymptotics
as a approaches b, indeed,

Ei(a) ~k}/(b—a)* as a—b.

This contradicts the fact that the two functions agree on the whole interval. This completes
the proof of Theorem 1.1. Il

Finally, we use the results from sections 3.1 together with Theorem 1.1 to obtain the following

Corollary 3.8. Assume U is real analytic. Then, w-almost surely, for any L and n, the
ground state of HY(L,n) belongs to a unique occupation subspace .

Proof. Consider the orthogonal decomposition (3.5). As any projection of ¥, (L,n) on g
is either a ground state or zero and as the ground state is w-a.s. simple, only one of the
projections of the ground state on a space of fixed occupation is different from zero. Thus,
U, (L,n) belongs to one of the subspaces $¢g. This completes the proof of Corollary 3.8. O

3.4. The approximate ground state ¥°Pt. The basic idea of the construction of W°P* is to
find the optimal configuration with respect to different occupations. All the n-electron states
are considered as deformations of the unperturbed ground state ¥° which, we recall (2.11),
is given by the Slater determinant:

\1/0:7/}1/\¢2/\/\wn

When the interactions are turned on, the particles in the state W0 start to interact. For some
particles, these interactions may be quite large. In particular, it may become energetically
favorable to “decouple” some particles by moving them apart from each other to unoccupied
pieces; obviously, it is better to move the more excited particles. One, thus, reduces the
interaction energy but this will necessarily result in an increase of the “non interaction”
energy of the state, i.e., of (H2(L,n)¥,¥): indeed, in the non interacting ground state, the
n particles occupy the n lowest levels of the system. Nevertheless the decrease of the inter-
action energy, i.e., (W, VU, ¥) may compensate the increase in “non interacting” energy. The
“optimal” configuration then arises through the optimization on the occupation governed
by the interplay between the loss of interaction energy and the gain of “non interacting”
energy: it is achieved when loss and gain balance.

Let us note that a ground state ¥ is obviously the ground state of the Hamiltonian restricted
to the appropriate fixed occupation subspace, i.e., ¥ is the ground state of Hyg) (see (3.5)).
This corresponds to writing the minimization problem in the form

q)lélgn (H,(L,n)®,®) = Qlengm <I>1ens§fQ (Ho®, ®). (3.9)
[®ll=1 IQl=n ||®|=1

This reduces the problem to finding the optimal occupations rather than the optimal n-
electron state itself.

Recalling that the constant 7 is defined in Proposition 1.4, we set
7 — -5
A, = et T,:=1—¢ 8. (3.10)
Note that
A, = —log(1 — x,).
Let us now define WP'. Therefore, recall that the pieces in the model are denoted by

(Ak(w))1<k<m(w) (see section 1) and that for Ag(w), a piece, we define (see sections 1.3.2
and 1.3.3)

° ‘PjAk () o be the j-th normalized eigenvector of —Aﬁk(w),
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2
° Cik(w) to be the j-th normalized eigenvector of —AlDAk(w)g +U acting on /\ L*(Ag(w)).
j=1
We will define the state W°P* in two steps. We first define WoP*: it will contain less than n
particles and will be the main part of ¥°P*, We, then, add the missing particles to get the
n-particle state WoPt,

Definition 3.9. Consider all the pieces in [0, L]. For each piece, depending on its length,
do one of the following:
(a) keep the pieces of length in [0, ¢, — pz,) U [3(,, 00) empty;
(b) put one particle in its ground state in each piece of length in [¢, — px.,2(, + A.);
(c) in pieces of length in [2¢, + A,,3(,), put the ground state of a two-particles system
with interactions (see Proposition 1.4 and section 6.1);

We define the state WP = WOPY([, n) to be the anti-symmetric tensor product of the thus
constructed one- and two-particles sub-states, that is,

U (L,n) = /\ PA, ) N /\ CA; ()" (3.11)
[Aj(w)|€[lp—pxs,20p+Ax) [Aj(w)|€[20p+Ax,3E,)

Note that, as the (Cij (0))j carry two particles, WOPt(L, n) is not given by a Slater determinant;
an explicit formula for such an anti-symmetric tensor product is given in (C.2) in Appendix C.

Remark 3.10. Note that, in step (c) of Definition 3.9, we put two interacting particles within
these pieces. Because of the interactions, this is different from putting separately two parti-
cles on the two lowest one-particle energy levels (see appendix 6).

Let us now compute the total number of particles contained in WoP*. We prove

Lemma 3.11. With probability 1 — O(L=°), for L sufficiently large, in the thermodynamic
limit, the total number of particles in WP constructed in Definition 3.9 is given by

2

N (WPt = gy [1 e (3 — g — %) + O(pB)] .

Proof. Tt suffices to count the number of pieces of each type and multiply by the corre-
and

sponding number of particles. We recall that, by (3.10), one has exp(—¢,) = T
P
exp(—As) = 1 — z,. Thus, for g € (0,1/2), using Proposition 2.2 and the second equation

in (3.10), with probability 1 — O(L~>°), one computes
NP =#{l € [l, — pre, 20, + A} +2-8{l € [20, + A.,3(,)}
= [ [e(tompm) — mQlotAs) y 9p(RlotAs) _ 9p=80] | O (L1/2H5)
Lp

— ePTx €_A*— 2€—A*_2 2+O 3
Lp 2( _—A a? 3
=—11 — 42— = @]
1+p{ +p—p (6 +2- ) +0()
2
:n[l—p2(3—x*—?*)+0(p3)].

This completes the proof of Lemma 3.11. O

Lemma 3.11 shows that, for p small, W°P* contains less than n particles. Let us now add
particles to WP to complete it into WPt Therefore, we prove
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Lemma 3.12. Let (&k)lgkgkp(w) be the particles that U, the non interacting ground state,
puts in the pieces longer than 3¢, ordered by increasing energy.
With probability 1 — O(L™*°), for L sufficiently large, one has k,(w) = np*(3 — 18p).

Proof. By Proposition 2.2, with probability 1 — O(L~°°), the number of pieces of length in
0,3 + p,4) is equal to
2

for L large.

To complete the proof of Lemma 3.12, let us now establish some auxiliary results. By (2.10)
in Proposition 2.7, we know that Efl"w converges to £/, in the thermodynamic limit. We will
first investigate the rate of convergence in (2.10).

Lemma 3.13. Denote by ¢, 1 the length of an interval having a ground state energy equal
to Erjz\wf i.e.,

™

gn,L = .
\ e

Let p > 0 be fized. For any 6 > 0, in the thermodynamic limit L — oo, n/L — p, with
probability 1 — O(L=°°), one has

n
b =L, +O(L" > + O (‘Z - pD :

E),=E,+O0(L "*)1+0 (‘% — p‘) .

In view of Lemma 3.13 and by the definition of U°, for L sufficiently large, each piece of length
in ¢,[34p, 4) contains at least 3 particles of U°. This completes the proof of Lemma 3.12. O

Proof of Lemma 3.13. By (A.17), with probability 1 — O(L~>°), the normalized counting
function for the Dirichlet eigenvalues of H, (L, 1) (see (2.4)) satisfies

n R
7=
Taking into account the fact that

Np(E),) = o )

_ 1-(1/2-6)y
1 —exp(—£n1) +0O( )

o= N(E,) = %

we deduce that

exp(—lnr)  exp(—{,) —(1/2-96) n
1—exp(—{,r) 1—exp(—{,) +OlL )+ 0 (‘ L p’) '

This immediately yields
n
exp(—ln.r) = exp(—£,) + O(L"1?79) + 0 (’E — p‘) .
The proof of Lemma 3.13 is complete. U

For p small, by Lemmas 3.11 and 3.12, one has n — N (¥%") < k,(w). Thus, to construct
WPt we just add n— N (WoPY) particles of W0 living in pieces of length in ¢,[3+ p,4) to WoPt.
Definition 3.14. We define
n—N (5P
P = U (L,n) = UP(Lon)A N\ G (3.12)
k=1
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Remark 3.15. Let us give an alternative approach to defining W°P* which does not result
in exactly the same W°P* but which can serve exactly the same purpose in the subsequent
arguments.

We start with the non interacting ground state ¥° and describe how it is modified:

e for pairs of particles living in the same piece, the modification depends on the length
of this piece:
— for the pieces of length between 2¢, and 2¢,4 A, remove the more excited particle
and put it into an unoccupied piece of length between ¢, — px, and ¢,;
— for the remaining pieces, i.e., the pieces of length between 2/, + A, and 3¢,
the factorized two-particles state corresponding to W should be replaced by a
true ground state of a two-particles system with interaction in this piece (see
section 6.1 for a description of such a two-particle state);
e do not modify any of the particles in W° that are either alone or live in groups of
three or more pieces.

One can easily verify that, in the above procedure, up to a small relative error, the number
of pieces to which the excited particles are displaced is equal to the number of pieces where
we decouple the particles. Indeed, according to Proposition 2.2, with probability at least
1 — O(L~), for the former, one has

t{l € (2¢,,2¢, —log(l — z.))} = Lexp(—2(,)x. + O(Ll/2+6)

— npe.(1+O(p)). (3.13)

and, for the latter, one has

Hl € (€, — pr., )} = Lexp(—L,)(exp(pa.) — 1) + O(LY**7)

= npz.(1 + O(p)). (3:14)

Thus, both sets contain the same number of pieces (up to an error of order np?). This
completes the construction of WP,

3.5. Comparing ¥°P* with the ground state of the interacting system. Our goal
in the sections to come is to estimate how much W¥°P* differs from a true ground state
UV = WY(L,n) (and to show that it doesn’t differ much). This will be done through the
comparison of their occupation numbers. We shall see that the ground states of the interact-
ing Hamiltonian must live in subspaces with special occupation numbers (see Corollary 3.32).
To compare occupation numbers, we introduce the distance dist;.

Definition 3.16. Let m = m(w) be the number of pieces in [0, L]. For j € {1,2}, pick an
occupation

Q' =(Q),Q),....,Q2 ) eN", |Q| =n.
Define

m

dist; (Q", Q%) = > _|Q} — Q3.

i=1

Remark 3.17. Recall that the non interacting ground state ¥° has a single occupation Q(¥°):
all the states with energy below ET/L\M (where we recall that Eﬁ’w denote the n-th (counting
multiplicity) energy level of the one-particle Hamiltonian H,,(L)); moreover, only those states
are occupied. In | ], for U compactly supported, for ¥V an interacting ground state, it
was proved that

C~'np < disto(Q(TY), Q(¥)) < Cnp. (3.15)
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where dist is defined by disto(Q', Q%) = Z 1g14q2- Clearly, one has disty <dist;.

i=1
In the sequel, we shall prove that W°P' is a better approximation of a ground state of the
interacting system than is the non-interacting ground state U° (compare (3.83) with (3.15)).

For interaction potentials that decrease at infinity sufficiently fast (see (HU)), we will prove
that the main modification to the ground state energy comes from U restricted to some
(sufficiently large) compact set.

Fix a constant B > 2. We decompose the interaction potential in the sum of the “principal”
and “residual” parts that is, write U = U? + U" where

U? .= 1[,ng,BgP]U and U" := 1(,w’,ng)U(ng7+oo)U. (3.16)

As the sum of pair interactions W, is linear in U, this yields the following decomposition for
the full Hamiltonian:

HY=H' +W,=H + W + WY =" + W!. (3.17)
Our analysis is done in the following steps:

(a) first, we prove that W°P' approximates well the ground state for the system with
compactified interactions WY";

(b) second, we show that the quadratic form of the residual interactions W, on WOt
contributes only to the error term; this will imply (1.16);

(¢) finally, we will conclude that the same W°P* gives also a good approximation for the
full Hamiltonian HY ground state ¥V in terms of the distance dist; for the respective
occupations.

Remark 3.18. Let us clarify a point of terminology: we will minimize the quadratic form
(HoV, W) = (HQW, U) 4 (W, W, ¥); the term (HYW, V) is referred to as the “non interacting
energy” term and (W, W, ¥) the “interaction energy” term; we use the same decomposition
and terminology for smaller groups of particles or at the single particle level.

3.6. The analysis of HY”. We start with the analysis of HY”, in particular, of its ground
state energy and ground state(s). Later, we show that the addition of W will not change
much in the ground state energy and ground state(s).

First, we compute the energy of W°P'. We prove

Theorem 3.19. There exists pg > 0 such that, for p € (0, pg), in the thermodynamic limit,
with probability 1, one has

: 1 ur opt opt
n/L—p

— £%(p) + Ty.pl log ol (14O (f2(| log o)) (3.18)

where 7, is defined in (1.17) and fz is a continuous function satisfying fz(xr) — 0 as
x — +00 no faster than 1/x (for more details, see (3.29)).

Proof. To shorten the notations, we will frequently drop the arguments L, n and the subscript
w in this proof. We will show that, up to error terms, the only terms that contribute to
(HY"wort gort)y — (OO W0 are those due to

(a) the interactions between two particles in the same piece,

(b) the decoupling of a fraction of these particles following the construction of WPt

In (3.18), the interactions between neighboring distinct pieces will be shown to contribute
only to the error term where we have defined
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Definition 3.20. A pair of neighboring or interacting pieces is a pair of distinct pieces at
distance at most B¢, from one another; in particular, particles in two such pieces can still
interact via the potential UP.

Let us now outline the main idea of the proof of Theorem 3.19. The pieces longer than
20, + A, contain two particles both in W? and W°P'. Hence, for each piece of this type, the
energy difference is given by the second term in the asymptotics (1.16) in Proposition 1.4.
On the contrary, in pieces of length between 2¢, and 2¢, + A,, in WO, the two particles were
decoupled in order to construct W°P', keeping one intact and displacing another to a piece of
length between ¢, — px, and ¢,. In this case, the energy difference is given by the increase of
non interacting energy of the second (displaced) particle. The single particles in U° remain
untouched in WP and groups of three and more particles contribute only to the error term
(as they carry only a small number of particles).

To put the above arguments into a rigorous form, we will use the following partition of the
set of available pieces according to their length. Choose K large but independent of L. For
ke {l,..., K}, consider the sets of pieces

Lp = {pieces of length in [Zp — %p, l, — k—;(lp)} ;
L3 = {pieces of length in [25,) — log (1 — %) , 20, —log (1 — %))} .

As K is independent of L, with probability 1 — O(L~°), the number of pieces in the classes

((£3)) jeqr2y s given by Proposition 2.2. We will, henceforth, use these estimates without
ke{1,...,K}
reference to probabilities.

As in (3.13) and (3.14), one shows that these two sets map one-to-one onto one another up
to an error estimated as follows

card £; = card £ + O(np> K1) = npK ' (1 + O(p)).

Recall that x, is defined in (3.10). For k < K., according to our scheme, the pairs of
particles in pieces belonging to £ get decoupled, one of the particles being sent to occupy
a piece belonging to £}. For k > Ku,, the pairs of particles in the pieces of £2 are kept
untouched. The latter pieces are those of size at least 2¢, + A,. It is easily seen that the
number of such pieces is given by

870 14(W)| =20, + A} = npe (1 + O(p)) = np(1 — z.) + O(np?).
The majority of these pieces is smaller than 2¢, + A, + log{,; indeed,
870 1A;(w)] € 20, + A +[0,10g £,]} = np(1 — z.) + O(np|log p| ).

By Proposition 1.4, for a piece of length ¢ in 2¢, + A, + [0,log{,], the interaction energy of
the two-particles system is given by

T4 o(f7?) = S o(£,?).

3 803 p
For the difference of energies, this yields
U 00 Oy — P - m Ar
P 1,0pt opt\ _r -
k=1 L\Fp — P P g K (3.19)

v —
+ —=np(l — z,) + o (np|log p| %) .
303
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Taking K large, we approximate the Riemann sum in the last expression by an integral
A
T 2
(6~ %0)" (% —log (1- %))

.
= (-

P
dt+0 | —=
[(ép te.p)? (KP — $log(1 — tx*))2 K

/lﬁl — ta,)dt +o((,%) ) + O 1
; éf; og Xy 0 K

1
= w2l (x, — (1 —2,)A) (14 0(1) + O <E) .
Picking 6 € (0,1), letting K = p~° and recalling (3.10) for A, and x,, for § small, we get
(HU" WP WoPYy — (HOWO, 0°) = npl? (Wz(x* (1 —z)A) + %(1 - x*)>
+o(npl;?)  (3.20)
— npl—372 (1 B —8%> -3
=npl,°m e 8 —i—o(npfp).

In order to finish the proof of (3.18) and, thus, of Theorem 3.19, it suffices to upper bound the
interactions between distinct pieces. Recall that W°P' is an anti-symmetric exterior product
of one- and two-particles eigenstates (see (3.11) and (3.12)):

k1 ko k1
v = Noin NG a o (3.21)
i=1 j=1 i=1

where the numbers of sub-states in each group are respectively

ki=n (1 —2p(1 —z,) + p° <3(1 —x,)+ ‘%2> + O(p3)) ,

ko = np(l —x, — p(3 = 22.) + O(p?)),

]{31 :n—/\/'(\llfrft) :’n,p2 (3—1'*—5) (1+O( ))
The functions ¢; and 51 are one-particle ground states in certain and the functions (; are
two-particles ground states in certain pieces. Of course, k1 + ko + k1 = n. As in what follows
we will only need to distinguish between one- and two-particles states, let us put the two
groups of one-particle sub-states from (3.21) together, i.e. write

k1 ks
vt = Ao A NG, (3.22)

i=1 j=1
where k; = k; + k;1 and {(bz 1= {gol LU {(bz . As WP is a totally symmetric sum of

pair interaction potentials, one computes

<Wp\IIOpt, ‘I]opt> _ Z /OL _ xj) |\I,opt(x)‘2 du
1<i<g<sn
n(n—1)

(3.23)
= T/ U(l’l — 332) "IjOpt ‘ de =Tr <Up')/\1/0pt> .
[0,L]"
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According to Proposition 4.8, for W°P' having the structure (3.22), its two-particle density
matrix is given by

k1 k2

A = Z% +(Id=Ex) Y 7, @ 7 + Md—Ex) Y > 7 @ 7,

ij=1,..k1 =1 j=1
i<y (3.24)

+ (Id — Ex) Z %® %

t,5=1,.
z<]

As (; is a two-particle state and ¢; is a one-particle state, one has

'VCJ :< GG and g, = (- 95)0;.

The decomposition (3.24) being plugged in the r.h.s. of (3.23) reads as follows:

(a) the first term corresponds to the interaction of two particles living in the same piece;
this term is the leading one in the difference (3.19) and has been already taken into
account in the first part of the proof;

(b) the second term is the interaction between two one-particle sub-states living in distinct
pieces;

(c) the third term is due to the interaction between a one-particle sub-state in one piece
and a two-particle sub-state (represented by its one-particle reduced density matrix)
in another piece;

(d) finally, the last term describes the interaction between two distinct two-particle sub-
states.

Thus, we are interested in upper bounds on Tr(U?/3) where (3 is any of the last three terms
n (3.24). Let 71 and -, be two arbitrary one-particle density matrices encountered in the
above expressions. Then, the kernel of (Id — Ex)vy; ®® v, is given by

(n(z, 2 )%y, ¥') + v2(z, 2" )n(y.y)

N —

(Id — Ex)(1 ®° ) (2, y, 2, y) = (3.25)

— (Y, ' )v(z,y) — ly, 2 )n(z,y)).

Taking into account the fact that in our case v; and s live on distinct pieces A; and A,
respectively, (3.25) implies

Tr (UP(1d — Ex)y1 @ ) = / U (2 — y)(Id — Bx) (11 ©° ) (2, . 2, y)drdly
RQ

/ / (33 y) )l(l’, [L’) yg(y, y)dl‘dy
A1 AQ

To upper bound the last expression, we use the estimates proved in section 6.2. We now
study the different sums in (3.24).

For pairs of one-particle states, we estimate the number of pairs of pieces at a certain distance
by Proposition 2.3 and we bound individual terms by Lemma 6.18. We compute that, for
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any 7 > 0 and £ > 0, for L sufficiently large, with probability 1 — O(L~°°), one has

n(Ud-B) Y wew)< Y /M (0 — )l () Pleh, () Pdady

i,j:'l,.:.,kl |A;|24,—pxs
1<J |AG >4, —px
diSt(Ai,Aj)SBﬁp

<Y X[ Uk @PI, o)y
k=0 |Ai|>)—pis AixAj
1A= —p-
kn<dist(Ag,A5)<(k+1)n
Bl,/n |A | > p — P,
<CDY # Aj| = €, — pa. G (k4 1) Z((k + L)
k=0 kn < dist(A;, Aj) < (kK+1)n
B@p/n
< CLe™ £ N " ((k+ 1)m) ™ Z((k + L)n)n.
k=0

Here, to get line three from line two, we have used Lemma 6.18, and to get line four from
line three, we have used Proposition 2.3 to bound the counting function with a probability
1 —O(L™).

Thus, by the continuity and local integrability of x — z7Z(z), choosing 1 small and ¢ €
[0,1), we obtain that, for L sufficiently large, with probability 1 — O(L~°), one has

Bt,
Tr (Up(Id — EX) Z Vo ©° ’y¢J> Cnpl; 4“/{) a °Z(a)da. (3.27)

Let us now estimate the last integral. For € € [0,1) and 0 < Y < X, one computes

[z () /)

(1—e)"'[Z(0 )Y1 ‘4t Z(Y)Xl—f — Z(Y)Y']
=(1— e) I X [(V/X)' TH(Z(0) - Z(Y) + Z(Y)] .
Let us now optimize the last expression with respect to @« = Y/X € [0, 1]. Consider
f(X,a)=a'"%(Z(0) - Z(aX)) + Z(aX). (3.28)

In general, the more rapidly Z goes to zero at infinity, the smaller the optimal o and, thus,
the smaller is the minimal value. Let us define the following functional of Z (depending also
on X):

fz(X)= inf f(X, a). (3.29)

agf0,1]
Obviously, as soon as Z(X) = o(1) for X — 400, one finds that fz(X) = o(1) for X — +oc.
Then, plugging this into the estimate (3.27), we obtain

Te(UP(1d—Ex) > 76, @ 7, ) <Cinpl, - f2(BL,). (3.30)

In particular, the last expression is o(an;?’). Note also that, it can never be made better
than O(npé;‘*) as there is no control of the size of Z near the origin.

To estimate the interactions between a one-particle state and a one-particle density matrix
of a two-particle state, we use the bound derived in Lemma 6.20. We estimate the number
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of pairs of pieces of this type at a certain distance by Proposition 2.4 (in this case, there is
no need in for the more precise Proposition 2.3 as in the derivation of (3.30) above). This
yields

k1 ko
Te (U7 (1d = Bx) 303 70, @ 7, )
=1 j=1
< U(x — (@) Py (y,y)dad
P> [, U leh P, ey a1
i|ZLp—PLx
|Aj|€[26,+Ax,3E,)

dist(Ai,AJ‘)SBﬁp
B,
<Cnp?t, 5;7/2+5/ a~*Z(a)da.
0

Finally, for interactions between two reduced density matrices of two-particles sub-states,
we proceed as before; using Lemma 6.21 for each term, we compute

Te(UP(1d-Ex) > %® % )

7‘7 17 7
1<j

R
Al 1A €[26p+As 36,) Y i X A o = (3.32)

1<J
dist(Ay,A;)<BY,
B,
< COnp? / min(1,a"*Z(a))da.
0

Summing (3.30), (3.31), (3.32), we obtain
(WPEOPE WP < Cnpl,® - f7(BL,). (3.33)
Taking (3.20) into account, this completes the proof of Theorem 3.19. U

To formulate our next result, we will first need to define the notion of occupation restricted
to a subset of the total set of pieces.

Definition 3.21. Let P, = {Ak(w)};n:(f) be the total set of pieces and let Q € N™ be an
occupation. For P C P, a subset of pieces, define the corresponding sub-occupation (or a
restriction of occupation) as an occupation vector containing only those components that
are singled out by P:

Qlp = (Qr)k: apep-

When the subset P is defined by a condition on the length of the pieces, we will use a
shorthand notation involving only this condition, e.g., Q)|s¢, stands for the occupation ¢
restricted to the pieces of length greater than the Fermi length ¢,.

Recall that WP is constructed in Definition 3.14.

Theorem 3.22. For any non negative function v : [0, p)] = RT such that r(p) = o(1) when
p — 0%, there exist C > 0 and p, > 0 such that, for p € (0, p,), in the thermodynamic limit,
with probability 1 — O(L™>°), if ¥ is a normalized n-particles state in Howw) N H% ([0, L])
(see (3.3)) satisfying

1 » 1 » .
—(H"(L,n)¥, W) < —(HJ"(L,n) T, U) + p|log p| (1 (p))?, (3.34)
n n
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then
disty (Qls, (W), Qlot, +c(2)) < Cnp- max(r(p), [1og pl ),
dists (Q]<t,+0(¥), Qls,-c(¥7)) < Crmax(y/5 - (). pl log ).

Proof of Theorem 3.22. First of all, taking into account the form of the first inequality
in (3.35), while dealing with its proof we may suppose without loss of generality that | log p| ™
is asymptotically bounded by r(p), i.e., for p small,

[ log p| ™' < r(p). (3.36)

For the proof of the second inequality in (3.35), we will no longer assume (3.36).
Consider now the pieces (Ag(w))i<k<m(w) (see section 1). Fix ¢ > 0. We say that a piece
Ag(w) is of e-type
(a) if |Ag(w)| = 30,(1 — ¢), that is, it has length at least 3¢,(1 — ¢);
(b) if |Ag(w)| = 2¢,(1—¢) and Aj(w) has at least one neighbor (in the sense of interactions
U? from (3.16)) of length at least £,(1 — ¢);
(c) if [Ag(w)| = £,(1 — ¢) and Ag(w) has at least two neighbors, each of length at least
l,(1—¢).
Note that, by (3.16), as U? is of compact support of radius at most B¢,, there exists py > 0
such that for p € (0,p9) and ¢ € (0,1/2), a given piece can have at most 2B neighbors of
length at least £,(1 — ¢).
We first prove that “exceptional” pieces contribute only to the error term.

(3.35)

Lemma 3.23. Fiz n € (0,1/3). There exists € € (0,1/2) and py > 0 such that, for p €
(0, p0), in the thermodynamic limit, with probability 1 — O(L™>°), if ¥ € Hgw) N H% ([0, L])
satisfies

(H"(L,n)¥,¥) < 28°%p)n| ¥, (3.37)
then
> > Qr(T) < np'tM/2. (3.38)
ec{a,bc} A(w) of e-type (o)
and

Z [Qe(W)])* < E%(p)n - logn - log log n. (3.39)

Ap(w) of e-type (a)

Let us postpone the proof of this result for a while and continue with the proof of The-
orem 3.22. The following lemma estimates the total contribution of “normal” pieces (i.e.,
that are not of e-type) that carry too many particles.

Lemma 3.24. Recall that {A YY) denote the pieces.

There exists C > 0 such that, for L sufficiently large, with probability 1 — O(L~>°), for a
normalized n-state ¥ in Howy NN ([0, L)) satisfying (3.34) and Q(V) = (Qr)i<k<m(w), the
occupation number of the state ¥, one has

> et > Qr + 3 Qi < Cnpl;' (3.40)

|ALI<(1—p?) Akl (1-p),26,(1—p)) |ARIE[26,(1—0%) 30, (1))
Qr>2 k= k2
and
> Qi< Cnpty! (3.41)

|AR|<3E,(1—p?)
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and, for e € (p*,1/4),

Do @t DL @&t Y Qe<Ong Lo (3.42)
Akl<t, (1) |Arl<26, (1) |ALI<8E, (1) P
Qr>1 Qr>2 Qr=3

Proof. First, note that by Theorem 3.19 and (3.34), there exists a constant C such that
(HY" W, W) < (HI"WP 0°%) + np|log pl = (r(p))? < (HOW°,0°) + Cmpl?.  (3.43)

Qk
Moreover, if —Ag’“ denotes the Laplacian with Dirichlet boundary conditions on /\ L*(A),
k

one has

3

(w) m(w) Q . m(w)
~ ™ P(Q)

P . )
(Hg )ﬁQ(xp) > (HB)YJQ(\P) > lnf(o-(_Agi)) = |Ak|2 = Z W (344)
1 k=1 j=1 k=1

e
I

2X +1)(X +1)X

where P(X) :=
On the other hand, by the description of U°, for some C > 0, one has

2 2
(HOU°, 0°) < > P > POIT | onp?

- VAV L - VAV L
[Ak|€[Lp(1—p2),20,(1—p?)) |Ag|€[2¢,(1—p2),30,(1—p?))

Plugging this and (3.44) into (3.43), we obtain

7'('2 T
2 3 P(Qn) + > S(P(Qr) - P(1))
|AL|<E,(1—p? | A > , | A
KISbp(1=p7) |A|€ll,(1—p?),2¢,(1—p?))
2
s
* 2 5 (P(Qi) — P(2)) < Cnpt*.

- NTAVAE
|ALIE[26,(1—p?),30,(1-p2))

(3.45)

By Lemma 3.23 and the explicit description of the non interacting ground state U0 (see the
beginning of section 3.5), for some C' > 0 and p sufficiently small, for L sufficiently large,
with probability 1 — O(L~°°), one has

Z Qr + Z Qr + Z Qr

[Ak|<l (1-p?) |Ak|€[Co(1—p%),20,(1—p?)) |Ak|€[26,(1=p?),30,(1—p?))
> n(1 - Cp?)
> Z 1+ Z 2| —2Cnp? (3.46)
| |Ak|E€[Lp(14p2),2p(1—p?)) |AkI€[26,(14p%),30,(1—p?)) ]
> > 1+ > 2| —3Cnp*
| |Ak|E€[Lp(1=p2),2p(1—p?)) |AkI€[26,(1=p%),30,(1—p?)) ]

as

#{k; [Ak| € [6,(1 - PQ)v“gp(l +p%) U [20,(1 — ), 20,(1 + p*))} < Cnp®.
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Thus, (3.46) yields

> Qe+ > (Qx—1)+ > (Qx —2)

[Ak|<l(1-p?) |Ak|€[l(1—p?),20,(1—p?)) |Akl€[26,(1—p?),3¢,(1—p?))
=1 Qr=>2 Qr=3
(3.47)
S L S
|Ak|E[L, (1—p?),26,(1—p?)) |Ak|€[26,(1—p?),3,(1—p?))
Qr=0 <1

Rewrite (3.45) as

|AR|<l,(1—p2) |Ak|€[Lp(1—p?),25(1—p?))
k=1 k=2
71'2

+ > T~z (P(Qr) — P(2))

- A
|Akl€[2€5(1—p%),305(1—p%))
k=3

P(1)n? P(2) — P(Q))7?
_ 3 ﬁ_ S ( ()‘Ak‘(zQ )

|Akl€[€p(1=p%),26, (1))

|Akl€l26(1—p?) 36,(1—p%))

Qr=0 Qr<1
7T2 7T2
> ) WP(Qk) + D W(P(Qk) — P(1))
Akl<ty(-p2) " |Anlele, (1) 20, (1) |
k=1 k=2
2

+ D ”k|2<P<Qk> - P(2))

|A
|Ak|€[2,(1-p%),3¢,(1~p?))
k2

2

— P(1) Z |A7Tk|2 — P(2) Z |Xk|2
) )

|AKIELLp(1=p2),26, (1 |AlE[26,(1—p%) 36, (1—p?

Q=0 p<1
Hence,
B w2 2
I |AKIElEp (1) 20, (1-p%))
Qr>1 Qr=>2

2

T
+ > |A—k|2(P(Qk) — P(2))
|A]€[2,(1—p?),30,(1—p?))

Qr=>3

o > 1+ > 2

(1= PP
[l 7l [Ak|€[lp(1—p%),20,(1—p?)) [Ak|€[26,(1—p?),3¢,(1—p?))



34

as P(1) =1and P(2) =5 <

FREDERIC KLOPP AND NIKOLAJ A. VENIAMINOV

Using (3.47), we then obtain

C’an;I >

Now, we note that, for X >

|Ak[<Eo(1=p?)
Qr=1

+

2

2

2 (IA K

|Ak|E€[o(1=p%),265(1=p?))

+

k=

2

P(Qr) —

|ARl€126,(1—p?) 3,(1—p%))

This yields
e for Qk

7T2

A2

k=

P(X

1 and |Ak

2

™

|22

if, moreover, |Ay| <

P(Qr) —

o for Qk

7T2

|Agl?

2

if, moreover, |Ag| <

e for Qk 2

(e

|Agl?

|Ag|?

2

if, moreover, |Ay| <

(P(Qk) —

(P(Qk) —

(P(Qr) —

P(Qk) —

7.(.2

2 and |Ag

P(1)) -

3 and |Ak

P(2)) -

P(1)) -

P(2)) -

| <

(1= p?

< m
(IA:I2

n+1, X integer one has

|Ag[?

(e

2

8 = 23P(1).

71.2

ka)

(P(Qr) —

S

k=n+1

), one has

(P(Qk) —

P(2))

(n+1)*(X

RN

Qi (Qr — 1)(2Qx + 3)

7T2

7@ 1)

7'(2

‘wxl—wn*Q“‘”>‘

|£p(1 -

| <3,(1 - p?

™

™

mw(

<26,

2

™

2

(e

2

2

p?)

|2Qk >

71.2

6]¢,(1—
0,(1—¢) (p* <e<1/2), by (3.49), one has

7T2

)

)

|£p(1 — p?

A2

— p?), one has

|€p<1 - p?

|2(Qk - 1) >

|€p(1 - p?)

P°)I?

= 0;

(87)2( — %)

m(2Qk + 9)(Qr — 2)(Qr — 1)

= 0;

=

), one has

00— @Y

472

240,(1— )P

20,(1—¢) (p* <e<1/2), by (3.49), one has

7T2

wAl—wﬂ*Qk‘”;zQAu2‘

€012

60— AP
_ (3 -

p?)

)@ -

(Qr —1);

7 (2Qk + 13)(Qr — 3)(Qx — 2)

= 0;

(Qr—2) =

\%

[€o(1 = p?)P?

30,(1—¢) (p* <e<1/2), by (3.49), one has

7'(2

< 972 B
|Ak[?

A

) @9

%)

(87)*(e —

(Qr —2).

(3.48)

(3.49)

(3.50)

(3.51)

(3.52)

(3.53)

(3.54)

(3.55)
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Plugging (3.50) - (3.55) into (3.48) immediately yields (3.40) and (3.42), thus, completes the
proof of (3.40) and (3.42) in Lemma 3.24.

To derive (3.41), we proceed as follows. Clearly, for Q) > 4, the right hand sides of (3.50),
(3.52) and (3.54) is larger than ¢ - Q% (for some & € (0,1)). Thus, (3.48) implies

> @< Cnpt,t
Ak <3L,(1-p7)
Qr=>4

On the other hand, by (3.40), one clearly has
Yo o@i<3 > Qu<Cnpt

|AKI<36,(1-p) |AKI<30,(1-p?)
k<3 <3
Thus, the proof of (3.41) is complete. This completes the proof of Lemma 3.24. O

We also remark the following

Lemma 3.25. Consider WY*, the ground state of HY" (L, n).
There ezists C' > 0 such that for L sufficiently large, with probability at least 1 — O(L™°),
no piece of length smaller than

lrpinn = £, — Cpl, (3.56)
is occupied by particles of WU .

Remark 3.26. The proof of Lemma 3.25 shows that it suffices to take C' > 4B + 4 for p
sufficiently small; here, B is the constant defining U? (see (3.16)).

Proof. Suppose that the claim of the lemma is false. Then, a piece shorter than /¢,,;, is
occupied.

Let us show now that, as there are too many such pieces, pieces longer than ¢,,;, cannot be
all in interaction with n particles, no matter where these n particles are.

First of all, according to Proposition 2.2, the total number of pieces longer than ¢,,;, is

; i P
Hi e 185(@)] > bin} = Le™m + O(LYH) = L= (14 Cplyy + O(5")
=n(l+Cpl, +O(p)).

The number of pieces of length larger than 2¢, is np(1 + O(p)). If a particle lies in one of
these pieces, it can interact with at most 2B other pieces of length greater than ¢,,;,.

For pieces smaller than 2/, (but as always larger than ¢,,,,), we remark that if two such
pieces are at a distance greater than (2B + 2)¢, from one another then they cannot interact
with the same particle, except for the cases already taken into account above.

Moreover, according to Proposition 2.3, the number of pairs of such pieces at distance at
most (2B + 2)¢, is given by

]j{(AZ, Aj), |Az| > gmina |A]| > Emina dlSt(Az, A]) < (2B + 2)69}
— 2(2B + 2)(,L (e~ min)* + O(L¥*)
= (4B +4)npl,(1 + O(pl,)).

Consequently, the rest of these pieces are at larger distances from each other. This leaves at
least

n(1+Cpl, + O(p)) — (2B + 1)np(1 + O(p)) — (4B + 4)npl,(1 + O(pt,))
=n(l+(C—4B —4)pl,+ O(p))
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pieces such that no two of them can interact with the same particle. Remark that it suffices
to take C' > 4B + 4 to ensure that this number is larger than n for p small. This proves
that there exists at least one piece longer than ¢,,;, which is neither occupied nor interacting
with any particle in a ground state WU"(L, n).

This leads to a contradiction with the fact that the ground state ¥Y" (L, n) puts at least one
particle in a piece smaller than ¢,,;,: indeed, moving this particle to the piece longer than
lmin Which was singled out just above would result in a decrease of energy as no interaction
energy would be added and non interacting energy would obviously decrease with the increase
of the piece’s length. This completes the proof of Lemma 3.25. U

Let us now resume the proof of Theorem 3.22. In what follows, ¥ is a function satisfying
condition (3.34). By Theorem 3.19, using ¥°P*(L,n) as a trial function, we see that both
U and WOPY(L,n) satisfy the assumptions of Lemma 3.23. Thus, picking n € (0,1/3) and
¢ sufficiently small, by Lemma 3.23, for p sufficiently small and L sufficiently large, with
probability 1 — O(L~>°), we have

o> (@EL ) + Qu(W)) < np (3.57)

ec{ab,c} Ap(w) of e-type (o)

We will now reason on the particles in WU"(L,n) that live in pieces that are not of e-type
(a), (b) or (c).
Recall that, by definition (see Definitions 3.9 and 3.14), W°P*(L, n) puts

e 1o particle in each piece of length in (0, ¢, — z.p);

e one particle in each piece of length in [, — x.p,2(, + A,);

e two particles (as a true two-particles state) in each piece of length in [2¢, + A.,3(,);

Let C be the constant from the claim of Theorem 3.22 that we will fix later on. Define

e ng to be the total number of pieces of length in (0, ¢, — z.p) where ¥ puts exactly 1
particle;

e n; to be the total number of pieces of length in [¢, — z.p, ¢, + C) where ¥ puts no
particle;

e 1 to be the total number of pieces of length in [¢, —z.p, {,+C) where ¥ puts exactly
2 particles;

e 7; to be the total number of pieces of length in [/, + C,2(, + A,) where ¥ puts no
particle;

e 1] to be the total number of pieces of length in [¢, + C,2¢, + A,) where ¥ puts
exactly 2 particles;

e n, to be the total number of pieces of length in [2¢, + A,,3(,(1 — ¢)) where ¥ puts
exactly 1 particle;

e nj to be the total number of pieces of length in [2¢, + A,,3(,(1 — €)) where ¥ puts
exactly 3 particles.

The general idea of the forthcoming proof is the following. On the one hand, Lemma 3.23
tells that pieces with too many neighbors are a sort of exception in a sense that they oc-
cur relatively rarely and carry relatively few particles. On the other hand, according to
Lemma 3.24, pieces with too many particles are also relatively exceptional.

Finally, let us complement these two observations by noting that no particle in a piece of
length in [2¢, + A.,3(,(1 — ¢€)) can also occur for a small fraction of them. Therefore, we
first note that it is sufficient to argue for pieces that are not of e-type (as those of e-type
are already handled by Lemma 3.23). Let us now take a look at the distribution of particles
in the state U°P' in the pieces of length in [2¢, + A, 3¢,(1 — ¢)) that have no particles and
no neighbors (as they are not of e-type) in W. Obviously, moving a particle from a piece of
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length greater than 2¢, 4 A, to a smaller piece induces an increase of the non interacting en-
ergy of order 6;2 just because the pieces longer than £, — px, are already occupied by at least
one particle (thus, the non interacting energy of a second particle is at best 472 /(2¢, + A,)?
and 72/(¢, — px.)? if a particle is placed in a non occupied piece). Thus, the total number
of pieces of length greater than 2¢, + A, with no particles is bounded by O(npl;").

The last three arguments together prove essentially that the distances disty and dist; coincide
for the matter of the current proof up to an admissible error i.e. of size O(npf,;"). Namely,
by the definition of the distance dist;, one has

disty (Ql<r,+0(¥), Qler,+c(PP)) = ng +ni +ny +7,
disty (Ql>¢,+0(V), Qlog,4c () = 0if + 7y +nd +ny +17,
and, by the fact that the total number of particles in both states is the same, one gets

ng +nf +nf +ny +r" =n; +n;] +ny +1" (3.59)

(3.58)

where

max(r,r’, " ") < Cnpﬁ;l. (3.60)
Recall that r(p) is of order at most | log p|~'. Hence, if (3.35) does not hold, for any constant
(1, if L is large enough, either one has

nf 0y +ng +ny = Cinp - r(p) (3.61)

or one has
ng +ni +ny = Cinyp-r(p). (3.62)
First, we simplify (3.61). Suppose that, for some C large, one has

ny > %np -r(p). (3.63)

The number of pieces of length in [2¢,,3(,(1 — ¢)) is given by

i n@le [Josnn-a) | = om)

Thus, at least <np - r(p) of the pieces with three particles (as given by (3.63)) have their
length in [2&, + A,, gﬁp). Hence, the non interacting energy excess (compared to the non
interacting energy in the ground state) for each of these pieces is lower bounded by 0(6;2)
which, in turn, being multiplied by their total number, contradicts (3.34). This simpli-
fies (3.61) into

ny +ny +ny = Cinp-r(p). (3.64)
The conditions (3.59), (3.60) and either (3.62) or (3.64) lead us to a number of possibilities
that we will now study one by one. More precisely, there are nine possible variants as at
least one among n;, 7; and n, should be “large” and the same is true for either ng, n;,

ng and 7). We now discuss these cases.
(a) Consider first the case when

min(n},ny) = Conp - r(p) (3.65)

This corresponds to taking the same configuration of particles as in W°P* and move
some of them from pieces of length in [2¢, + A,,3(,(1 — €)) to pieces of length in
[0, +C,2(,+ A,) that already contain one particle each. As we are now dealing only
with pieces that are not of e-type, this implies in particular that the pieces of length
in [2¢,+ A.,3(,(1 —¢)) from which we withdraw particles and that originally contain
2 particles, do not have any neighbors.
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Taking the smallest available pieces for particle donors and the largest available for
particle acceptors gives a lower bound on the total energy increase induced by this
operation. Suppose that Conpr(p) smallest pieces have their length between 2¢, 4+ A,
and 2¢, + A, + 6. Then, choosing C; (thus, C3) much larger than the constant in
Lemma 3.24 for the case when 7(p) =< |log p| ™!, we obtain

C
Le A (1= e™) = ZPnp-1(p),

which yields
Coets
22 r(p). (3.66)

Moreover, analogous calculations show that at least %npr(p) of these pieces have
length in (2¢, + A, +6/2,2(,+ A, +0). For the particles in these pieces, the increase
of energy is lower bounded by

0=

472 v

20,1 A+ 0/2)° (20, 1+ A, 192

47T2 Y 4 i
. ) i |
@, 1 A2 (@, v Ay O 2 )T (3.6T)

where C3 > 0. Multiplying the number of pieces by the lower bound (3.67) gives a
total energy excess that contradicts (3.34) if we choose Cy (hence, Cy) sufficiently
large.

The case

min(n{,ny) > Cynp - r(p)

is even simpler than the previous one. Indeed, in WP, the occupations of the pieces
of length in [¢, — px,,¢,+ C) and in [{, + C,2(, + A,) are the same but the lengths
considered in the previous case are smaller. Hence, the arguments developed in point
(a) above enable one to conclude with the only difference that the increase of energy
is even larger. Moreover, there is no need to remove the small interval of size §.
Next, the situation when

min(ng,ny) = Conp - r(p) (3.68)

corresponds to moving excited particles, i.e., particles occupying the second energy
level, from pieces of length in [2¢, + A,,3¢,(1 — €)) to empty pieces of length smaller
than ¢, — px,. Recall that actually the approximate equilibrium between the gain in
interaction energy due to decoupling and the increase of non-interaction energy was
part of the definition of values of x, and A,, i.e.,

4 _3 w2 4
@+ A Y Ty T O

Obviously, the smaller the piece we choose to remove the second particle from, the
more energy one gains. On the other hand, the larger the piece where one puts the
particle, the smaller the non interacting energy increase, thus, the better.

According to these two observations, we choose to move particles from the Conp-r(p)
smallest pieces longer than 2/, + A,. Suppose that the largest of these pieces has
length 2¢, + A, 4+ By. Then, by Proposition 2.2, B, satisfies

). (3.69)

Le 2= (1 — 7 B2) 1 O(LY?*%) = Cynp - 7(p).
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Hence, By = Coer(p)(1 + O(r(p))). Moreover, the number of such pieces with
length in [2¢, + A, + B5/2,2(,+ A, + B5) is

ks |Ax(w)| =20, — A. € [Ba/2, Ba)} = Le 2 (722 —e7F2) - O(LY?17)

(d)

C, (3.70)

= R r(p).

Clearly, for all these %npﬁ;l pieces, the non interacting energy excess is proportional
to Cal,r(p); thus, multiplied by their total number (3.70), for large Cy, this energy
excess does not fit within the margin allowed by (3.34).

Yet another possibility for (3.64) is that

min(max(ny’, i), max(ny , 7y ) = Canp - r(p).

Obviously, the variant
min (7], n;) = Conp - 7(p).

is more advantageous from the energetic point of view. The question here is whether
it is worth moving a particle from a piece of length close to the lower bound of the
corresponding group, i.e., {,—pz., to another piece (but as the second particle because
there is already another particle in that piece) of length close to the upper bound,
ie., 2¢,+ A,. In a certain sense, this is the opposite to the case (c) as the latter tells
that the threshold value A, is not too small, while the current case will explain why
A, is not too big.

As above, one shows that, in order to choose the Conp - r(p) largest pieces of length
in [¢, — px,, 20, + A,), it is sufficient to solve

Le 24 (eP1 — 1) + O(LY?*0) = Cynp - 1(p),

which also implies By = Cyer(p)(1 + O(r(p))). Then, as above, the energy excess
is proportional to Cy(,°r(p) (where the constant C5 can be chosen arbitrarily large)
whereas the interaction terms are uniformly bounded by O(€;4+0). Thus, the total
energy gained by such an operation exceeds the limits imposed by (3.34).

The next possible option is that

min(ng,n;) = Conp - r(p). (3.71)

This corresponds to moving particles in U°P* from pieces longer than ¢, 4 C' to pieces
shorter than ¢, — pz,. Remark first that the increase of non interacting energy is at
least ) ) 020
T (3.72)
(¢p — pz.) (6, +C) L
which always dominates the possible interaction with a particle in a neighboring piece:
this interaction is O(¢;*%) by Lemma 6.18. Multiplying the left hand sides of (3.71)

P
and (3.72) gives a lower estimate on the energy excess that contradicts (3.34) because
(p) = ol1).
Finally, the only case left is when
min(ngd,ny) = Cany/p - r(p). (3.73)

Informally speaking, this is about the question if the threshold ¢, — pz, between
occupation zero and occupation one is placed correctly.

It is also remarkable that the allowed number of particle displacements for this case is
much larger than in the other cases: one has to compare o(n,/p) to o(np). This is due
to the following mechanism. First, note that moving a particle that interacts with
another particle in a neighboring piece may result to a decrease of the total energy.
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Obviously, the contribution of the displacement of such particles is upper bounded
by O(npl,**?) because there are at most O(np) neighboring particles and the size of
interaction is O(€;4+0) by Lemma 6.18. Thus, these particles may be neglected for
the precision of the current proof.

Then, reasoning as we did many times above, we observe that, at least %n\/ﬁr(p) of
particles that are removed from pieces of length in [¢, — pz,, ¢, + C) have their length
greater than £, 4+ Cs,/pr(p), where the constant Cs grows together with Cy. But, for
each of these particles the non interacting energy increase is of order 036;3 p-r(p).
As above, multiplying the number of involved particles by the lower bound on the
energy change, we get a contradiction with (3.34).

This completes the proof of Theorem 3.22. U
We are now left with proving Lemma 3.23.

The proof of Lemma 3.23. We first prove the estimate (3.38). It will be a consequence of
the fact that the number of pieces in any of the three type is small and of the following

Lemma 3.27. Pick k pieces of respective lengths l; < ly < --- < l,. Assume that, for
1 < i <k, the state ¥ € ﬁg(q,) N HL([0, L)) puts exactly v; particles in the piece i so that
v1+ -+ v, =v. Then, one has

w28

33 S (H°(L,n)W, W) < (HY"(L,n)W, V) < (HY(L,n)¥, ¥). (3.74)
ke

Let us postpone the proof of this result for a while and complete the proof of Lemma 3.23.
We shall write out the proof for pieces of type (a). Those for pieces of type (b) and (c) is
similar.
Pick n € (0,1) and € > 0 such that n+2¢ < 1/6. The proofs of Propositions 2.2 and 2.1 show
that there exists p. > 0 such that, for p € (0, p.), for L sufficiently large, with probability
1 — O(L™®°), one has

# {k; [Aw(w)| € [36,(1 —€),46,)} < np®™> (3.75)
and, for 4 < k <log L -loglog L,
#{k; [Ar(w)| € [y, (k+1)€,)} <npt 17, (3.76)

Now, if ¥ places more than np'™ particles in pieces of type a then

e cither it places at least 27 np'*" particles in pieces of length in [3(,(1 — ¢€),4(,); in
this case, by Lemma 3.27, as 3(n + 2¢) < 1, we know that

7T2(np1+77)3 —2 —143 2e -2
@02 < P P T >l (3.77)

(HY(L,n)¥,¥) > 2

for p small;
e or, for some 4 < k < log L, it places at least np'T27%+2 particles in pieces of length
in [kl,, (k4 1)¢,); in this case, by Lemma 3.27, we know that

np3+3n72k725 (8p)fk

> £—2 —1
n p p (k+1)2

(H°(L,n)¥, W) > (b7 1)) ~

>nl,?p! (3.78)

for p sufficiently small.

Hence, for p sufficiently small, recalling (1.13) and (2.7) (and that here p = 1), one has
(H°(L,n)¥, ) > 2E%p)n.

This completes the proof of (3.38) in Lemma 3.23 for particles of type (a).

To deal with the particles of type (b) (resp. (c)), we replace the upper bounds (3.75)
and (3.76) obtained using Proposition 2.2 by analogous upper bounds on the numbers of
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pieces of type (b) (resp. (c)) obtained through Proposition 2.4 (resp. Proposition 2.5).
This completes the proof of (3.38) in Lemma 3.23.
Let us now prove (3.39). By (3.44), one has
m(w) 2
P v p
> % <(HY(L,n)¥, W) < 26°(p)n
k
k=1

where P is defined in (3.44).
Taking Proposition 2.1 into account immediately yields (3.39) and completes the proof
of Lemma 3.23. U

The proof of Lemma 3.27. The form of the Hamiltonians (1.4), (3.16) (the definition of
UP), (1.6) and the non negativity of the interactions guarantee that

(HY (L) ¥, W) > (HO(L,n)¥,0) >y Z (”‘;‘M)

i=1 m=1

where (@, )1<m<y, € (N*)¥ and of < af <--- <al,.
Thus

E ooy 2 2 k 2.3
HO I R 2 ™m > 32 i
< ( 7n) ’ > Z ( lz ) 3l ZV’L 3[2]{/,2

i=1 m=1 i=1

3

gl o)

as vy + -+ vy = .
This completes the proof of Lemma 3.27. U

Theorem 3.28. For p sufficiently small, in the thermodynamic limit, with probability 1 —
O(L™), for any function ¥ € $"* N H ([0, L)),

1

1 p
- (HY” (L, n) W™, 0°P) — ofp|log p| ™). (3.79)

<ng(Lv n)\Ilv \Ij> > E
Proof. This result can easily be traced throughout the proof of Theorem 3.22 by considering
each of the cases. Before doing so, let us give some preliminary remarks that correspond
exactly to the three remarks found in the beginning of the proof of Theorem 3.22.

First, the energy gain due to moving a single particle is always bounded by O(E;Q) just
because each individual particle in W°P* brings to the system at most this amount of energy.
Next, the number of pieces of e-type is O(np'™) (see Lemma 3.23); thus, the energy gain
due to them is at most O(np'"¢;?).

The pieces with too many particles are also rare by Lemma 3.24. Moreover, the many
particles in these pieces always bring an excess of energy and never an energy gain.

Finally, the analysis of nj large (see (3.63)) shows that moving an extra particle to the
majority of these pieces results in an energy increase of order of 0(6;2), whereas for only
O(np®?) of them adding a particle may be energetically favorable.

We treat now the cases from (a) to (f) of the last part of the proof of Theorem 3.22. For the
matter of the current proof we shall put r(p) = 0 (because we are interested only in those
states that have the energy smaller that W°P'), thus, reducing the claim of Theorem 3.22 to

dist; (Q(¥), Q(T™)) = O(np(; ).

e For those displacements when the possible energy gain is due to removing interaction
with neighbors (this includes the cases (d), (e) and (f)), it suffices to remark that, by
Lemma 6.18, the size of the interacting energy is bounded by O(€;4+0). Combined
with the fact that, in total, there are O(np) pairs of neighboring particles, this yields

a total energy gain of size O(npﬁg‘“o).
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e For those displacements when the possible energy gain is due to decoupling particles
living in the same piece (cases (a), (b) and (c)), the individual interacting energy is
of size O(¢,?) while their total number is O(npf,"). This yields a total energy gain
of size O(npl,*).

e Finally, when the energy gain results from a non interacting energy decrease (like in
the case (d)), it is at most O(¢,?) and the total number of displacements that result
in energy decrease is O(npﬁp_l). This again yields a total energy gain of size O(np£;4).

This concludes the proof of (3.79). O

Corollary 3.29. There exists py > 0 such that for p € (0, pg), in the thermodynamic limit,
with probability 1 — O(L™°),

1 p o o —
L (L e ) £ O] log oI
— &) 4L 4 P o lo ,

1 P P P
E<Hg (Lvn)‘IjU 7\IIU > =

(3.80)

where the constant v, is given in (1.17), Z describes the behavior of U at infinity and fz is
defined in Theorem 3.19.

Proof. The upper bound is given by the fact that V" is the ground state of HY". The lower
bound is a direct consequence of (3.79) and (3.18). This proves (3.80). O

Remark 3.30. The ground state WY” satisfies the conditions of Theorem 3.22. Hence, the
inequalities (3.35) hold for the distance between the occupations of ¥V” and WoPt,

3.7. The proof of Theorem 1.3. Theorem 3.22 and Theorem 3.28 give a rather complete
description of the ground state for the operator with compactified interactions HY"(L,n).
The description is given in terms of comparison with WP (see Definitions 3.9 and 3.14).
In this section, we complement it with estimates on the residual part of interactions W"

(see (3.16)).

Proposition 3.31. There exists py such that, for p € (0,po), in the thermodynamic limit,
for L sufficiently large, with probability 1 — O(L~°), one has

1 .
—(WIWR, W) = O(p|log p|~*Z(2[1og pl)). (3.81)

Proof. We will mostly follow the lines of the second part of the proof of Theorem 3.19 (see
formula (3.21) and what follows). First, as in (3.23), one computes

(Wt wert) — v (U4, )

where 7\(1,20)pt is given by (3.24). Let us treat here only the contribution of the second sum
(3.24). It corresponds to interactions between single particles in pieces of length in [¢, —
pxs, 20,4+ A,). The other three sums only contribute error terms as the number of 2-particles
sub-states in WOP' is by a factor p smaller than that of single-particle sub-states. For the
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second sum in (3.24)., using Lemma 6.17, one obtains

T (U7(1d - Bx) > e %)

< > [ Ule = pleh @I, ) Pdsdy
|||l =i 20+ AL)U[BL 00) ¥ A% B
dist(AiZ,ZJj)>B£p

“+o0o
< C’lnp/ t;'a™Z(a)da.
B,

Recall that Z is defined in (1.26).
We compute next

“+o00 “+00 “+o00 +o0
/ a*Z(a)da = / U(x)dzda < / zU(x)de < CU,*Z(BL,),
B, B, Ja B,
where the last inequality is just (6.61) for € = 2. This completes the proof of (3.81). O

Proof of Theorem 1.3. Proposition 3.31 immediately entails the asymptotics of the interact-
ing ground state energy £V(p). Indeed, as HY" < HY, one has EY"(p) < EY(p); thus,
the announced lower bound is given by (3.80). On the other hand, by Theorem 3.19 and
Proposition 3.31, one has
<HU\IJU, \I/U> g <HU\I/0pt, \I,opt> — <HUP\I/Opt, l]:,opt> + <qujopt, qjopt>
= E%p) + m*1.pllog p|* (1 + O (fz(| log p]))) .

which gives the announced upper bound.
This, the facts that B > 2 and that Z is decreasing complete the proof of Theorem 1.3. [

(3.82)

Our analysis yields the following description for the possible occupations of the ground state
of the full Hamiltonian.

Corollary 3.32. There exists C > 0 such that, w almost surely, in the thermodynamic
limit, with probability 1 — O(L™>), for any WY, ground state of the full Hamiltonian of fized
occupation Q(¥Y), one has

( disty (Q|>¢,+c, Qlse,+c(¥P")) )
< Cnpmax (\/ Z(2[log pl), | logp\’1> ,
U disty (Q<g,+0 Ql<r,+c(TPY))

< Cnmax( p Z(2|log pl), p| logp]_l) g

QY)Y € Q,:=<¢ Q occ (3.83)

Proof. Note that
<HUP\I/U, \I[U> < <HU\IJU, \I/U> < <HUP\I’0pt, \IjOpt> + <W7"\Ijopt’ \110pt>.
Thus, according to Proposition 3.31, ¥V satisfies the condition (3.34) with
r(p) = Cv/ Z(2|1og pl)
for some C' > 0 sufficiently large.

Then, Theorem 3.22 is applicable and yields (3.83). This completes the proof of Corol-
lary 3.32. Il
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4. FROM THE OCCUPATION AND ENERGY BOUNDS TO THE CONTROL OF THE DENSITY
MATRICES

In this section, we will derive Theorem 1.5 from Theorem 1.3, Corollary 3.32 and a com-
putation of the reduced one particle and two particles density matrix of a (non factorized)
state. More precisely, from Theorem 1.3 and Corollary 3.32, we will infer a description of
the ground state UV in most of the pieces: roughly, in most of the pieces, the only occupied
state is the ground state (up to a controllable error). We then use this knowledge to compute
the reduced one particle and two particles density matrix of ¥¥ (up to a controllable error).

4.1. From the occupation decomposition to the reduced density matrices. Fix a
configuration of the Poisson points, say, w, and a state ¥ € $"(A). Recall that, in the
configuration w, the pieces are denoted by (Aj(w))1<j<m = (A)1<j<m (Where m = m(w), see
section 2.2). For 1 < j <mand ¢ > 1, let (EJ, )1<, be the eigenvalues (ordered increasingly)
and (@g,n)lgn be the associated eigenvectors of ¢ interacting electronic particles in the piece
Aj(w) i.e. the eigenvalues and eigenvectors of the Hamiltonian

Hpy ) = _Zd_x? + UP(x — ) (4.1)

1<I<l'<q

q

acting on /\L2(Aj(w)) with Dirichlet boundary conditions. Recall that U? is defined in
=1

section 3.5 (see (3.16)).

The occupation number decomposition (see section 3.1) implies that one can write

V=) Wy and Vo= > af®?= > af . (WA, (4.2)
Q neN”™ (mj)1<i<m Jj=1
Vi, nj=1

where

m
e the first sum is taken over the occupation number @ = (Q;)1<j<m; recall Z Q; =n;
j=1

e we have defined ®¢ := /\gpjéjmj; we refer to (C.2) in section C for an explicit
j=1
description of the anti-symmetric tensor product.

Remark 4.1. In (4.2), the convention in the exterior product is that, if ¢); = 0, then the
corresponding basis vector drops out of the exterior product. Thus, the product is only at
most n fold. Moreover, in this case, a%’,,,,nm =0ifn; > 2.

For @ = (ny,--- ,nm) € N, we write a2 = a . .. =al . (). These coefficients are
uniquely determined by W.

4.1.1. The one-particle density matriz. We shall first compute the 1 particle reduced density
matrix in terms of the coefficients (a%2 )om coming up in the occupation number decomposi-
tion (4.2). We prove
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Theorem 4.2. The 1-particle density 7\1, (see (1.19)) is written as 7( ) Vé)’d + 7\(1,1)’0
where

ZZZZaa,vQ (4.3)

j=1 Q occ. nj =1 peNm—1 n]vn
Q=1 nf>1

yie = Z 3 Qi) Y. a7l 783@1 (4.4)

7] 1 Q occ. Q3>1 ﬁeNmfz ni’nj>1 nz,nj
#J Q' QL =Qu if k&{i.j} nj,n)>1 G
Q}=Q;+1
Qi=Q;—1
and
e we have used the shorthands
— 7y for the vector (g -+ ,Nj_1,n5, My, ,Tup—1) when i = (Nq, -+, Mp_1),
n’Lj fO’I" (nl,' T M1, Mgy Mgy w5 M2, Mgy M1, 0 7nm—2) when i < J and n =
(77/1, ),
1
e the trace class operator ’Y(ci. : L*(A;) = L*(A)) has the kernel
nj,n9

1) — 0. J J
,7 Qj (.T, y) - Q] A:Q]'_l SOQJ','IZ]' (I7 Z)@ijn;, (y7 Z)dZ,
j J

’
ng,m;

(n—Q; — Qi — 1'QQ)!

c o '
b 1(@727.]) (n—l)' ’
e the rank one operator 782-),(93- : L*(A;) — L*(Aj) has the kernel
N4 N5
n;,n;
10,00 = [ o\, 02108 g (I /A PP Dz (45)
ng,n;

Theorem 4.2 follows from a direct computation that we perform in Appendix D.1.

Remark 4.3. In (4.5), in accordance with remark 4.1, we use the following convention

o if @; =1and @; =0 then n’ =1 and n; = 1 (i.e. for different indices, the coefficient
Q @

as, @y vanishes) and
PRy
1 ; -
Vézf-),czj (@, ) = 1, (x) - 21, (1), (4.6)
sTj
n},1

o if ); >2and (; =0 then n; =1 and

o, (5:) = Ay [y s P G120 (4.7)
1n; J
n;,n;

e if @;=1and Q; > 1 then n; =1 and

1 1 i i
10, 09) = E @) [ Pl (el a0 (4.8)
N4,Mj i
n},1
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4.1.2. The two-particle density matriz. We shall now compute the 2 particles reduced density
matrix in terms of the coefficients (a Q)Q 7 coming up in the occupation number decomposi-
tion (4.2). We prove

Theorem 4.4. The 2-particles density v (see (1.19) ) is written as

2 2),d,0 2),2 2),4,2 A3 2),4,3/ 2),4,4
7\(1/)—7() _’_7() (2), _1_%(1,) +7() (2) —i-%(l,) (4.9)

+ Yy + 7y

where
),d,d
CYYY Y (10
j=1Q occ. nj>1 feNm—1 ng,nj
Q522 n/>1
(2),d
)OI DD DA AR (411)
1<i<j<m Q occ. neN™—2 n;n ’>1 nz,n]
8;§% ng,n; >1 m n]
NOE - W@ 2@ 202
Z Z Z CQ(Qalaj) n” n ’YQ“ Q, (412)
7,] '1 Q, occ. Q;>1 neNm—1 nj,n;.>1 n“nj
i Q" Q=Qy if kg{ij} nini>1 nim;
Q;=Q;i+1
Qi=Q;—1
(2) - Q Q’ (2) 4,2
LYY Y aid) ¥ &8s aw
i#j neNm—2 Q occ. nj,ﬂ}}l nz,n]
Q;2>2 ngnl>1 i
Q' Q,=Qx if k¢{ij} '
Qi=Q;+2
Qi=Q;—2
.o Q Q' (2),4,3
Z Z Z C3<Q7Z7]7k) Z an ]kan ]krYQ“Q],Qk (414)
ij,k  RENm—3 Q occ. ni,m;mg =1 T Tk
distinct Q;>2 n;7n97n;€>1 n n RO
Q/: QQZQZ lf ZQ{Z,],k}
Q;=Qi+1
Qi=Q;—2
Q=Qr+1
243 _ - Q T (243
Z Z Z C3(Q, 1,5, k) Z aﬁ”kan ) IYQZ,QJ,QM (4.15)
7]7k neNm— 3 Q occ. n’ivnj7nk>1 " n“n]’nk
distinct Qi=1, Qr=1 n;,n;-,n;cgl n; n RO
Q" Q=Q if 1g{i,j.k}
Q;=Q;—1
Qi=Q;+2
QL=Qr—1
and
(2) 44 _ . QO O (244
Z Z Z C4(Q727j7kvl) Z an”kla’n”klnyz,ngQk:Ql’
i,5,k,0 RENm—4 Q occ. ning g, >1 TV T T
distmct Qi=1, Q;>1 n! n nlny =1 n n R
Q' Qu=Qp if p&{i,jk,l}
Q§=Qi—17 Qi=Q;—1
QL=Qr+1, Q=Q;+1
(4.16)
where
e we have used the shorthands defined in Theorem 4.2 and defined
- 77Li,j,k fOT (ﬁlv e 7ﬁi—17ni7ﬁi7 T 7flj—27nj7 77Lj—la e 7/’7Lk—3a nkhﬁk—Q; T 7ﬁm—3)

when i < j <k andn= (N, - ,Mm_3),
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- ﬁi7j7k‘,l fO?“ (ﬁh e aﬁi—hni?ﬁi) e 7ﬁj—27nj7ﬁj—17 e 77~l/€—37 Nk, ﬁk—?) Tty
T4, Ty, T3,y Tp—g) When 1 < j < k <l and i = (R, ,Mn—4a),
e the trace class operator 7( )dd o LA(A) NL2(A;) — L*(A) A\ L*(A;) has the kernel

nj,nj

@udd, o @Q(Q; —1) j ;N
v Qj (l’, r,Y,Yy ) - T AQJ__Q QOQj,n]- <I7 x ,Z)QOijn; (y7 ylv Z)dZ (417)
n],nj j

e the trace class operator %(Q)QJ o L2(A) N\ L2(A;) = L*(A) N\ L*(A;) has the kernel

nl,nj

ni,nj

2),d,0
’yégi{Qj (I,l’,, y’y/> - Qsz /Q-—l 0.1 dzd?
i XA 7

Tg,M 5
‘ Ploun@:2) (@2 | | P 2) P (¥s2)

3

SOJQJ',’R]' (x7 Z/) SOJQJ',’VL]' (x/’ ZI) . (pég].’ng_ (y7 Z/) (;0.22]’”; (y/, Z/)
o (=0 — Qi —2)1Q:1Q)!
C _ :
o 2(@7%]) 2(7?,—2)' )
e the trace-class operator fygi)”éj : LAH(A;) N\ L2(D) — L2(A) N\ L*(A;) has the kernel

SOJQJ,,M;(?JI’Z) ‘Pern (y, 2)

' dzdz'
SOZQH—LTL,’L. (y/, Z,) (‘pQﬁ-l,n; (y,

2),2 j i
’YgQi)ij (xy x/’ y7 y,) - 1Qj>2 /Qj2 sonj,Tl]‘ (CU, ZE,, Z)SOthz (Z/)

4,15 Aj

n}n’
+ 1Qi>1/
i Q-1 Q-1
Ajj XA S

Q.
XA

J

QD"ij ;N (CC/7 Z) 90‘22j7nj ('Zl? Z)

J i /
(:DZQi,ni<x/a 2/) gpbi,m (IL", ZI) SOQJ'_L”;' (z)(pz?i‘i‘l’”g (y7 y/’ Z/)dZdZ !

(4.19)
e the rank one operator 7( )42 L*(A) N LA(A)) — LA(A) N\ L*(A;) has the kernel
nz,nj
ni,nj
4,2 ; — -
W@ ) = [ Py 0 2 g ) /A o P (P2 9 2)
’L) ] j
" (4.20)
e the rank 2 operator VC(Q)éiQk D LA(A; UAR) A\ LA UAL) — L2(A) N\ LA(A;) has
Mg, MNj,MNk
n ,n;,nk
the kernel
4 0. v1)) = R R A E
n:,ng,z ;
ot (4.21)

fAiQi (’OéQuni(Z)SOiQH-l,ng (y’ Z)dz fAZQZ SOiQiani (Z)SpiQi-&-Ln;(y/’ Z)dz
fAka Solék,nk (z)Splgng,n/ (y7 Z)dZ fAQk Sogk,nk (Z>90]22k+17n;€ (3/7 Z)dZ ’

° 03(6272"]" k:) _ (n - Qi — QJQ (n%;) 2)'Q1'Q3'Qk
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e the rank 2 operator fyg)g]g;?k o LA N L*(A) — LA(A; U AR) A LA UA) has

TN, M
i’n;"n;e
the kernel
VDA (o) = fAfrl P0um, (T, 2)P, 1 (2)d2 ngrl PQum (T, 2)P, 1 (2)dz
%’}7%3]7’7?; fAka_l gplék,nk( ) )SOQk_Ln;C dZ fAka_l golék’nk (x/’ Z)(pgk.—l,n; (Z)dz
n, n],nk

J j
X AQJ SDQ],TLJ (Z)()DQJ_A'_Z,W/; (y, y/, Z)dz,
| (4.22)
o the operator 155", o, L2(A1U A ALP(A1U A) = I2(A U A) AL2(A U A)

Vi s 105, e, TV
) »n;'/n;wng
1s rank 4 and has the kernel

o ( ) fAQfI 90221 nl( ’ Z)(piQi—lané(z)dZ fA?Fl (pé?i,m ($/7 Z)Spé\?i—l,ng(z)dz
Qs z, 7'y, y FQiz1ni . a1 ()
%z?gv%ﬁrgl f Qg 1 SDQy n]( 7Z>S0]Qj,17n;(2)d2 fAQj71 Soé?j,nj (l’l, Z)@]jSlvn;‘ (Z)dz
,nj,nk,nl ‘

k k k k0N
fA?l gOle,nz(Z)ngQl—i-l nj (yv Z)dz fAQl SOlQl,nl< )90Ql+1,n2 (y 7Z>dz
(n—0Qi —Qj —Qr—Qr— 2)'QZ'Q3'Q1€'Q1
2(n—2)!

Theorem 4.4 follows from a direct computation that we perform in Appendix D.1.

(4.23)

b C4(Q7i7j7k7l> =

Remark 4.5. In (4.17) - (4.23), in accordance with Remark 4.1, in the degenerate cases, we
use the conventions derived from those in Remark 4.3 in a obvious way.
For example, in (4.18), if Q; = Qj =1, one has

i i i /
Yo 0 (@, yy) = QiQ; j R i / 4.94
nz,nj @an] (CE) PQ,n; (SL' ) @ijn;, (y> SOQj,ng, (y ) ( )
ni,nj

4.1.3. A particular case. Let us now explain how the structure of the one-particle and two-
particles density matrices may be simplified in the particular case when the ground state is
factorized. This in particular immediately yields the expansions (1.22) and (1.23) for the
one-particle and two-particles density matrices of the non interacting ground state.

Definition 4.6. Let a € $H°(L) and 8 € $(L) be two states describing i and j electrons
respectively. We say a and 3 do not interact if for all (22,... 2% y?, ..., y/) € [0, L] 2,

L
/ az',..., 2B ... ,yj)‘mlzyldwl =0. (4.25)
0
To denote this complete orthogonality, we will write o 1L .

Remark 4.7. Because of the anti-symmetric nature of the states o and 8 in the above defini-
tion, it is sufficient to impose the orthogonality only on the first variables. Thus, an integral
of the type (4.25) vanishes for any pair of coordinates z** = y’* for 7; € {1,...,i}, and

el 5}

We prove
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Proposition 4.8. Suppose that a n-particle state ¥ € $*(L) is decomposed in its non
interacting parts:

k
U= /\ Cj7
j=1

where each ¢; € $H% (L) is a k;-particles state describing a packet of particles that do not
interact with other packets, i.e., for i # j, ¢; 1L ¢; in the sense of Definition 4.6. Then

k
=% (4.26)
j=1
and

1 1
7\(112) _ Z {72]2_) _ i(Id —Ex)y,, ® VCJ} + i(ld — Ex)ve ® v, (4.27)

J=1

where 1d is the identity, Ex is the exchange operator on the two-particles space defined as
Exfog=9®/f, [fge,
and with the obvious convention that WS) = 0 if ; is a one-particle state.

While Proposition 4.8 could be obtained as a consequence of Theorems 4.2 and 4.4, we will
derive it from the following auxiliary lemma.

Lemma 4.9. Let a € $"(L) and B € H™(L) be two vectors describing n and m electrons
respectively. Suppose that o and 3 do not interact:

a L g.
Then,
Yarng = Yo + V3 (4.28)
and
185 =72 +95 + (Id - Ex)7a ®° 75 (4.29)

where ®° denotes the symmetrized tensor product:
1
AR®*B = §(A®B+B®A).

Proof. Define N,, := {1,...,n}. Consider the two-particles density matrix. By (C.2), the
anti-symmetrized product of two eigenfunctions in respectively n and m variables is given

by
AR, e = S (e ),

n+m
\/( n ) JuJ’:Nn+m
JNJ' =0, |J]=n

where sign J is the signature of the unique permutation o of {1,--- ,n + m} such that, if
we write J = {a;; 1 <i < n}and J = {a}; 1 < i< m}, both ordered increasingly, then
o(a;) =i and o(a;) = n+ i (see appendix C).
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Thus, the corresponding two-particles density matrix can be written as

2
Vé/zﬁ(xl7 .172, yla y2>

Sl =) [ @A) (o n )R T
[0,L]n+m—2

2
~(nt+m)(n+m—1)
Z / 81gnI+s1gnJ (l‘ )5(13[/)04*@])5*@]') i dT.
o= [0,L]nt+m— 2 Jje{3,....n+m}
Inl'= (Z) \I|
JUJ’:Nn+m
JNJ'=0, |J|=n

As « and 8 do not interact, the integrals in the sum in the last part of (4.30) vanish if T
differs from J by more than two elements, i.e., |1\ J| > 2. Moreover, if |\ J| < 1, such an
integral does not vanish if and only if

a) if {1,2} c I, then I = J; indeed, otherwise J would contain an index in I’ and the
(a) if {1,2} C I, ; :

integration of A(z! )a*(y”) over the corresponding variable would produce

]E{gﬁ_ﬁ;m}
zero because o I 3.
(b) if {1,2} C J, then I = J.
(c¢)if (1,2) € (I x I")U(I" x I) then (1,2) € (J x J') U (J' x J) by the same argument
as above.
As the functions o and § are completely anti-symmetric under permutations of variables,
the terms of the sums over I and J corresponding to different cases described above are all
the same. If we denote 2% = 23,... 2% and d2* = d2®...da* for k € {n,m,n + n}, this
finally yields

’y(gQA)ﬂ(azl,:cZ,yl,f) =A+B+C

where
(n+m)(n+m—1) 1 (n+m—2)/ 12 1,2 amy s
A= e a(z’,z”,&")a"(y ,y", 2")de"
2 ("N =2/ Jou
_7é2)<x x7y y)
(n+m)in+m—-1) 1 (n+m—2>/ 1,2 - 1,2 5
B .= n+m ﬂ(l’ y L 7Im)ﬂ*(y Y, T )dxm
2 ("TM\ m =2 [0,L]
and

-1 1 -2
O (n+m)(n+m—1) L (n+m )/ ggntm
2 ( ) m — 1 [0,L]"+m_2

(afz!,..)B( . ) (Y, )8 (Y. )

(Ve (e, y ) v8(2%, 4?) = Yalzh, y?)s(a®, ')

l\DI»—t

—Ya (@, Yy )s(2", ¥7) + val2® yP)vs(2, YY)
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This completes the proof of (4.29). The proof for the one-particle density matrix (4.28) is
done similarly and is even simpler. This completes the proof of Lemma 4.9. U

Proof of Proposition 4.8. The identity (4.26) for one-particle density matrix is a direct con-
sequence of (4.28). We prove (4.27) by induction on k.
For k = 2, (4.27) is equivalent to (4.29) after noting that

A*B==-((A+B)®(A+B)—A® A— B® B).

N —

This remark also proves that

7y —va (Id—Ex) Y 7, ®° (4.31)

1<j

which is equality (4.27).
Let us prove (4.31) inductively. Suppose now that (4.31) holds true and consider

k1 k
Vi1 = /\ G = (/\ Cj) A Cip1 = Vi A Gy

j=1
By (4.29), we get

2 2 2
fy‘(I/k)—O—l - fY\(Ijk) + /yékil + (Id B EX)’Y‘I’k ®” Vs

—27 +(1d-Ex) | > %® % |+,

i,5=1,...k
k
+ (Id — Ex) (Z 7@') ®° VCrs1
j=1
k+1
2 s
= Zv( " Id-Ex) Y @ g,
i<j
i,7=1,....,k+1
This completes the proof of Proposition 4.8. U

4.2. The proof of Theorem 1.5. The proof of Theorem 1.5 will rely on Theorem 4.2 and
the analysis of WY(L,n) performed in section 3. The two sums in (4.3) will be analyzed
separately and will be split into various components according to the lengths of the pieces
coming into play in each component.

As in the beginning of section 4.1 (see (4.2)), write WY (L, n) Z a2, 5. We will first

Q occ.
neN™

transform the results on the ground state obtained in section 3 into a statement on the
coefficients ((a%))qn, namely,

Proposition 4.10. There ezists py > 0 such that, for p € (0, po) and € € (0,1/10), w almost
surely, in the thermodynamic limit, with probability 1 — O(L™°), one has

(a) for an occupation Q ¢ Q, (see (3.83)) and any 7 € N™, one has a% = 0;
(b) let P_ be the (indices j of the) pieces (A;(w)); of lengths less than 3(,(1 — ¢), and,
for Q an occupation, let P9 be the (indices j of the) pieces in P_ such that Q; < 3
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Then, for Q, an occupation number of a ground state WY (L, n), letting (a2)qx be ils
coefficients in the decomposition (4.2), one has

€ P, nep 4.32
S #iePEn > <ol (4.82)
neN™

The second part of Proposition 4.10 controls the excited particles in the ground state
WYU(L,n). Actually, as the proof shows, we shall prove (4.32) not only for a ground state of
HY(L,n), but, also for any state ¥ satisfying

L ur p p
—(HY(L,n)¥, ) < E%p) + n?yy— 40 (—) : 4.33
e (L) S EW T 100 40 Tiog 439
Proof of Proposition 4.10. Point (a) is a rephrasing of Corollary 3.32.

Let us prove point (b). Pick an n-state ¥ and decompose it as (L, n) = Z Ug. Then, if

QREQ)
Qj d2 Qj
Ej v , denotes the n;-th eigenvalue of — y —+ UP(xp—x;) acting on /\ L*(A;(w))
=1 4 1<k<I<Q; =1

with Dirichlet boundary conditions (if @); = 0, we set Eé??; = 0 for all n;), as HV > HY"
(see (3.17)), by (3.82), one has

n (E%p) + 7 y.pllog p| 7 (14 O (f2(llog p))))) = (H" ", 077)

o2 (4.34)
§ : § : J,UP
2 EQ] M ﬁ .
. Q

One proves

Lemma 4.11. There exists C' > 0 such that, for j € P, Q; =1 and n; = 2, one has
: : 1
7Up ,UP
Eéj,nj 2 EJQ] 1 + @ (435)
Plugging (4.35) into (4.34) yields

2

U #{j e PYn; =2}
S E | | + Z ce
QOCC. jE'P? Q occ.
neN™ \ 9,51 nEN™
n (E%p) + mypllog p| 7> (1+ O (f2(|log pl)))) (4.36)
We prove

Lemma 4.12. There exists py > 0 such that, for p € (0,p0), € € (0,1) and w almost surely,
for L sufficiently large and |n/L — pl sujﬁciently small, if Q) is an occupation such that

> ELL <n(E%p) + pllogpl 7 (71, +€)) (4.37)
JEP—
then,

S B4 2 (€0 +pltogal (7 - e+ falossl))) ). a3

jeP?
Q;>1



INTERACTING ELECTRONS IN A RANDOM MEDIUM 53

Lemma 4.12 shows that, for low energy states, most of the energy is carried by pieces carrying
three particles and less (compare the set P_ and Pe ).
Let us postpone the proof of this result for a while and complete the proof of Proposition 4.10.

2
From (4.38) and (4.36), as Z a2 =1 and fz(]logp|) = o(1), we get that
#{j € PEin; > 2 _
> U o 2) a2l < o(np|logp|™®).
Q occ. OE
HEN™

As ¢, < |log p|, this immediately yields (4.32) and completes the proof of Proposition 4.10.
U

Proof of Lemma 4.12. By Theorem 3.19, for L large and n/L close to p, we have
(HS 0P W) > (E%(p) + myupllog p 2 (1+ O (f2(|1og p])))) -
Recall that the occupation Q°P* of WP satisfies

0if |Aj(w)| € 10,€, — px.),
QP = < 1if [Aj(w)| € [, — pz., 20, + A, (4.39)
2 if |A;(w)] € [20, + A., 30,(1 — €)).

Theorem 3.19 shows that

P 10 o up ,UP P
(HY 0P worty — N YT — Y RS SnTPfZ(Hong. (4.40)
JEP- JjeEP- P
Q?ptZI Q;)Pt_2
Let
AE:= Y ES - > B - > E} (4.41)
JEP- JjeEP- JEP—
Q?ptzl Q;pt:2

Then, (4.40) and assumption (4.37) imply that

Cnp

IAE| < ——
[log pf?

(fz(|logpl) +¢). (4.42)

Moreover, one has

> E Y GRS - B

JEP- JEP- jeP_
Q=0 Q=1 Q=2
_ 7,UP 3, UP 7,UP 7, UP 7,UP
o Z EQ171+ Z (EQj,l _ELI )+ E : (EQj,l _E2,1 )
JEP- JEP- jeP_
Q;-)pt:() Q?ptil Q;)pt:2 (443)
Q;>1 Q;>2 Q>3
JU” 7,UP 7,UP
- > B > (B - ER).
JEP- JEP—
Q?pt::[ Q?pt:Q

Q;=0 Q<1
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On the other hand, as |Q] = n = |Q°!|, using Lemma 3.23 as WY (L, n) satisfies (4.33), we
know that

Do+ Y 2-Q)= ) Qi+ Y Q=D+ Y (Q;=2)+O0(np't"). (4.44)

JjEP_ JjEP— JEP- JEP- JEP-
Q§P°:1 Q;?m:z Q?Ptzo Q?ptzl Q?pt:2
Q;=0 Q;<1 Q;>1 Qj>2 Q;=3
Define

U

B:=max | max EF{{ , max ———
J; Qtj=0 T Q?PtZQ 2— Qj

Q=1 0<Q;<1

Then, (4.43) implies that

j,UP j,UP j,UP j,UP j,UP
AE> N B+ ST E B+ Y (B - B

JEP_ JEP_ jEP_
Q;.)pt:[) Q;?P°:1 Q;.’Ptzz
Q=1 Q;=>2 Q>3
~B > 1-B Y (2-Q)).
JEP_ jeP_
QPt=1 Q‘;Ptzz
QR;=0 Q;<1

Hence, (4.44) implies that, for some C' > 0, for p sufficiently small, one has
AE+Cng s (B - B+ 3 (B — B~ B(@,— 1)

jeP_ jEP_
Gt G
iz iz
B~ B - BQ; -2 (449)
+ Z( Q;,1 — 21 T (Qj_ ))

jeP_

Q77=2

Q;=3

Let us upper bound B. Recalling that for a single particle in a piece there is no interaction,
a direct computation and (4.39) show that

7T2

max BV < —— 4.46
ji Q=0 bt (l, — pz,)? (4.46)
Q5P'=1
Proposition 1.4 and (4.39) show that, for p sufficiently small, one has
E%lUp - Eé)Ui 5 2y 2
max ’ =< + <
5 Q=0 2—Q); 220, + A*)?2 (20, + A*)3 T (L, — px,)?
QP =2
Egll]l’ . EaéjUflJ A2 2y 2
max — = < + < :
5 Q=1 2—Q; (20, + A*)2 (20, + A*)3 = (L, — px,)?
Q=2
Thus,
- (447
B ——. 4.47
€, — pu.)?

Now, notice that
o for js.t. Q" =0 (see (4.39)):
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— if Q; = 1, one has

, 2 2 2
ELUT - > - > 0;
UG =) T IM@F (G- pr.)
—if Q; = 2, one has
71'2 1 5,UP 57'('2 ’/T2 1 3,UP

ERUT

Qj,l - (ép _ px*)Q > 2EQj71 +

A0, W) (€, —pra)? ~ 2@

o for js.t. Q" =1 (see (4.39)):
— if Q; = 2, one has

iyP iyUp 2 477'2 Y 7T2
B R - T > + +o(l;?) = s
Qi T (0, = p)? T AW A ()P 8 (¢, — px.)?
47 v 2
> + to(td) - —
20, + A, +e,2 20, A, +¢e,s o) (€, — px.)?
2 A,m? v me 72
2 - * _r P 573 -
2 2 aeas ) T Ty
e, 4
> 20 +0(€p ) =0

if p sufficiently small (see (3.10)) and |A;(w)| < 20,4+ A, —¢,; here ¢, — 07 (but
not too fast) as p — 0F;

on the other hand, the number of pieces of length in 2¢,4+ A, +[—¢,, 0] is bounded
by Cpne, (see Proposition 2.2) and for such pieces, one has

2
P i UP ™ _
I D |~ o(653); (4.48)

—if Q; = 3, one has

i 1 1 .o i
@ —pwp %12 3P0t 30
P *

1 |, UP 7T2 ) 1 j,UP
2 5860+ [\ @i~ 1) = 58,
P

JUP i, UP J,UP
EGa—Err — Ega+

o for j s.t. Q" =2 (see (4.39)):
—if Q; = 3, one has

EL — BT - o (Q—2)> LBV 4 2E10 — i (Q;—2)
Qj.1 ; (0, — px.)? J 37Q 39 (€, — pr.)? J
1 o 72 102
2 _EJvU - - 9 . 2
PR 9(1 — )22 ( 9 ) @ =2
1o
= 3 Qj71.
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Plugging these estimates and (4.47) into (4.45), we get that, for p sufficiently small,

2
; s
AFE + Z E%lUp — E{ﬁjp 7 o) +Cnp
| (w)| €260+ As+[—),0] PEx
1 , 1 ; 1
J,UP J,UP J,UP
>5 > Eyaty D Egatg > By
jepP_ jeP- jepP_
Q;Ptzo Q‘;‘Ptzl Q})PtZQ
Q=2 Qj=>3 Q=3

Hence, in view of (4.48) and the estimate on the number of terms in the sum in the left
hand side, one gets

3(AE+o(npt,®)) > > EZ T+ Y EE T+ Y EL >0 (4.49)
JEP- JEP- JEP_
Q5P*=0 Q=1 Q5Pr=2
Qj=>2 Q=3 Q;>3

This implies that

o (npt,?) Z Ej - Z Ej e _ Z E%?p

jeP— JEP- JjEP—

Q;?Pt:1 Q;?PtZQ

hence, by (4.40), that, for some C' > 0 and p sufficiently small, one has

S B > 0 (E%p) + mepllog o (1= C f(|log o) (4.50)

JEP—

We complete the proof of Lemma 4.12 by noting that, by the definition of PY, one has

D By = Bon— | X Eaat X gt ) Eg

iep@ jeP_ JEP- JEP- jEP-
oo Y
Q;>3 Q;=3 Q>3

n (E%p) + mep|log p|* (1 — Cle + fz(|log p)))))

where the last lower bound follows from (4.42) and (4.49).
This completes the proof of Lemma 4.12. O

Let us resume the proof of Theorem 1.5. Recall Theorem 4.2; we analyze the two components
7\(1,13’(‘1 Ln) and 7\(1,13;) L) separately.

Let us start with the analysis of 'Ypr . We prove

Lemma 4.13. Under the assumptions Of Theorem 4.2, in the thermodynamic limat, with
probability 1 — O(L™>°), one has
(1),0
H7 Sy

Proof. We recall (4.4) from Theorem 4.2 and write

Tl = D D Cr(@id) Y ag ag 783,%

Q occ. ,j=1 neENm=1n;n;>1 nz,n]
i#j n},n’>1 ngm;
Q;>1 v
J/

<3 (4.51)
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where, by definition, in the above sums, Q' satisfies Q}, = Qy if k & {i,j}, @} = Q; + 1 and
Q;=Q; — 1.

Note that, by point (a) of Proposition 4.10, here and in the sequel when summing over the
occupations (), we can always restrict ourselves to the occupations in Q,,.

Decompose

1), ,0,+,+ ,0,+,— 1),0,—,+ 1),0,—,—
YUz = Tl T Vel + Tl T VY (4.52)
where (see (4.5), (4.6), (4.7) and (4.8))
0,4+ 7 1 1),0,4,— . 1, 1,4,—
W = 2 Qe 0 Aok Wity = Y ClQiidad ad AGT
Q occ. Q occ.
ﬁENm_l ’FLGNm_l
i#j i#]
Q;>2 QJ>2
Qi>1
[he) 7+ o > 1ty 50,7 1 717 [
7\(113([/”) = Z Cl(Q,Z,])@%’jCL VFQ)Q’Z]tN 7‘(112’(Ln) = Z C’1 Q?Z ] ”i a’ ’7((2)62’ 2,7,m
Q occ. Q occ.
REN™T— 1 REN™— 1
i#] i#]
;=1 =1
and
L+, + i j j
Yot (@y) = / o o 05 o (), n, (. 2) | | D2 0% Pl (0:2)00 1 (1)
ATXAGT ni>1 n>1 n
ni>1 i
17 né-}l
717+7 j i j
W) = [ | e | | el ) [ 22
J anI n§>1
7+ PO ,L Z
’yé?)cg 1,7, (l‘ y) T AQi 7?13801 n]( )SOQZ,HFL(Z) Z a%’j(PQi-‘rl,n/i(y?Z) dz?
i ’I’L121 =1
;=1 n;>1
and 900a@y) = | D ad @b, @) || Y ad el
n;=1 n-—l
nj=1 n121

Let us first analyze ﬁ,}&*j. By Lemma B.1, using the orthonormality of the families

(ch]’ Jn,en (see the beginning of section 4.1), we know that

(1),1,4,+
QQ7l7jn

Q" i J
Z ”z JQDQ“TLZ ® SOQJ nj ’ Z aﬁé,j QOQL”; ® SOQ}";’

dzd?,
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Hence, by definition (see the formula following (4.52)) and the symmetry of Cy(Q,i,7) in @
and j, we have

2
,0,+,+
el <Y Y@ Y |
1,j=1 @ occ. neNm
#] Q522
Qi>1

Now, by definition (see Theorem 4.2), for ¢); > 2 and ); > 1, one has

o Q; Q;
C1(Q,14,7) < (n—1)(n—2)(n—3)

Thus,

o 1 Q 2
H el I (RN Q%; (ZQ;) nesz as
gz (4.53)

n2 2 2

a¥ :
Sh-Dn-2n-3) Q’;Nm [ e Ty

Let us now analyze 'y\(l,ll),(o L. - By the definition of C1(Q,1,7), we write

1),0,—,—
7‘(1’%@,71) (L

=" 3 Y @) [ X e

9. ’ 7
neNm—1 ¢,5=1 nizl,n] n’.=1,n/ !
Q occ. iF#j J ‘
Q=1
Qi=0

Thus, by Lemma B.1, one has

(1),0,—,

1 - .
Q i
bl <o T |8 X el |2 T e
neNm—1 |lj, Q]_lnl_ln] %, Q«;:On;:l,n;
Q occ.
2 2
1 ;o
Qi 4.54
S 3 DID ORI (N4 Dyl DR = ICED
aeNm=1 |4, Qj=1n;=1n; i, Q;=0n’ _1n;
Q occ.
1 2 1
<oz = gy
2n — 2 S 2n — 2
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Let us now analyze 7\(1,13 OL+) One has

_ l .
(1),0,4,— _ (n 1!IQ;! Q Jj /
’V\IJU(Ln) - Z Z n—l /Q]1 aﬁi,j('ijmj(x’Z) x
AeEN™—1 i#j A ny=1,n;
Q occ. Q;>2
Q;=0

i ] / /
E :aﬁ;]‘Pl,n; @ijl,ng(z) dz

n - - 1)'QJ Q j /
- Z Z n—l /AQj—l aﬁi,jgan"”j(m’z) X
J

neN™— 1.77 Qj>2 nizlynj

Q occ.
E E ' Q i J / dz'

ye L— ! /
i; Q;=0 ng,n

Thus, using Lemma B.1 and the orthonormality properties of the families ((pjéj’nj)njeN, as

(n—@;)!'Q;! <nland 3, Q; = n, we get

2

2
(1),0,+,~ n Q
e Z ZQa > jan,| ST 2 e (4:35)
Q occ. =g 66510,
The term 7\(1,12,(0 L_n;r is analyzed in the same way. Gathering (4.53), (4.54), (4.55) and us-
ing (4.52), we obtain (4.51) and, thus, complete the proof of Lemma 4.13. O

Let us now turn to the analysis of 7\(1,1[)/5 I

(1),d _(1),d,— (1),d,+
Y (L) = Yw (L) T Vel (L) WhETE %U Ln) Z Z Z

Q occ. ;ep@n;>l
AeNm—17 nf>1

)" Therefore, we write

(4.56)

‘Qv

J

We prove

Lemma 4.14. Under the assumptions of Theorem 4.2, forn € (0,1), there exists g > 0 and
C > 1 such that, for e € (0,e9), in the thermodynamic limit, with probability 1 — O(L™°),
one has

(1 P
sz, ,SOng- (4.57)
Proof. Define
(1),d,+ (1),d,+,+ (1),d,+,0
YoU(Ln) = YoU(Lm) T Yol (Ln) (4.58)
where
)yt (1),d,4,0
Wi = 2. 2 > analay, and ~giti= 3T 3T a2alag,
Q occ. jEP_n;=1 ngﬂ’b Q occ. je an]>1 n],n]

N 1 1
neN™ n}}l neN™— Q>4 n]}l
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One computes

7&&? =3 >N Y aﬁQ (z,9)

Q occ. j¢P_ n;=1 peNm—1 ny»nj

n’.>1

J

+-00 +oo
Q J Q J
-y Yo / B DI AN N B Dr o

Q occ. j¢P_ nj=1 nj=1
neNm—1

Thus, by Lemma B.1, we get

2
)sdy+,+ Q
sz, < Z Soylef< ¥ (Ya] x|
occ JEP— n;=1 Q occ. in Q, \j¢P-— neN™
nEN’" el
< max Z Q; | < Cnp'tm
Q occ. in Q, | :
JEP—
by Lemma 3.23.
Finally, one has
(1 )d+,0
Wi = 2 22 2 afadnd,
Q occ. jEP_ n;=1 peNm—1 nJ’nJ
Q324n >1
Thus, the same computation as above yields
+00 2 p
d+0 Q
il < X > || <o’
Qoce. | ji 18,@)<3tp1-9) | ny=1 p
€

P
AeNm—1

=
by Lemma 3.24.
This completes the proof of Lemma 4.14.

Let us now analyze ”yfplg’(d {n). We recall and compute

Wl = D D Doalada = Y S Qilel) (4]

QI\;’TZC L ieP? ”;i 51 ~Q§7§C L jeP?

where ¢} = agj goJQj’nj.

n; >1
For n and @) given, define the two sets

P?n = {j e P9, agj =0ifn; > 2} and Pf)f = {j e Pe dn; > 2 s.t. a,;ij =+ O}.
(4.60)

Define also

@ﬁ B go? itn; =1,
’ 67 lleg, 1 ifny =2

dz.

(4.59)

(4.61)
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Then, we compute

Yol = > > @il el DY Qi) (e

@ occ. jepdn @ oce. jepdn

neNm—1 ’ ReNm—1 ) ( )
- Y TeldEls X X &bl -l e

o ot o sert

The second term in the sum above we estimate by

> X el -l @ < X X e (Igl+ 11

Q occ. jE’PQ’ﬁ Q occ. jerpQ,ﬁ
neNm—1 T tr ReNm—1 —=

<Y #in=2)

2 4.63
g (163)

n

<n fz(|log p|).

p
pol log pl
by Lemma 4.11.

As for the first term in the second equality in (4.62), letting P,y be the pieces of length less
than 30,(1 — ¢) where WP puts at least one particle, we write

> YaolE@=Y [ X+ X - X el e
G oce, jept Qoce. \J€Po JEPOPuy Py \P

One computes

2

> 2 I @l= X | 3 |al] | |eh) (e
ﬁ%\%i(il J€Popt J€Popt %26(1)\?’% (465)
- Z Q;j (‘Oé?j,1> <90é2]',1 = Ywert + 1
J€Popt

where || R||,, < Cnp't".
By Corollary 3.32, we know that

sy - Jeme
Q occ. jeP? \Popt JE€Popt \PC—Q

=~ m—1
el 18;(@)[264+C  |8;(w)[2L+C o

;2
a=
n

/A

)N DS DI DY

Qoce | JEPNPopr  jEPopi\P? menT

|A;(W)[Z6+C A (w)|2L,+C
2
< CUnpmax ( Z(2|log P|)7£;1> Z = Cnpmax ( Z (2] logp|)’€;l)

Q occ.
neN™

oz
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and, in the same way,

> > - > Q; |¢y) (7] <Cnmax(\/pZ(QIlogpl),pllogm“)-

Q occ. FEPopt\ P FEPN\ Popt

It m—1
neN 1A (W)|<lp+C |A;(w)|<lp+C o

Plugging this and (4.65) into (4.64) and then into (4.62), using (4.63), we obtain

< Cnmax (va(z\ log p|), pl logp|_1>
< Cnpmax (VZ(Q\ logp|),€;1) :

Taking into account the decomposition (4.56), Theorem 4.2 and Lemmas 4.13 and 4.14 then
completes the proof of Theorem 1.5. O

i,
TwU(Ln) ~ Twort

1)
H’ﬂwwm — Vport

tr,<l,+C

tr,>fl,+C

4.3. The proof of Theorem 1.6. We proceed as in the proof of Theorem 1.5: for WU(L, n)
a ground state of the Hamiltonian HY(L,n), we analyze each of the components of the
decomposition (4.9) separately.

We prove

Lemma 4.15. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1 — O(L~°), one has

),d,d
\I/U (L) ||,

< nlogn - loglogn.

Proof. Using Lemma B.1 and the orthonormality properties of the families (cpé)jm)njeN, we
compute

Z ZQ]

H \IIU(Ln

Q occ. for WU (L,n) j=1 neNm—1n;>1
V-
m
Q;(Q; — 1) Ql?
< LD IS hd
X 9 am
Q occ. for ¥U(L,n) j=1 nEN™

VS

Applying Lemmas 3.23 and 3.24 yields that, in the thermodynamic limit, with probability
1 — O(L™®°), one has

3 @@=
——— < nl -log log n.
0 occ. If{)lrfifp(g m 9 S nlogn - loglogn

Qj=2
This completes the proof of Lemma 4.15 as Z ‘a ‘ U
Q, AeN™

Lemma 4.16. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1 — O(L=°), one has

YoUu X
” qu(L’n) tr
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Proof. Using Lemma B.1 and the orthonormality properties of the families (@Zgj,nj)n]-eN» we
compute

2

etinl, s+ X | E c@ia X e,
#j Q occ. Q occ. | heNm—2 ng,n; =1
Q=2 Q=21
Q;>1
For Q; > 1 and @); > 1, one has
o (n—Q; —Q; —2)1Q;!Q;!
OQ(Qazaj): J2(n_2)' ’
_ Qi+ Q@ —2n—(Q; + Qi —2) — ) (Qi — 1(Q; — 1)! QiQ;
(n—4)! (Qi+Q; —2)! 2(n—2)(n—23)
Q:iQ;

S o —2)(n—3)
For (); > 2, one has
QiNQ; —2)!n—-4—-(Q;+Q;i —2))! Q;(Q; —1)

CZ(Q;%J) = (n_4)| 2(%—2)(%—3) (4 66)
Q;(Q; — 1) '
~2(n—2)(n—3)

Thus, as Z (); = n, one estimates

J

2 Q n2
’ < —
H’V‘PH(L") w o 2(n—2)(n— Q% (Z QJ) | S (n—2)(n—3)
neN™

This proves Lemma 4.16. U

Lemma 4.17. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1 — O(L=>°), one has
42

< 1.

U
H ‘II tr

m)

Proof. Using Lemma B.1 and the orthonormality properties of the families (goéjmj)njeN, we

compute
2
[ FE DD DENEED SENNNA XN I) S 1y
i#j heENm—2 Q occ. ni,n;=>1
Q;>2
Q" Q=Qy if kg {i.j}

Q;=Q;+2

Q;=Q;—2
The bound (4.66) then yields

2 n2
ol ¢
H it N EDCE Z <Z Q”) TS 2m—2)(n—3)

neNm

This proves Lemma 4.17. U



64 FREDERIC KLOPP AND NIKOLAJ A. VENIAMINOV

Lemma 4.18. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1 — O(L™°), one has

2n

e

Proof. Using Lemma B.1 and the orthonormality properties of the families (gpjéjmj)njeN, we

compute
<> Ny > Ca(Qi,5.k) Y

i,j,k neNm-—3 Q occ. ni,m;,nE=1
distinct Q=2
QI: QEZQZ if l¢{27.77k}
Q;=Q;+1
Q=Q;—2
Q. =Qr+1

(2),4,3'
+ H \IIU (L,n)

H \I/U(L n)

2

a¥
Ni,j,k

H \IIU(Ln

For ); > 2, one has

Co(Q. 1. k) = QrlQiNQ; —2)!(n — (Qe + Qi+ Q; —2) — 4! Q;(Q; — 1)
’ (n—4)! 2(n —2)(n—3)

Q,(Q, ~ 1) (4.67)

S 2(n—2)(n—3)
Hence, by Proposition 2.2, one has

1 2
P <JZ 1) (;Q’)
Qo

(2),4

Ln? o
2(n—2)(n—3) ~ p’

a®

n

i <

The computatlon for ~ 1s the same except that, instead of (4.67), one uses, for Qy > 1

and Q; > 1, \PU(
oy (@ = DHQi = DHQ))N(n — (Q) + Qi + Qp — 2) — 4)! QrQi
C5(Q, 4,5, k) = ’ (n_4)!j 2(n—2)(n—3)
_ o
~2(n—2)(n—23)
This proves Lemma 4.17. U

Lemma 4.19. Under the assumptions of Theorem 4.2, in the thermodynamic limit, with
probability 1 — O(L™°), one has

H (2),4,4

—1
\IIULn :

<n

Proof. As in the proof of Lemma 4.13, we will have to deal with the degenerate cases sepa-
rately (see Remarks 4.3 and 4.5).
Recall (4.16) and write

Yoy = > e (4.68)

o.)

oce{+}*
where o = (05,04, 00, 01) € {£1}*,
(2)do } : 2 : Z o Z Q Q' (2),4,4
,Y\IIE(L,?’L) - C4(Q7 ¥R k? l) aﬁi,j,k‘lan ; l’yQZ Q;,Qk. Q1
i,5,k,l neNm—4 Q occ. ni,nj,nk,nlgl nl»njvnkynl
distinct (Q:,Q;,Qk,Q)EQ0 nj,nngnp>1 nmng.n'l

Ql: Q:):QO if Og{i,j}k,l}
Qi=Qi—1, Q}=Q;-1
QL=Qr+1, Q=Q;+1
(4.69)
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and

QU:{Qi>1and0i(Qi_1)> Uig_l}ﬁ{@ land 0;(Q; — 1) > | }

1 1
ﬂ{Qk>0and0ka>gk2+ }H{Qz>0aHdUzQz>gl+ }

A term in the right hand side of (4.68) degenerates if some o, takes the value —1.
Assume now o = (1,1,1,1). Then,

(2),4,(1,1,1,1) . Q Q (244
Fy‘I’U(Ln Z Z Z C4<Q7Zu7akal) Z aﬁ”kzanl k17Q17ngQk,Ql
i,5,k,l neENm—4 Q occ. ng,mj,ng,m =1 n“nﬂ nk7nl
distinct Qi,Q;>2, Qr,Q1=>1 n;,n;,n;,%}l ni,nj,nkvm
Q" QL,=Qo if of{i,j,k,l}
Qi=Q:—1, Q;=Q;—1
Q,=Qr+1, Q=Qi+1

Using Lemma B.1 and the orthonormality properties of the families ((péj n; )n;en, We compute

2
), () . Q
H Vo0 (L) <4y > > Ci(Q.ig kD) Y |af
i,5,k,l neNm—4 Q occ. ng,ng,ng,n =1
distinct Qi,Q;22, Qr,Q1>1

Q/: QZ):QO 1f Og{i7j7k7l}
Q=Qi—1, Q,=Q,-1
Q. =Qr+1, Q=Q;+1

When Q; 2 2, Q; > 2, Qr = 1 and (); > 1 one has

Qi(Qi — 1)Q;(Q; — 1)QxQ
2n(n —2)(n —3)(n—4)(n —=5)(n —6)(n —7)

C4(Q7 i:ja k? l) g

Thus, by Lemma 3.23, we obtain

2 2
4 4
(2)4 1,1,1,1) 2 Q 2 < n*(log n)
i, <t 5 2 (£0) (£9) W <aiz
<n-
for n large.

Assume now o = (—1,—1,—1, —1). Then,

2),4,(~1,~1,~1,-1 . ' 2),4,4
7x(IJgJ)f(L(,n) = Z Z Z Cu(Q, 1,4, k, 1) Z ag@j,k,,a%j‘kﬂ(1?1,0,0

i,5,k,l RENm—4 Q occ. nim;>1 nz‘,nj/7171/
distinct Qi=Q;=1, Qr=0Q;=0 np=n;=1 1,1,ny,n;
Ql: Qg:QO if Og{inj:k:l} ’I’L;:TL;:
ngQi—L Q;:Qj_l n?{,né}l

Q. =Qr+1, Q=Q;+1

where

Y00 @ 0,8) = Pl (@)0] 0, (2)6h 1 0)F 0 (1) + 0L (@) (@)6), (W)L (¥)

n;,nj,1,1
1,1,n},,n]

+ 010, (), ()28 g (V)P (U) + P, (@), ()05 (8 (9)-
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66
As in the derivation of (4.54), using Lemma B.1 and the orthonormality properties of the
families (Sﬁégjmj)njeNa we compute
2
(2)747(_17_17_17_1) 2 l
’Y\Pg(L’n) tr = (n — 2) <n — 3) Z Z Z nzg k, lsplvnk ® 9017774[
neNm—4 n;=1
Q oce QZ—QJ—%,‘%

+ E E gO ®90j .
i,7, 5
n kT Lng 1,n;

kl) nE=1
Qr= Onl 1
’L:]
4 2 4
Q
<—ag > || = —.
(n—3)2 2= "] = (n—3)2

Q occ.

Assume now o = (—1,1,1,1). Then,
(2),4,4

(2),4,(~1,1,1,1) Z Z § : - E Q Q
O4(Q7Z7j7k7l) anwklan”kl’y}lQﬁygk:%l
iy ], ks l

YoU (L)
i,j,k, 0 neNm—4 Q occ. R 1
distinct QZ'Q=1,QQJ'>2 n;,nﬁg,nggl 1 n g
Q=1 k!
Q" Qi):éeo ifl o {i,j,k,l} n;=1
Qg:Qi_lv Q;‘:Qj—l
Q1 =Qr+1, Q=Q+1
where
C(Quivj k1) = " Q;( QzQ)' )1Q,1Q41Q
n—a)
(4.71)

< Q;(Q; — 1)QxCs
S 2(n—2)(n—3)(n—4)(n—>5)(n—6)

The operator %2&2’?’4 o, 1s given by (4.23) and

nzvngankvnl
1 n nk,nl

o ) = (o) [ o, Py 21 1 )
J

k l
X /AQk @Qk7nk(z)@gk+l7%(y,z)dz/AQZ gDQl,nl(’Z>g0l621-i-1,n;(y/’Z)d’z'
K

l
Hence, as in the derivation of (4.55), using Lemma B.1, (4.71) and the orthonormality

properties of the families (gpéjmj)njeN, we compute

2
-1,1,1,1) 2 <
Pt Rt < Q Q az,ﬁ .
b, < s 2 (%) (L) [,
Q occ.
nw/?’(log n)2/3 R
(n—6)> '
(2),4,0 n_l.

In the same way, we obtain that, if o contains a least one —1 then HV‘I’U L,

This completes the proof of Lemma 4.19.
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Let us now turn to the analysis of 7\11,1 ( L , the main term of 7mU (Lin . The analysis will be

similar to that of 7\1,)’ in the proof of Theorem 4.2.
Recall that P¢ is defined in Proposition 4.10 and write

(2),d,0 (2),d,0,— (2),d,0,+
YoU(Ln) = YU (Lm) T Yol (Ln) (4.72)
where
(2) d,0,— Q (2).d,0
Rt DED DI SIS DAL R s (4.73)
Q occ. LeNm—2 1<1<J<m njn;>1 TisTy
321 (1) E(PD)? nynl>1 o
We prove

Lemma 4.20. Under the assumptions of Theorem 4.4, for n € (0,1), there exists g > 0
such that, for e € (0,¢), in the thermodynamic limit, with probability 1 — O(L~>°), one has

9 P

H do+
E

Proof. The proof follows that of Lemma 4.14. One estimates

H do—‘r

_ a® o 7(2)610
Sl PORD DD DED WL MER
Q occ. 1<i<j<m peNm-— an,nj21 )

n},n’;
g2t POy nin;>1 ’

/

tr (4.74)
DD IO 0?0 e

iz igP i P ! "
Qj?l ZP= JEP= nz,n1>1 tr

Let us analyze the first sum in the right hand side above. Using (4.18), Lemma B.1 and the
orthonormality properties of the families (goJQjmj)njeN, we compute

(). 2
0@ 78 Do QiQ; 0
)IEDIEDY AR I DD DEED Dk e l) D L
%O>C(13. 1<i<j§mﬁeNm*2 nj,n;)l n}’nf %o>0(1:. 1<i<j§mﬁeNm*2 ng,m; =1
Q;>1 P2 ni;n;>1 Sl Q5 P>
1 ol?
g e ) N5
<C’n2£
tp

as in the proof of Lemma 4.14 by Lemma 3.23 and 3.24.
The other sum in the right hand side of (4.74) is analyzed in the same way. This completes
the proof of Lemma 4.20. Il
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(2)1d107_

Let us now analyze VYoU (L) We proceed as in the analysis of 7(1)d

I (Ln)

(see (4.56) and
Lemma 4.14). We recall and compute

(2)9d9077 _ Q Q (2)7d7 J— QZQ] ﬁ S ’FL
Ty (Lm) = Z Z Uiy 5%y 1QiQ; = Z Z 9 (Id—Ex)¢;; ®°¢7;.
Q occ.  1<i<j<m n;n’>1 g Q occ. 1<i<j<m
Bl GDEPD) nyni>1 TG REN™2 (i 5)e(P2)2
VES
neN™T—2

where goﬁj = Z a%j goZsz A gpégﬁnj and the operators Ex and ®° are defined in Proposi-
TLJ‘ZI

tion 4.8.
Define also

(4.75)

i?j -

~7 80?’] 1fnz+n]:2
||g02j 90221,’1 A goJQjJ if n; +n; > 3.

Then, recalling (4.60), we compute

2),d,0,~ QiQ; fooxs
7\(1;%(1:,71) = Z Z 5 (Id — Ex)i; ©° @7

Q occ.  I<i<jsm
REN™2 (,5)e(P2 )2

Q:iQ; ; ;

CY T Wmg e
Q occ. 1<i<j<m
RENT2 jep@ |
orje'ngL

QlQ ~n s ~n

= 2. > rd-Exg et
Q occ. 1<i<j<m
REN™"2 (5,5)e(P?)?

Qi@ RSl — G R G
+ >, D SSHd-Ex) (@ el - @l @ )
Q@ occ. 1<i<j<m
REN™=2 4epQ
orjE'PS+

(4.76)
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The second term in the sum above we estimate by

> Y - m (o o ol - ol o 8
Q occ. 1<i<j<m
nEN™—2 1;6793+

. Q
or jEPier tr

<Y Y Qi (llenl+lIeLl?)
Q occ. 1<i<j<m (477)
RENT2 jepQ |

or jEPL |
2
SO D #um=2 || D@ | |ad
gé)\?g jeP? jeP?
p
S n?———— fz(2|log p|).
pol log pl

by Lemma 4.11.
As for the first term in the second equality in (4.76), letting P be the pieces of length less
than 3¢,(1 — €) where U°P' puts at least one particle, we write

> Y e el

Q occ. 1<i<j<m
REN™"2 (i,5)e(PY)?

O

iQj

=2 0 2t 2 )

Q occ. 1<i<g<m 1<i<j<m 1<i<j<m
AENT2 \ (i,§)€(Popt)? i or jin P2\ Popt i or j in Pepi\P®

(Id — Ex)@l, ®° @7, (4.78)

[\)

For the first of the three sums above, one computes

QRiQ; N 2] Q:Q; ~f o8~
Z Z Z2 *(Id — Ex)&;; @ i = Z Z a? TJ(Id — Ex)¢;; ®° &1
Q occ. 1<i<js<m 1<i<j<m Q occ.
AEN™"2 (i,5)€(Popt)? (i,4)€(Popt)? \WEN™
- ¥ QiQ; (1d — Bx)y® @040
— 2 #Q;1 YQ,.1
1<i<gj<m J
(4,4)€(Popt)?

= vgjpt +R
(4.79)

where || R||,, < Cn?p'*.

In the last line of (4.79), we have used Proposition 4.8, the definition of W°P* (3.12) and
Lemma 3.23 to obtain the bound on R.

To estimate the remaining two sums in (4.77), we split them into sums where the summation

over pieces is restricted to pieces either longer than ¢, + C or shorter than ¢,+ C (C' is given
by Corollary 3.32).
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By Corollary 3.32, we know that

SN D SR DI B I B
Q occ. 1<i<j<m 1<i<j<m
AENm—2 ieP? \Popt iep?\Popt
and |A;(w)|<lp+C and |A;(w)|<l,+C tr
<Y | T o+ ¥ |[Bla-ee e,
Q occ. 1<i<y<m 1<i<ys<m
AENT 2 €PN\ Popt €PN\ Popt

and |A;(w)|<lp,+C

and |A;(w)|<l,+C

2
< Cn*pmax (vZ(2logpl), ;') Y- |af| = Cn*max (v/pZ@lTog o). pl10g pl )
Q occ.
neN™
In the same way, we estimate
S y 3 —Q’é@j (Id — Ex)g}; ®° &7,
Q occ. 1<i<j<m 1<i<j<m
REN™—2 i€ Popt \P? i€ Popt \P?
and |A; (w)|>£,+C  and |A;(w)|>L,+C

tr
< On?pmax (\/Z(2| log pl), €;1>

and one has the same estimates when i is replaced by j.
Plugging these estimates, (4.77) and (4.78) into (4.72), recalling (1.29), we obtain

H( ‘I’°p°> (1 12 +C> 1,20, +C < Cnfpmax < V22| logp\),ép‘l) '

Taking into account the decomposition (4.9) and Lemmas 4.15, 4.16, 4.17, 4.18, 4.19 then
completes the proof of Theorem 1.5. O

do _
[ ) 12| < oo (/TR o)
(2),d,0,— (2)

\IJU (L;n)

5. ALMOST SURE CONVERGENCE FOR THE GROUND STATE ENERGY PER PARTICLE

In this section, we prove that, if interactions decay sufficiently fast at infinity, then the
convergence in the thermodynamic limit of the ground state energy per particle EV(L,n)/n
to EY(p) holds not only in L? (see [ , Theorem 3.5]) but also w-almost surely.

From the proof of | , Theorem 3.5], one clearly sees that it suffices to improve upon the
sub-additive estimate given in | , Lemma 4.1]. We prove

Theorem 5.1. Assume that the pair potential U be even and such that U € L"(R) for some
+oo

22U (z)dr < +o0.

0
In the thermodynamic limit, for disjoint intervals Ay and Ay with ny and ny electrons re-
spectively, for min(|A1], |Az|) sufficiently large, with probability 1 —O(min(|A4], |A2|) =), one

r > 1 and that for some o > 2, one has
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has
Eg(Al U AQ, ny + ’)’LQ) < Eg(Al, nl) + Eg(A27 TLQ) + 0(n1 + TLQ). (51)
Here, EY(A,n) denotes the ground state energy of HY (A, n) (see section 1.1).

To apply this result to U satisfying (HU), it suffices to check

+oo
Lemma 5.2. If U satisfies (HU) then for any 0 < o < 3, one has / z?U(z)dr < +o0.
0

Proof. Clearly, for n > 0, one has
2n+1 27L+1
/ 22U (z)dz < 200D / U(z)dr < 200 3ntez(om),
on on
As Z is bounded, summing over n yields

+o00
/ z*U(z)dr < Z gla=dnta « 4o,
1

n>1

This completes the proof of Lemma 5.2. O

Thus, the sub-additive estimate (5.1) holds for our model and, following the analysis provided
in | |, we obtain Theorem 1.2.

Proof of Theorem 5.1. Without loss of generality, let us assume that A; = [—L,0] and
Ay = [0, Ly]. For i € {1,2}, we denote by UV ground states of HY(A;,n;). In case of
degeneracy, we may additionally choose particular ground states WY, i € {1,2} such that
each of them belongs to a fixed occupation subspace. Thus, occupation is well defined for
UV, As usual, we will implicitly suppose that UV is extended by zero outside A}*. Consider
now
U =0V A0l
Then,
Eg(Al U AQ, ny + 712) g <Hg(A1 U AQ, ny + ng)\Il, \IJ>

— BY (A1, m) + EY (A2, ma) + Tr(UnS) @7 1(3)

= EJ (A1, m) + EJ (Mg, n2) + / Uz — y)pgv () pyy (y)dzdy
A1 ><A2

The proof will be accomplished by the following

Lemma 5.3. Under the assumptions of Theorem 5.1, one has

| UGy @)pay o)dady = ol -+ o), (52)

Proof. By Proposition 2.1, with probability 1 — O(min(|A4],|As])™°), for ¢ € {1,2}, the
largest piece in A; is of length bounded by log |A;| - loglog |A;|. This implies that one can
partition A; into sub-intervals each containing an integer number of original pieces (i.e., the
extremities of these sub-intervals coincide with the extremities of pieces given by the Poisson
random process) of length between log? |A;| and 2log® |A;]. Let these new sub-intervals be
denoted by AZ, j€{1,...,m;}; we order the intervals in such a way that their distance to
0 increases with 7. Thus,
A=A
j=1

and ‘
log? |Ai] < |A]] < 21og? [Al. (5.3)
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The last inequalities and the ordering convention imply that
dist(AJ, AZ) > (i — 1) -log? |Ay| + (o — 1) - log? o) (5.4)
and
AL A
ST S M (5.5)
2log” | A4 log? | Ay

We now count the number of particles that UV puts in an interval A7. Let {AL}M be the
pieces in A; and let Q% be the corresponding occupation numbers. Accordlng to the choice
of sub-intervals A7 above, each A? is a union of some of the pieces (A%);. We establish the
following natural

Lemma 5.4. With the above notations, one has
/‘ pyv (z)de = Q., ie{1,2}, ke{l,...,M}.
k

Proof. For convenience, we drop the superscript ¢ in this proof. Recall the decomposi-
tion (4.2)

U = Z an/\gonk,

(nk 1<k<M
VEk, np>1

where @’;k are functions of )y variables in the piece A;. Keeping the notations, by Theo-
rem 4.2, one has

WY S amily

k=1 ng>1peNM-1
n>1

where
1 -
,)/7(1;371;C (%, y) = Qk/ golrczk (l’, 2)90712/ (y7 Z)dZ.
7 (ARt F

The off-diagonal term 'yfl} )% Vanishes because the functions VU, 5 were chosen of a fixed occu-

pation. This immediately yields

/ D =@ Y S g [ o @@

nj>1 FENM-1 (Ag)%r
nk>1

o Y / S Jan [Pk, () Pdz = Qu,
nENM 1 .nk>1

where, in the second equality, we used the orthogonality of different .-particles levels in
the piece Ay and, in the third equality, we used the fact that ¥ is normalized.
This completes the proof of Lemma 5.4. Il

Lemma 5.4 immediately entails
Corollary 5.5. One computes

/AJP\PU = > Q. ie{n2), je{l...,m}

k|ALCA
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Next, we derive a simple bound on the number of particles in A{f . The total ground state
energy is bounded by

On the other hand, a system of ¢ = Z Q' particles in AZ has non interacting energy at
k| AL CA

least
7 2.2

TS P
> e ¢’ |72

s=1

This implies that
PN < C’E;%i

or, equivalently,

Z Qr <O (|Ag|/€p)2/3 nil/3 < C’gn;/?’ log?? L;.
k|ALCA]

Let us now estimate the left hand side of (5.2) using Hélder’s inequality (1/p + 1/q = 1,
p,g>1) as

mi mo
/A U@ = y)puy @)ooy (y)dady = >y /A o U@ = )pay (@)pay (y)dady
1 XAz 1 X5

J1=172=1

(5.6)
mi1 Mo
<10l i e lowt el N

Jj1=172=1

where we have set

1/p
. P p _
10y g2 = (/AA e y>dxdy> | o

Now, recall that by (6.57), for i € {1,2}, on A%, one has

N 1/2
1000 g e < AN N s 197 e < € ((HE (AT )WY, 00) ) 97,

Hence, by Corollary 5.5,

(g—1)/2q H \IJU H (qfl)/q.

j.
2,AJi

1/q
lowplly = ( /. péulpq,g) < (@)Y ((HY (A )0 90 )
Agz [3 7

Recalling (5.6), as || W], ,s <1 fori e {1,2}, we estimate
| U= pay@pag sy
A1><A2
my

ma
<SS Ul e (@1 Q)Y ((HE AL )WY W) s (HY(AF, )Y, 0Y)

J1=1j2=1

)(q—l)/Qq

(5.8)
Now, as Quu < n)/*log® L; < n/3log"?n and as
(HY (A} o)W, 0)

a S Hg (M)W 0) < Cni < O,
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the estimate (5.8) entails

mi1 mg
/A ) U(x = y)pay ()pyg (y)dody S n®05 (ogn)™C0 N TN U i e (5.9)
1 X1\

Jj1=1j2=1

Hence, to prove (5.1), it suffices to choose ¢ (recall ¢ > 1 and 1/p + 1/g = 1) such that

mi1 ma

SO WUl e = 0 (012 (logm) ). (5.10)

Jj1=1j2=1

Therefore, we recall (5.7) and using the definition of the (AJ'), ;, in particular (5.4) and (5.5),
we estimate

1/p
U1, ot ae S (G + o) log LI2) ™7 (/ | <as—y)kUp<x—y>dxdy> ()

J1 J2
1 XAy

Now, by (5.3), as U is even, we have

</A{1xAg2 (x — ) U (x - y)da;dy> " < (logn)*» (/R+ ukUp(u)du) l/p. (5.12)

On the other hand, if £/p > 1 and max(my,ms) < L/log L < n/logn (with a good proba-
bility), one estimates

Z (1 + J2) 7 < (logn)MP=2n> 40P,
1I<jisma

1<ja<me

Plugging this, (5.12) and (5.11) into the sum in (5.10), we see that (5.10) is a consequence
of
(log n)2—2/p+8/(3q)n2—k/p—1/(3(1) = (log n)14/3(p—1)/pn5/3—(3k—1)/(3p) = o(1).

asp l4+qgt=1.
Thus, it suffices to find & > 0, p > 1 such that u + u*/?U(u) be in LP(R*) and

5 3k—-1

3 3p

Recall that, by assumption u — u*U(u) is integrable (for some o > 2) and U € L"(R™) for
some 17 > 1.

< 0.

) 1
We pick 1 € (0,1) and pick p and k of the form p=1+4n(r—1) and k = P +n. Thus,
for r € (1, min (7, 2)|, setting p := uf € (0,1), we have
/r"_
5 3k-—1 i p—0p k r—1 ) 1
- — =——<0, —== d —=k =(2+=-n(r—1) ) ——=
3 3 ) - r an 5 p— —|—377(r )1_77 a

for n € (0,1) well chosen.
For this choice of p, p and k, using Holder’s inequality, we then estimate

/]R+ WFUP(u)du < (/R+ uk/ﬁU(u)du)ﬁ (/R+ U/, )du>1_’3 e

This completes the proof of (5.10) and, thus, of Lemma 5.3. O
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Lemma 5.4 implies that, under the assumption of Theorem 5.1, in the thermodynamic limit,
with probability exponentially close to 1, one has

| U= ppay @)y )dady = o + ).
1 X1\2

This completes the proof of Theorem 5.1. U

6. MULTIPLE ELECTRONS INTERACTING IN A FIXED NUMBER OF PIECES

The main goal of this section is to study a system of two interacting electrons in the
interval [0, ¢] for large ¢ and prove Proposition 1.4; this is the purpose of section 6.1. The
two-particles Hamiltonian is given by (1.15). In section 6.2, we study two electrons in two
distinct pieces.

We shall also state and prove one result for more than two interacting electrons in a single
piece.

6.1. Two electrons in the same piece. We now study two electrons in a large interval
interacting through a pair potential U, that is, the Hamiltonian defined in (1.15). We first
prove Proposition 1.4. Next, in section 6.1.3, we compare the ground state of the interacting
system with that of the non-interacting system.

Throughout this section, we will assume U is a repulsive, even pair interaction potential. In
the present section, our assumptions on U will be weaker than (HU).

6.1.1. The proof of Proposition 1.4. Scaling variables to the unit square, the two-particles
Hamiltonians HY(¢,2) and ¢~2HY"(1,2) are unitarily equivalent. Here, we have defined

Ul = U(L>). (6.1)

Recall that, for ¢ # j, 1,7 € N, the normalized eigenfunctions of H%(1,2) (i.e., of the two-
particles free Hamiltonian in a unit square) are given by the determinant

() = sin(miz) sin(mjx) or (2 9
i) (. Y) = V2 sin(miy) sin(mjy) for (z,y) € [0,1]". (6.2)

For a two-component index, we will use the shorthand notation 7 = (4,j). For the non
interacting ground state ¢(;2) we will also use the notation ¢o. The corresponding ground
state energy is 572 and the first excited energy level is at 1072,

L
We decompose L*([0,1]) A L?([0,1]) = C¢y & ¢3. By the Schur complement formula, E is
the ground state energy of H Ue(l, 2) if and only if E < 1072 and F satisfies

5% + Ugg — E = Ug, (Hy + UL, — E) UL, (6.3)
where I, is the orthogonal projector on ¢ and

Ug() = <¢0a U£¢0>7 H+ = H+HOH+,

\ (6.4)
UL, =ILUTL, Uly=ILU'%, U = (Il U'%) .
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We expand the r.h.s. of (6.3) as
Uy (Hy + ULy — E) ULy = (Uldo, (Hy — E)2
x (Id+(H, — By 2U*(H, — E)™/?) "
x (Hy — B)"?U"¢y)

. g (6.5)
— Z <¢g, Ag(ld +AZA4>_1AZ¢€>
_ % (G A (10 44,4578
where _
oo = VIVUGy and A, = A(E) = VU(H, — E)""2, (6.6)

To simplify notations we will drop the reference to the energy E. As ¢ — +00, the conver-
gence of <¢g, A A5 (1d +AZAZ)_1¢£> is locally uniform in (—oo, 107%). To compute this limit,

we shall transform the expression <$g, A A5 (1d +A4AZ)*154> once more.
Consider the domain R, = {(u,y) € R x [0,1],s.t. y + ¢~ 'u € [0,1]} and the change of
variables

ty: Rg — [0, 1]2

(u,y) — (?ﬁ%y)

Define the partial isometry
T, : L*([0,1]*) — L*(R x [0, 1])
V= FlﬂlRZ -V O ty,

) 1 U
that is, (Tyv)(u,y) = —=1g,(u, y)v (y + 7 ?J)-

i ;

One computes its adjoint
T; - L*(R x [0,1]) — L*([0,1]?)
v (V2 (1g,v) 0t
that is, (T;v)(x,y) = \/2(131Z ) (l(x —vy),y).
One easily checks that
T,1; =1k, and 1,7, = Id2op) (6.7)

where 1, : L*(R x [0,1]) — L*(R x [0,1]) is the orthogonal projector on the functions
supported in Ry.
One then computes

<557Ae14?(1d +A€AZ>_1$€> o (¢, Ko(1d +K€>_1¢Z>L2(RX[O,1]) (6.8)

L2(0,1
where we have defined

¢g = ngg and Kg = Kg(E) = TgAgAZT;. (69)
Define

e the following functions
— ¢(u) == u\/U(u) for u € R,
— Xo(y) == 7V2 (sin (37y) — 3sin (7y)) for y € [0,1].
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e the non negative (see (6.47)) operator K on L*(R) by the kernel

K(u,u') = %\/U(u)(w—i— u| = u— )\ UW). (6.10)

Define also

p=¢®x, and K=K®o]Id (6.11)
We prove

Lemma 6.1. Assume that U is non negative, even, such that U € LP(R) for some p > 1
and x — x*U(x) is integrable.
As { — +o0, one has:
(a) in L3R x [0,1]), ¢y converges to ¢;
(b) for ¢ € C5°(R x (0,1)), as £ — +o0, the sequence (Kyp)e converges in L*-norm to
Ky

Proposition 1.4 follows from this result as we shall see now. First, we prove

Lemma 6.2. Under the assumptions of Lemma 6.1, all the operators (K;), and the operator
K are bounded respectively on L*(R x [0,1]) and L*(R).

Note however that, depending on U, one may have

| Kol L2mxo,1])— L2 (Rx[0,1)) m +00.

Proof. By (6.9), to show the boundedness of K, it suffices to show that K, := /U, (H, —
E)~'\/Uy is bounded. Note that, by our assumption on U, Uy is in L?([0,1]?). Using the
eigenfunction expansion of —A on L% ([0, 1]?), we write

~ 1 f— f—
Kg — Z W——E Uf¢j®¢j Ug (612)
3#(2,1)

where the sum is over j = (i, j) where (4, j) € N such that i > j.

For u € L2([0,1]2), as uy/T; € L*"*7)([0,1]2) and as the functions (¢7)7 are uniformly
bounded, by the Hausdorfl-Young inequality (see e.g. | |), one has

(o)

p/(p—1

) _
< Collulp/™0. (6.13)

Moreover, for some Cy, one has ||[v/Ue¢;||2 < Cp. Thus, by (6.12), as p > 1, we obtain
1/p
. 1
[Keulla <Co | D> T B [ull2 < Cllulls-
(T2 = E)
J#(2,1)
Using the explicit kernel for K given in (6.10), for u € L?(R), we compute

(Ku)(x) = 24/U(x) _x 2\ U2 )u(x')dx' + 24/U(x)z B VU(@) (u(x') — u(—2"))da’

Thus,

1K N 2z2@y < 4VIUILIC2U )L
This completes the proof of Lemma 6.2. U



78 FREDERIC KLOPP AND NIKOLAJ A. VENIAMINOV

By Lemma 6.2, C§°(R x (0,1)) is a common core for all K, and K ® Id. Thus, by | ,
Theorem VIII.25], we know that K, e—) K ® Id in the strong resolvent sense. Hence,
—+00

by | , Theorem VIII.20], the sequence (K,(Id+K;)™'), converges to K(Id+K)™! @ Id
strongly. These operators are all bounded uniformly by 1 (as K, and K are non-negative).
Thus, by point (a) of Lemma 6.1 and (6.8), we obtain

(B0 A1 +AAT) " e) = (6@ xo, [K(1d+K) ™ @ 1d] 6. xo) + (1)

= (oK a+K)"5) - [ )y +o(1) (6:14)
=77 (¢, K(Id+K)"'¢) + o(1).

By point (a) of Lemma 6.1, one also computes

(U = 116 ® voll? + o(1) = / WU (u)du / Ry)dy + o(1)
= ng/RUQU(u)du—i—o(l)

(6.15)

By (6.15), the eigenvalue equation (6.3) yields that, under the assumptions of Lemma 6.2,
the ground state energy of HV'(1,2) satisfies

EU([0,1],2) = 57 + @ +o G) (6.16)
where
Y(U) = 107" [||9]]> — (¢, KId+K)"¢)] = 107° (¢, (Id+K) ') (6.17)

By Lemma 5.2 and assumption (HU), we know that the assumptions of Lemma 6.2 are
satisfied. This proves the asymptotic expansion announced in Proposition 1.4. To complete
the proof of this proposition, we simply note that, as K is non negative and bounded by
Lemma 6.2, by (6.17), we know that v(U) = 0 if and only if ¢ = 0, i.e., if and only if
U=0. [l

Remark 6.3. If one assumes z — z*U(x) to be integrable and U to be in some LP(R) (p > 1)
(which is clearly stronger than (HU)), one obtains that, EY ([0, £], 2), the ground state energy
of the Hamiltonian defined in (1.15) admits the following more precise expansion

EV(0,1],2) = 57 + @ +O(0?). (6.18)

6.1.2. The proof of Lemma 6.1. We start with a lemma, the result of a computation, that
will be used in several parts of the proof.

Lemma 6.4. For J = (j1,j2), j1 > J2, recall that ¢;, the J-th normalized eigenvector of Hy,
is given by (6.2).
One has

oo t)-d ) o ()i ()
where
89(2x,y) = 2v2sin(w(j1 + jo)x) sin(w(jz — jr)x) sin(mjry) sin(wjay),
o7 (22,y) = V2cos(m(jo — jr)x) sin(r(j2 + ji)z) sin(w(j1 — j2)y) (6.20)
¢y (22, y) = V2cos((ja + 1)) sin(w(j2 — j1)x) sin(m (j1 + j2)y)
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Proof. Using standard sum and product formulas for the sine and cosine, we compute
1 u sin (77, gy + 9;; sin (771y)
— - + -, > — l

sin (72 (y + 7)) sin(7j2y)
= sin <7le Z) cos (m71y) sin (mjay) — sin (ngz) cos (mjay) sin (1)

+ (cos () = cos (wia'y ) ) sin (mjay) sin (o)
= S sin (i 2 (sin ( (i + 72) ) — sin (= (s — 12) )
— g (w2 2) (sin (x (7 + ) ) + sim ( (i — 52) )
+ (cos (Wj1%> — cos <7Tj2%>> sin (mj1y) sin (72y)
— % (sin (Wj1%> — sin (mé%)) sin (7 (j1 + J2) )
— 5 (sin (i 5) + sin (ot ) ) sin (r (i — ) 9)
+ (cos (i ) = cos (i ) ) sin (my) sin (miay)

Thus,
iﬁb’ (y + 2 y) —gin (720 o (A ER2MY Gy (m (1 +J2) )
V2! 0’ 2/ 2/
— sin 7rj1 2 4 Ccos 7r‘71 —Jau Sln( (jl - j2) ?/)
2 ! 2 0

— 2sin le;ﬁg sin 7r]1 )2 sin (771y) sin (way) .
2 7 2 E

This completes the proof of Lemma 6.4. U

We start with the proof of point (a) of Lemma 6.1. As ¢y = ¢(2,1), by (6.19) and (6.20),
using the Taylor expansion of the sine and cosine near 0, we compute

(Toe) (u, y) = /U ()1, (u, y) 1) <y+ %JJ)
un/T(w)xo(y)1r, (1, y) + — VU X1< ,y>1R4uy)

where g is defined in Lemma 6.1 and y; is continuous and bounded on R x [0, 1].
We estimate

H%Wn <Z> 1,

The last integral tends to 0 by the dominated convergence theorem as u — u?U(u) is
integrable.

This completes the proof of point (a) of Lemma 6.1.

Let us now turn to the analysis of the operator family (K;),. It is easily seen that its kernel
(we use the same notations for the operator and its kernel) is given by

~ U u’
KZ(Ev Uu, yvu,ay,) = glR@XR@ V U(U)U(U/) - K <E> ) + Za yay, + 77 Z-/)

’ u? wli<e
S —uU(u)du < / —5 —uU(u)du.
2@x0,)  JRre L R 4
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where K (E;x,y,a',y/) is the kernel of (H, — E)~'. The kernel K (F) is easily expressed in
terms of the eigenfunctions of H. Using this and the representation yielded by Lemma 6.4
leads to the following representation for the kernel K,

U U u
Ky (Esu,y,u',y') = (1p,xp ( +—,y>¢(y’+—,y’)
. 2_7%1) 7T2\J|2 e l (6.21)
= K, (B;u,y,u,y) + K (B;u,y, ) + K (B u,y,u',y)
where, for e € {0,+, —}, we have set
\/71/ u
K (E u, yau y)_glexRZ Z 20-12 < + >y>¢ (—7?/) .
Ly TP

To prove point (b) of Lemma 6.1, if suffices to prove that, for v € C§°(R x (0,1)), one has
Kiv — Kvin L*(R x [0,1]). We first prove

Lemma 6.5. Forv e C°(R x (0,1)), one has

(a) |K,v|]l2 = 0 as £ — +o0,
(b) || Kfv|la = 0 as £ — +o0.

Proof. We first study the sequence K, v. We compute

/— Cir(v u
( Z j + k) ( ) ) ElRZ(U, y)¢(j+k,j) (?/ + Z, y) (6.22)
j=21k>1
(7,k)#(1,1)
where

¢ 25 + k)’ ku'
Cjr(v) = E/ VU () sin (W%) cos (w%) ok (u')du’ (6.23)
¢
and
1 min(1,1—u’'/¢)
i) i= [ (no)ulsy/)sin(ri )it = [ o(u/, ) sin(rjy)dy/
0 max(0,—u’/¢) (624)
1
= [ oty ysin(ai )iy
0

for ¢ sufficiently large as v € Cg°(R x (0, 1)).
Integrating the last integral in (6.24) by parts, we obtain

lejll 2@ = O (7). (6.25)
By (6.24) and (6.23), as u — u?U(u) is summable, we obtain
; —00 N o (2] + k)u’ ,
|Ck(v)] <O ((2] + k) )f\//R U(w') sin? (WT du (6.26)

<O ((2j+ k)~>) min((, 25 + k)
Estimating || K, v|| using (6.22) and the triangular inequality, as

u
| vta ot (v+ o) dudy
Rx[0,1]

< /RU(u) sin? (7‘(‘]43%) du + /R U (u) sin® (7?(2]' + k)%) du (6.27)

min?(2j + k, £) + min®(k, ¢)
02 ’

S
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for p > 4, we get

1ol s

~|

> o
S Uk
(Jk)#(1,1)
Thus, one gets that ||K[ UH — 0 as £ — 4oo. This completes the proof of point (a) of
Lemma 6.5.
To prove point (b), as 2sina sinb = cos(a — b) — cos(a + b), we compute
Ajy(v) = Aj_k( v)
i) = VU@ 3 e oy — B )00 (v+79)

j=lLk>1
(7,k)#(L1)
where , / /
2]+ k k
(v) = €/ VU (W) sin (w%) sin (7‘(‘%) agjx(u')du’,
0
14 : / /
2]+ k k
= 5/ VU (W) sin (ﬂ'%) sin (71'7“) ap(u')du'
0
and

1
ai(u’) ::/ (1g,v) (v, y") cos(mky')dy'.
As in (6.24), we obtain i
laklz2@) = O (k7).
As in (6.26), we obtain
|Ai (v)| <O (k=) min(¢, k).
By (6.27), for p 2, we then get

|K20 S, 1 Z min(/, k)élj:gl((& k?{:—l; m1112(€,] +k)) < 1 N mln(g,j/f) (6.28)
o J+k)?+57) <
(k) #(1,1)
The last term converges to 0 by the dominated convergence theorem. This completes the
proof of point (b) of Lemma 6.5, thus, of Lemma 6.5. O

Next, we decompose K, expanding ¢;(y + u/{,y) according to (6.19). This gives
Kf =K "+ K=+ K"
where, for @ € {0,+, —}, we have set

K Uu)U @) |, U u
2_’ (E;uay7u,7y,):£1Ré><Ré § : 2712 (ZSJ_ (y+_7y> Xd);_ - Y |-
_ 2|72 — F 14 14
J£(2,1)
We now prove

Lemma 6.6. Forv e Ci°(R x (0,1)), one has
(a) |K, " 0| = 0 as £ — +oo,
(b) | Ky o) = 0 as £ — +o0.

Proof. As in the proof of Lemma 6.5, the two points in Lemma 6.6 are proved in very similar
ways. We will only detail the proof of point (a).
We compute

(K ,— Z Cik (U)) ElRZ(u,y)gzﬁ(_ijkJ) (y—l—%,y) (6.29)

7=21k>1 ] + k)
(4,k)#(L,1)
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where ,
27 + k)’ ku'
Cir(v) = f/ VU(u') sin (ﬂ'%) cos (7?2—12) cp(u')du (6.30)
—¢
and
1 1
cp(u') = / (1g,0)(u', ) sin(mky')dy' = / v,y sin(mky")dy’
0 0

for ¢ sufficiently large as v € Cg°(R x (0, 1)).
Integrating the last integral in (6.24) by parts, we obtain

ekl 2@y = O (K7°) (6.31)
As in (6.26), we obtain
|Cjx(v)] < O (k) min(¢,2j + k). (6.32)
Using (6.20), one estimates
_ u 2 min(k, £)
\//RX[OJ] U(U)]-Rg (u> y) ‘¢(j+k,j) <y + Z, y) ’ dudy 5 T (633)
Thus, for p > 2, we get
in(k, ¢ in(2j + k, ¢
o F i AU (6.3)
PR S (VRS OER B
(7,k)#(L,1)

Thus, by the dominated convergence theorem, as in (6.28), one gets that HK . ’+UH — 0 as
¢ — +o00. This completes the proof of point (a) of Lemma 6.6.
Point (b) is proved similarly except that estimate (6.33) is replaced with

0 u NP < min(k, {) min(2j + &, ¢)
\//Rx[o,q U(u)1g,(u,y) ’¢(j+k,j) (y + WZJ)) dudy < 7 '

Thus, taking p > 3, estimate (6.34) in this case becomes
HK?’WH < Z min(k, /) min?(2j + k, ) < Z 1 min?(j,¢) < Z min? (7, f)l

2(( 3 2 | 52\ ~ 2 2,2~ 2 2
S BRI T A, 8 = e
(4,k)#(1,1) (7,k)#(1,1)

which converges to 0 as ¢ — +o0.

This completes the proof of Lemma 6.6. O

We are now left with computing the limit of K j "+ where

(/U (u)U(w)
K/ M (u,y, ' y) = . :
‘ j}LZM m2((j+ k)2 + %) - E

(G:k)#(1,1)

u u’
X Ojng) <y + Z’y> G+ (y, + 7’y/> - (635)
We prove

Lemma 6.7. In the strong topology, one has
K/" 5 K®Id as (- +oo. (6.36)
where K is defined in (6.10).
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Proof. To simplify the computations, we note that it suffices to show the convergence of
K} v for v € C°(R x (0,1)).For ¢ sufficiently large, compute

(K" 0)(u,y) = Z sin(mky)1g, (u, y)e (Ki,u)

k>1

where
1
¢ (K, u) = 5\/U(u) / Ki(u,u')\/U W) ex(u')dud (6.37)
R
u +— cx(u) being defined by (6.24), and

Zitk )sin (WMUI) coS (725 )cos( ku’)

sin (7r—u

Kﬁ(u7 u/) — 20 : 20 2t (638)

jEZN 72 (j + k/2)* + (7k/2)2 —

(4,k)#(1,1)
Define
) k . k
Li(u,u) =0 Z sin (725 u) sin (725 /)
L T wGky
(4,k)#(1,1)
M,f(u,u') = Kﬁ(ua u') — Li(u, u'), (6.39)

(LI 0)(u,y) == Z sin(mky)1g, (u, y)e (Ly, u)

k>1
(M) (u,y) =) sin(mky) L, (u, y)e (M, u) .
k>1

Here and in the sequel, ¢ (L}, u) and ¢ (M{,u) are defined as ¢ (K}, u) in (6.37) with K}
replaced respectively by L¢ and M

Note that
I oy = 5 3 [ e () gy < 5 3 e () sy (60)
k>1 k>1
We prove

M — 0

UHL2(]R><[O,1])
Proof. The proof is similar to those of Lemmas 6.5 and 6.6. We write
Mi(u, o) = My (uy ') + M (a0 + M (u, )

where
MM () = ¢ Z sin (w2t sin (w2552 0) cos (mau) cos (m&u) ((wk/2)? — E)
= TG+ k27 ((G+k/2)° + (7k/2)2 — E)
(7:k)#(1,1)
M2 ) 1= £ Z sin (WJQ—J;’“u) sin (W%u’) cos (mEu) (cos (rEu) — 1)
e 2 (j + k/2)°
(G:k)#(1,1)
gy (0 () e () <)
C ™ () +k/2)°

JjeEN
(k)#(L1)



84 FREDERIC KLOPP AND NIKOLAJ A. VENIAMINOV

Following the definitions (6.38) and using (6.40), we estimate

-+, 2 1 N4 2
||Mel++“HL2<Rx[0,1]) S 5; HC (M’i ) L2(R)

min(2j + k, £))?
<SS R S )

) 4
(k) #(1,1)
1
S 7 Z k2||ck||%2(]R)
k>1

which, by (6.31), converges to 0 as ¢ goes to +oo.
That the term coming from M, (resp. M,;""*) also vanishes as £ — +oo follows from
computations similar to those done in Lemma 6.5 (resp. Lemma 6.6). This completes the

proof of Lemma 6.8. U
Note that ( vtk ) ( ook )
1 sin (w2 ) sin (w24
14 AN 20 20
Ly (u,u') = 7 % > (#)2 (6.41)
GRALY ’
Define ]
a(L,u) == 5\/U(u)/L+(u,u')\/U(u’)ck(u')du’ (6.42)
R
where . . /
L (u, o) = /0 Sm(”ﬁ:f(”“) dz. (6.43)
We prove

Lemma 6.9. For any k > 1, one has
| L (u, /) = L* (u, )]

k
sup S - (6.44)
(u e[~ Ju [ ¢
Proof. Define
) = sin(mvu);in(wmu’)

2
w2z
Assume first £ # 1. As [ is an even function of z, write

1 4+ k/2 1 (j+k/2
Li(u,u) = 272[ (‘7 +€k/ ,u,u’) ~ 5 Z l (ﬁTk/,u,u) : (6.45)

JEL j=—k

Using the Poisson formula, one computes
1 JHK/2 N IS ki g
ﬁZl<T,u,u 2526 Tl (g u, ') (6.46)
JEZ JEZ
where (-, u, ') is the Fourier transform of z — I(z, u, u').
By the Paley-Wiener Theorem (or by a direct computation of the Fourier transform), one
checks that (-, u,u’) is supported in [—7(|u| + |[«/|), 7(Ju| + |«])]. Thus, for —¢ < u, v’ <,
all the terms in right hand side of (6.46) vanish except the term for j = 0. That is, for
—{ < u,u <1, one has

1 j+k/2 ) 1.
— Zl (—,u,u' = —1(0,u,u) = LT (u,u).
20 = 12 2
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This and (6.46) then yields that, for —¢ < u, v’ <,

0 l(y+k/2 : /)
Li(u,u')—LJr(u,u’):—uu/ Z 7 U |

Now, as

l(x,u,u)
sup  |[—————
uu

(z,u,u’')ER3

< 400,

we immediately obtain (6.44) and complete the proof of Lemma 6.9 when k # 1.
When k = 1, the proof is done in the same way up to a shift in the index j. This completes
the proof of Lemma 6.9. U

Asv e CP(R x (0,1)), one has

1
UNZ>0, 30y >0, VkEZ lexlim < vy

Thus, as x — x+/U(z) is square integrable, the bound (6.44) yields that, for some Cy > 0,

one has 1 C
VkeZ, |le(K) = e (L) | paeg < 77 |2k|2'

Thus, taking into account the following computation

. : ,
L (u, ) = / sin(mzu) sin(mru )dx
R

22
_ 1 / cos(wx(u —u')) — dm N / 1 — cos(maz(u + UI))dx
27T2 R 2
(6.47)
Du B |/ cos(mx) dx - utu ’/ cos(ﬂx)dx]
- §<\u ]~ o)),
the definition of K, (6.10) and (6.40), we obtain that
++
”Lz v—(K® 1>v||L2(R><[O,1]) m} 0
Thus, Lemma 6.7 is proved. U

Clearly, the proof of Lemma 6.1 generalizes to arbitrary ¢; j), a normalized eigenfunction of
H°(1,2); one thus proves

Corollary 6.10. Consider two particles on i-th and j-th energy levels in an interval of length
{. Their interaction amplitude is given by

(Ui, b)) = 2m°(0° + 5°) - / wU(u)du - €1+ 0(71)). (6.48)

R

6.1.3. The ground state of two interacting electrons and its density matrices. Recall that 90{0,@}

denotes the j-th normalized eigenvector of —Aﬁm and C[{)’ q the j-th normalized eigenvector
of (1.15). In the sequel, we drop the subscript [0, ¢] as we always work on the interval [0, ¢].

We remark that, when the interactions are absent, one has

(M0 =t AP (6.49)
The next proposition estimates the difference (MY — (!? induced by the presence of interac-
tions.
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Proposition 6.11. For { > 1, one has
LU _ 1,0 -1/2
1677 = ¢l pagpogey S €% (6.50)

Proof. Scaling the variables to the unit square (see section 6.1.1), it suffices to show that the
normalized ground state of HV'(1,2) (see (6.1)), say, ¢f" satisfies

o8 =

where we recall that ¢g = ¢(1,2) (see (6.2)).

1
Decomposing L2([0,1]) A L*([0,1]) = C¢o ® ¢¢ and defining EY* to be the ground state
energy of HU'(1,2), we rewrite ¢¥" as

<2 (6.51)

£2(jo,12) "~

Uzza¢0+$a gJ_QbD, CYGR+

and the eigenvalue equation it satisfies as

512 4 Ul — EY° U, e!
~) =0. 6.52

where the terms in the matrix are defined in (6.4).
Thus, to prove (6.51) it suffices to prove that

16/l 2(0.pnz2(0,17) < CEH2.

By (6.52), as ¢¥" is normalized, as 1072 < H, + Ut, and as Eéﬂ T 572, using (6.4)
—-+o00

and (6.8), one computes

~ v -2 C —
||¢||%2([0,1])/\L2([0,1]) < U§+ (H+ + U-€++ - E(()] ) Uio < n <¢f7 Ko(1d +K) 1¢€>L2(Rx[o,1]) :

Thus, (6.51) is an immediate consequence of Lemma 6.1. This completes the proof of Propo-
sition 6.11. U

We obtain the following corollary for the one particle density matrices of (V.
Corollary 6.12. Under assumptions of Proposition 6.11, one has
hess = =2, = 0 (7).
Corollary 6.12 is an immediate consequence of (6.50) and
Lemma 6.13. Let 1), ¢ € L*([0,¢]) A L*([0,¢]) be two normalized two-particles states. Then

I — sl < 4l1Y — 4]
Proof of Lemma 6.13. For ¢ € L*([0,¢]) A L*([0,¢]), consider the operator A, defined as

(A f)(x) = / o, y) f(y)dy.

Note that A, is a Hilbert-Schmidt operator and ||A,|2 = ||¢|| and the one-particle density
matrix of ¢ satisfies v, = 247 A,. Thus, for ¢, ¢ as in Lemma 6.13, we obtain

e = sl = 211 A3 Ay — AGAu [l < 2 (AL 121 Ay — Agll2 + 147 — A2l Agll2) < 4lle — o]l

This completes the proof of Lemma 6.13. U
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6.2. Electrons in distinct pieces. In the present section, we assume that U satisfies (HU)
(see section 1.1); thus, it decreases sufficiently fast at infinity (roughly better than %) and
is in L? for some p > 1.
Let the first piece be Ay = [—¢,0] and the second be Ay = [a, a+ f5]; so, the pieces’ lengths
are {1 and {5, while the distance between them is denoted by a. As for the one-particle
systems living in each of these pieces, we will primarily be interested in the following three
cases:
(a) the interaction of two eigenstates of the one-particle Hamiltonian on each piece, i.e.,
following the notations of section 6.1, of goiAl and gij2,
(b) the interaction of a one-particle eigenstate with a one-particle reduced density matrix
of a two-particle ground state, i.e., gpiAl with Tk,

(c) the interaction of two one-particle density matrices, i.e., Yei, and Yey, -
1 2

We observe that for a one-particle eigenstate in a piece of length ¢, the following uniform
pointwise bound holds true:
2

||¢f0,e} [0 < 7 (6.53)

For the one-particle reduced density matrix we establish the following estimates.

Lemma 6.14. Let ¢ € L*([0,4]) A L*([0,4]) be a two particle state and v¢(x,y) the kernel
of the corresponding one-particle density matriz. Let p € N. Then, ¢ € HP([0,]?) implies
e € HP([0,4]%) and

17l < 411C]| o (6.54)

In particular, unconditionally |||z < 4.

Proof. First recall that

¢
o) =2 [ G2 ()
0
Then, one differentiates under the integration sign to get

oP

l
S =2 [ ot 0 02

This in turn implies by the Cauchy-Schwarz inequality that
2

o 2 ¢
— :4/ / ((x,2)("(y, 2)dz| dzdy
| | [ e
s 4/ |02¢ (2, 2) [P - ¢y, 2] dedydzdz’ = 4 ||9BC[%.
(0,44
which proves (6.54). 0

Lemma 6.15. Let ( = (&)% be the ground state of a system of two interacting electrons in
[0,4]. Then, ¢ € H'([0,0)?) and there exists a constant C' > 0 independent of ¢ such that

IClm < C/VE. (6.55)

Proof. We use the construction of the proof of Proposition 6.11. Then, employing the same
notations, for the problem scaled to the unit square one has

gb(()]Z :0@04'57
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where ¢ is the ground state for a system of two non-interacting electrons, |o| < 1 and
gb 1 ¢o. Obviously, ¢y € HP for all p € N. Moreover, according to (6.52),

9l = |[(Fy + UL — BE) ' Uhaso | < || He + UL, — B

<o =7

[| 7S od0
L2 H! ” 0012

(U090l

L2—H?!

Arguing as in section 6.1, one can prove that
U ob0]| o < || U 0|, < CVE

and (Hy — EYV" )~ is a bounded operator from L2([0,1]2) to H'([0,1]2) because H is just
a part of —/A\, acting in a subspace of functions orthogonal to ¢y and the bottom of its
spectrum is separated from E{ ‘. Thus, we proved that

18]l < CVE
which immediately implies
65"l < CVE

Scaling back to the original domain [0, £]? yields (6.55) and completes the proof of Lemma 6.15.
U

Corollary 6.16. Restricted to the diagonal, the kernel of the ground state one-particle den-
sity matriz x € [0,0] — v¢:(z,z) is a bounded function; more precisely, there exists a constant
C > 0 such that

17ell 2os 0.0y < C/ L. (6.56)

Proof. Remark first that, as ( satisfies Dirichlet boundary conditions, so does the kernel
(z,y) = vc(x,y). Using anti-symmetry, we compute

/Oxjt[%(tt ‘ ‘Im (/ / A,C(t, )¢ tm)dmdt)‘ (657)

< 4)10:¢l1z2 - [1€llze < 4lCI7n

Combining this with (6.55) gives (6.56) and completes the proof of Corollary 6.16. O

e (7)) =2

Having now pointwise bounds (6.53) and (6.56), we estimate the interactions in each of the
three cases described in the beginning of the current section. We will also obtain different
bounds for close enough and distant pieces A; = [—¢1,0] and Ay = [a,a + 5], i.e., we will
discuss different bounds depending on whether a is large or small.

For the case (a) of two interacting one-particle eigenstates we prove the following two esti-
mates. For long distance interactions, i.e., when a is large, we will use

Lemma 6.17. Suppose U satisfies (HU). Then, for Ay = [—{1,0] and Ay = [a,a+ ls], one
has
2037 (a)

max(ly, l2) (6.58)

sup / Ule — )loh, (@) - |oh, () Pdady <
Al XAQ

i’j

where Z is defined in (1.26).
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Proof. Let us suppose without loss of generality that A; is the larger piece, i.e., {1 > /5.
Then, using (6.53) and the fact that the functions (gpiAj)m are normalized, we compute

4 pla ] ) 2 o pla )
(/ / U@+y+amﬁxwﬁ-W&@mmﬂm<ZL/ / Uz +y + a)|gh, (y)Pdedy
0 0 0 0

2 “
< — sup/ Ulx+y+a)dx

61 ye 052]
2 [T

< — U(z + a)dx
41
2 3

=—a Z( ), a— +00.
41

This completes the proof of Lemma 6.17. O

On the other hand, for close by interactions, i.e., a small and low-lying one-particle energy
levels the following lemma gives a more precise estimate.

Lemma 6.18. Suppose U satisfies (HU). Let (i,7) € {1,2}%. Then, for any ¢ € (0,2) and
Ay = [—01,0] and Ay = [a,a + ls], one has

~ - ~2(0
— )k, (@) - @, (y)[Pdady = - (6
/AlXA2 U(l’ y)|(70A1 (.ZU)| |S0A2(y)| ray O <maX(£1,€2)2 miﬂ(€1,€2>2_8) (6 59)

If Z(a) = O(a™®), a — +o00, then e can be taken to zero.

Proof. As in the proof of the previous lemma we suppose that ¢; > ¢,. If j € {1,2} then

2 . (mix 2 7|z

— — ) < 6.60
VA$H<&)' Vi o (6:00)
and the same type inequality holds for @AQ (y). Then, using (6.60) and (6.53), we compute

bl ' ) C bl
/ / Uz +y+a)lpa, ()] - ¥, (y)[?dzdy < M—;‘E / / Uz +y + a)ry* dady
0 Jo 12 0o Jo

Cy
SR

+oo
6252 — / / (s+a)(s+1t)(s —t)=dtds

< - U(s)s*¢ds.
7]

It is now only left to prove that (HU) and (1.26) imply that the last integral converges and
is O(a=¢Z(a)). Therefore, we note that

oA, (2)] =

/ Uz +y + a)ry' dady

+oo ontly ontly
/ s57cds = Z/ s37¢ds < Z 2" a) / U(s)ds
a 2"q
o I 6.61
<22 Z 27 (2”&)3/ U(s)ds =2%¢a"¢ Z 277 (2"a) (6:61)
n=0 2"a n=0
< Ca*Z(a).

If Z(a) = O(a™), i.e., if there exists § > 0 s.t. Z(a) = O(a™°) for a — +o0, then, the sum
in the second line of (6.61) converges for ¢ = 0.
This concludes the proof of (6.59). O
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Let us now pass to the case (b) of one-particle eigenstate interacting with a one-particle
density matrix of a two-particle eigenstate. For large a, we prove

Lemma 6.19. Suppose U satisfies (HU). Then, for a sufficiently large, one has

4a=37(a)

7 (6.62)

sup/ Uz = )|, (@) -7 (y,y)dzdy <
A1><A2 2

2%
Proof. The proof follows that of Lemma 6.17. The only change concerns the replacement of
the fact that o) is normalized, fA |g0A2( )?’dy = 1, by the fact that the trace of Ve I8

equal to 2. O
For a small, we prove

Lemma 6.20. Suppose U satisfies (HU). Let i € {1,2}. Then, for any ¢ € (0,2),

[ Ul @ g wdedy = 0 (6576 2(a). (6.63)
Al XAQ 2
If Z(a) = O(a™®) as a — +o0, one can choose ¢ = 0.

Proof. As in the proof of Lemma 6.18 mixing once more (6.53), (6.56) and (6.60), we obtain

Y4 Y4 l l
1 2 ; C 1 2 e
| [ ve sy ol @ sty < o [0 [T UG+ ot dny
o Jo A2 070 Joo Jo

Cl +o0o +o0o )
+o0 .
(s +t)=~°dtds
G %1/ ? / /

< / U(s)s*<ds
lin %5/ 2 Ja
< CyaZ(a)
Gy
This completes the proof of Lemma 6.20. U

We are left with the case (c) of two interacting reduced density matrices. We do not make
the difference between close and far away pieces in this case.

Lemma 6.21. Suppose U satisfies (HU). Then, there exists C' > 0 such that

sup/ Ul —y)v (z,2) - Vel (y,y)dzdy < C€;1/2€2_l/2 min(1,a *Z(a)) (6.64)
Al XAQ 1 2

2

Proof. Using (6.56) one obtains

L I3
Y e 4 /
+y+a)y. , j ,y)dedy < U(x +y+ a)dad
/O /0 U(:U Y ) CAl(x $)74A2(y y) ray rl% ) (513 Y ) ray

+o00
U(s + a)sds

/AN
j@

010,

0
02 /+oo </+oo >
< U(s)ds | dt
\/£1£2 a t ( )
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Thus,
Csmin(C,a?Z(a))
Vil
+oo +oo
where the last equality is just (6.61) for e = 2 and C := / (/ U(s)ds) dt < +o0.
0 t
This completes the proof of Lemma 6.21.

1 ')
[ [ vty ang, g sy <
0

Finally, we give estimates for the case of compactly supported interaction potential U. We
prove

Lemma 6.22. Assume that U has a compact support. Then, there exists C' > 0 such that,
fori>1 and j > 1, one has
[min(7, £1) min(7, 62)]2

Gt '

Uiz, b)) < C -

Proof. Due to the anti-symmetry of the functions (¢ ;) )i, it suffices to compute the scalar
product on [—¢1,0] X [a,a + ¢5]. Thus,

1
({UdGij), Pag) < Sup / Uz +y+a)
|a|<diam(supp(U)) 4t1+2 J[0,61]x[0,£2]

X sin® (%) sin? (Jg;/) dxdy

[min(7, 1) min(7, 42)]2

< C(U) BT
where
CU) == ! sup / Uz +y+a)(1+ 2%)(1 + y*)dzdy.
2 g<a<diam(supp(U)) JR+ xR+
This completes the proof of Lemma 6.22. O

Proposition 6.23. Consider a system of two interacting electrons, one in [0, 1], another
in [l + 1,01 +r + ls] with r < Ro. Then, the ground state energy of this system has the
following asymptotic expansion

2

1 2

Proof. Obviously, the energy of this system is greater than the energy of the system without
interactions that is given by the main term of (6.65). Taking the ground state of a non-
interacting system as a test function and using Lemma 6.22 to estimate the quadratic form
of the interaction potential, gives the upper bound and, thus, completes the proof. O

pe
6.3. The proof of Lemma 4.11. Recall that EU denotes the n-th eigenvalue of — Z e
X

q
Z U(zg — x;) acting on /\ L*([0,£]). Rescaling as in section 6.1.1, we need to study the
1<k<lI<q =1
case ¢ = 1 and prove that, in this case, there exists C' > 1 such that, for n > 2 and U’ given
by (6.1), one has

EUZ EUZ ].

o ok (6.66)
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Indeed in Lemma 4.11, the length /¢ is assumed to be less than 3/,,.

As ¢ < 3, the same computations as in the beginning of section 6.1.1 show that Eg i satisfies,
for some C' > 1, for ¢ large,

: C

By < By + (90, U'o) < Ef, + - (6.67)

On the other hand, for some C' > 1, one has

2
Ut 0 0
By, > B}, > By + .

Plugging (6.67) into this immediately yields (6.66) and completes the proof of Lemma 4.11.
]

APPENDIX A. THE STATISTICS OF THE PIECES

In this appendix, we prove most of the results on the statistics of the pieces stated in
section 2.2.

A.1. Facts on the Poisson process. Let II be the support of du(w), the Poisson process of
intensity 1 on Ry (see section 1). Let IIN[0, L] = {z;; 1 <i < m(w)—1} (where z; < ;41).
Then,

k

PGHIIN [0, 1) = ) = e P,

The following large deviation principle is well known (and easily checked): for any f €
(1/2,1), one has

keN. (A1)

P(|#(TIN[0,L]) — L| > L) = O(L™). (A.2)
The points (2;)1<i<m(w)—1 partition the interval [0, L] in m(w) pieces of lengths A,.
For L > 662, one has
P(3i; |A;| > log Lloglog L) (3n € [0, L) NN; #[IIN (n + [0,log Lloglog L/2])] = 0)

6—1ongoglogL/2 — O(L_OO)

P
L

NN

This proves Proposition 2.1.

A.2. The proof of Proposition 2.2. Consider the partition of [0, L] into pieces (see sec-
tion 1). For a,b both non negative, let now Xjo 1) to be the number of pieces of length in
la,a + b]. We first compute the expectation of Xy /L, that is, prove

Proposition A.1. For L > a+ b, one has

Xon| _a o e ((at+bet—a) a b a+b
E[T}—e (1—e”)+ 7 =e (1—Z>—e 1-— )

Proof. Let II be the support of the support of du(w), the Poisson process of intensity 1 on
R, (see section 1). Then, one has

Xo =Y _ GIIN[, X))
Xell
where the set-function G is defined as
1 if the distance from X to the right most point
G(IIN[0,X)) = in {0} U (ITN [0, X)) belongs to [a,a + b], (A.3)
0 if not.
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The Palm formula (see e.g. | , Lemma 2.3 ]) yields

E(Xp0.) = /0 _EC@AW.2)de

Now, let £ be an exponential random variable with parameter 1. As the Poisson point
process has independent increments, one easily checks that
e @ (1—e_b) ifx>a+b,
E[G(IIN[0,z))] = P (min(z,&) € [a,a + b)) =  e™@ if z € la,a+0b], (A4)

if z < a,

Hence,

a+b a
E(Xj) =€¢*(1—¢) / dx—l—e“b/ dz—e (1 —e") / dr = e *(1—e ") L—R
0<z<L a 0

where
R=c¢"(a+0b)e—a). (A.5)
This completes the proof of Proposition A.1. U

Let us now prove Proposition 2.2. Therefore, set M := e¢~%(1 — e~?) and partition [0, L] =
U/, 3¢, (7 + 1){] so that J < L¥ and £ < L' for some v € (0,1) to be fixed. As (a,b)
(ar,br) € [0,log L - loglog L]?, one then has
J
Xoo = Y Xyegrva| < 2J. (A.6)

j=1

Moreover, the random variables (£7' X[y, j+1)q)1<j<s are independent sub-exponential ran-
dom variables. Indeed, X 1) is clearly bounded by #(II N [0, L]), the number of points
the Poisson process puts in [0, L] and L™'#(I1 N [0, L]) has a Poisson law with parameter

1. We want to use the Bernstein inequality (see e.g. | , Proposition 5.16]). To esti-
mate ||~ X[je,+1)g H\Dl (see e.g. | , Definition 5.13]), we use this bound and the Stirling
formula to get, for p > 1,
kP E k:pé
B (| Xpeinal) < 30 < Z 2
k>1 k>2p
kP fp pk—p
<oy
—n)!
k>2pk (k—p+1)(k—p)
(k+p)? k!
< (2p)? + P max —————— < (2p)P + (el)?.
(2p) B )] (2p)" + (ef)
Hence, for ¢ > 1
I Xgegmalle, = 1 Keonale, = 55w ¢/B (Ksegenal)
G+ || g, / [e.G+DA || g, / >l?p 34, (j+1)4]
< 2P —I— ep 2 o<
e T ST

Thus, the Bernstein inequality, estimate (A.6) and Proposition A.2 yield that there exists
k > 0 (independent of a, b) such that, for « = a(L) > 2(R+2)/{¢ (here, R is given by (A.5)),
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one has
Xo,z)  Xyogeng — EXpeg+nal R+2
P22 o) <P ’ , S P
(55— 5] < (35 Feome] .
< QefnazJ'

To obtain Proposition 2.3, it now suffices to take « = L#~! and (3,v) € (0,1) such that
1—-pg<1—wvand2(8—1)+ v > 0; this requires 5 > 2/3.
The proof of Proposition 2.2 is complete. Il

A.3. The proof of Propositions 2.3 and 2.4. For any a,b,c,d, f,g all positive, define
now Xjo,z) to be the number of pairs of pieces such that

e the length of the left most piece is contained in [a,a + b],
e the length of the right most piece is contained in [c, ¢ + d],
e the distance between the two pieces belongs to [g, g + f].

Again, we first compute the expectation of X /L, that is, prove

Proposition A.2. For L>a+b+c+d+ f+ g, one has

X
E{'_[E’L]]Zfe—a-cu_e—b)u—e-dw% where |Ry| < fe"0(AT)

Proof. Recall that IT denotes the support of du(w), the Poisson process of intensity 1 on R.
Then, one can rewrite

X[O,L] = Z 1g<Y—X<g+fG(H N [Oa X)) H<H M (Y7 L])

(X,Y)el?
X<Y

where the set-functions G and H have been defined respectively by (A.3) and

1 if the distance from Y to the left most point
HIIN(Y,L]) = in {L} U (IIN (Y, L]) belongs to [c, ¢+ d], (A.8)
0 if not.
The Palm formula, thus, yields

E(Xjou) = [ oy ,ep EIGUN[0,2))HIIN (y, L])] dudy
g<y—<g+f

= E[G(IIN[0,2))]E [H(IIN (y, L])] dzdy
0<z,y<L
g<y—a<g+f

as the random sets II N [0, z)) and I N (y, L]) are independent.
As in (A.4), one checks that

e_c(l—e_d) ify<L—c—d,

E[H(IN (y, L)) = P(min(L -y, €) € [e,c+d]) = { e ify e L—lectd,
ify>L—c.
Hence,

g<y—x<g+f

=fe " (1—e(1—e )L+ R,y
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where, respectively, R; < e "¢ and
Ry < R:=e (1 + f*+ fg). (A.9)
This completes the proof of Proposition A.2. U

Let us now prove Proposition 2.3. We want to go along the same lines as in the proof of
Proposition 2.2. Therefore, we set M := fe 27 ¢(1 — e °)(1 — e~ %) and partition [0, L] =
Uf_ol¢, (j 4+ 1)€] so that J < L” and £ =< L' for some v € (0,1) to be fixed. For the same
reasons as before, the random variables (£~ X4 j+1)q)1<j<s are independent sub-exponential
random variables.

We now need a replacement for (A.6). Therefore, we set

re=1l+a+b+c+d+f+g (A.10)

and, for 0 < 7 < J, we let

e Y, be the number of pieces in the interval (j + 1)¢ + [—r,0] of length in [a,a + b] ,
e Z; be the number of pieces in the interval j¢ + [0, 7] of length in [c, ¢ + dJ.

Then, we have

J J J J J
~ K ViKY 7 < Xpw = ) Xjegrog S Ko ) Y+ KoY 7 (A.11)
=0 =0 =0 =0 =0
where we have set
Kom1+159 and k=14 159 (A.12)
a C

Indeed, if a pair of pieces counted by X|o 7} does not have any of its intervals in any of the
(j€ + [=7r,7])1<j<s, then the convex closure of the pair is inside some j¢ + [0, ¢], thus, the
pair is counted by X[ (j+1)q. This yields the upper bound in (A.11) as, any given interval
is the left (resp. right) most interval for at most 1 + (f + g)/c (vesp. 1+ (f + g)/a) pairs
satisfying both the requirements on lengths and distance. The lower bound is obtained in
the same way.

For L sufficiently large, the random variables (Y;)1<;j<; and (Z;)1<;j<s are i.i.d. sub-exponen-
tial. Thus, applying the Bernstein inequality as in the proof of Proposition 2.2 yields that,
for some constant x > 0 (independent of (a,b,c¢,d, f,g)) and 5 € (2/3,1), with probability
1—-0(J°)=1—0O(L™), one has

J-1
Z Y; < kJ(e*+ J°Hr and Z Z; < k(e 4+ JF (A.13)
j=1 =0

Now, we can estimate Hé‘lX[jgy(jH)g] H\Pl as in the proof of Proposition 2.2. Thus, the Bern-

stein inequality and Proposition A.2 yield that, for some x (independent of (a, b, c,d, f,g)),
for v € (2/3,1) and ¢ < L'7¥, with probability 1 — O(L~°), one has

ZXU&(J'H)@] ol < i)
o ST

Taking (A.11) and (A.13) into account, we get that, for some x > 0 (independent of
(a,b,c,d, f,qg)), with probability 1 — O(L~>°), one has

< KR + (Kpe @+ Kee ¢+ (K, + KC)Jﬁ_l)'I“.
14
This proves (2.5) where the constants are given by
R(a,b,c,d, f,g) = kr (R + Ke "+ Kce_c) and K(a,c, f,g9) = (K, + K)r  (A.14)

M

X
L
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(see (A.9), (A.10) and (A.12).)
The proof of Proposition 2.3 is complete. U

The proof of Proposition 2.4 is identical to that of Proposition 2.3: it suffices to take b =
d = 4oc.

A.4. The proof of Proposition 2.5. This proof is essentially identical to that of Propo-
sition 2.3. Let us just say a word about the differences.

For ¢,¢',0",d > 0, let now X[ z) to be the number of triplets of pieces at most at a distance
d from each other such that

e the left most piece is longer than ¢,
e the middle piece is longer than ¢,
e the right most piece is longer than ¢”.

Then, one has

Xou= Y, Lo<y_x<aG(I10 [0, X)) K(ILOV (Y, W) H(IL (2, L])
(XY, W,2)ell* g7 w<d
X<Y<W<Z

where the set-functions G and H have been defined as

1 if the distance from X to the right most point
G(IINI0,X)) = in {0} U (ITN[0,X)) belongs to [I, +00),
0 if not,

1 AfIIN(Y,W) =0,
0 if not,

1 if the distance from Z to the left most point
HInN(Z L)) = in {L} U (ITN(Z, L]) belongs to [I”,+o0),
0 if not.

Following the proof of Proposition A.2, one proves

Proposition A.3. For L sufficiently large, one has

X !/ s R ! 1!
E | 204 | _ g2,—t—0— + 2L here IR.| < et
L L
One then derives Proposition 2.2 from Proposition A.3 in the same way as Proposition 2.3
was derived from Proposition A.2.

A.5. The proof of Proposition 2.6. First of all, let us note that a piece of length [ in
[klg, (k+1){g) generates exactly k energy levels that do not exceed E. To count the energies
less than E, we are only interested in intervals of length [ larger than /g. Other intervals do
not generate any energy levels we are interested in. Thus, by Proposition 2.2, for g € (2/3,1),
we obtain that with probability 1 — O(L~°°), the number of intervals generating k energy
levels below energy E is

L(efka _ 6*(k+1)fE) + L'BRL Where ’RL’ < 3 (A15)

where O(+) is uniform in k.
Let my = log L - loglog L. By Proposition 2.1, with probability 1 — O(L~>°), for L large,
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one computes

mL/fE 1
E

[mL/fE]

_ —kt [my/lE] —148
= Z e ke _ e e in +mypL Ry

k=1
+oo iy
=D M b mp L (R 1) = s m LT (R + 2).
k=1

Thus, decreasing 8 above somewhat, with probability 1 — O(L~°), for L sufficiently large,

one has
e te

NP(E) - L7158, (A.16)

1—ete| ™

This proves (2.6). Using the fact that E + NP(E) is monotonous and the Lipschitz con-
tinuity of £ — N(FE), (A.16) yields that, for £y > 0, with probability 1 — O(L~*), for L
sufficiently large, one has

e le

B -

sup < LA (A.17)

E€[0,Eo]

The formulas (2.8) and (2.9) for the Fermi energy and the Fermi length follow trivially. This
completes the proof of Proposition 2.6.

APPENDIX B. A SIMPLE LEMMA ON TRACE CLASS OPERATORS

The purpose of the present section is to prove

Lemma B.1. Pick (H,(:,-)) a separable Hilbert space and (Z, i) a measured space with p
a positive measure. Consider a weakly measurable mapping z € Z — T(z) € &1(H). Here,
S1(H) denotes the trace class operators in H, the trace class norm being denoted by || - ||
Assume

/Z 1T lwduz) < +oc. (B.1)

Then, the integral T := /T(z)du(z) converges weakly and defines a trace class operator

that satisfies z
| TGautz)
z

Proof. By assumption, for (¢,1) € H?, one has z — (T(z)p, ) is measurable and bounded
by z — ||T(2)|l«:||¢|||]2]] which by (B.1) is integrable. It, thus, is integrable and one has

[a@evan)| < [ (0@l du < [ 1T dut) el 191,

1Tl = \

< / 1Tl ndn(2). (B.2)

Thus, the operator T' := / T(z)du(z) is well defined by
z

(T, ) = / (T(2), ) dul2).
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and bounded.
Let us prove that it is trace class and satisfies (B.2). Let (¢,)n>1 be an orthonormal basis

of H. Then,
{Ton, ¢n)] /| 2)Pn, Pn)| dp(z).

Thus,

S 1 Tenin < [ (D ons ) )dﬂ(2)< S IT@ (o)

n=1

Taking N — +oo proves that, for any orthonormal basis of H, say, (¢n)n>1, one has

+o0
S 1Tenenl < [ TG udu(z) < +oo.

Thus, T is trace class (see e.g. [ ]) and satisfies (B.2). This completes the proof of
Lemma B.1. U

APPENDIX C. ANTI-SYMMETRIC TENSORS: THE PROJECTOR ON ANTI-SYMMETRIC
FUNCTIONS

Pick ¥ € L*(A™) and let 11 : L*(A™) — A" L?(A) be the orthogonal projector on totally
anti-symmetric functions. Then,

(W)@ == S sgo-W(on)

n!
o permutation
of {1, n}
where, for © = (z1,- -+ ,2,), 0 = (Z50), "+ , To(n)) and sgn o is the signature of the permu-

tation o.
Hence, if n = Q1 + -+ + @y, and, for 1 < j <m, p; € /\Qj L*(A;), we define

([e1) Aee[m(@2)] m(@) e

I, <(§)s@j> :% > seno <(§s@j> (o)

o permutation
of {17 7”}

and compute

" o permutation Jj=1
of {1,,71}
where
Lo(Q;) = (‘(L'U(Q1+~"+ij1+1)v T 7I‘U(Q1+"‘+Qj71+Qj))7

Qj={Q1+ - +Qj1+1- Q1+ +Qj1+Q;}
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nl - I (é) goj) = > Y seno (ﬁ soj(ra@j)))

|Aj|=Qj, V1<j<m o permutation j=1
AlUUAnL:{l, ,n} Of{l’ 7”}
AjNA, =0 if j£5 st Vi, 0(Qj)=A4,

_ 3 S (sgn o ﬁ sgn a|Qj> <H o’ (m))

|A;]=Q;, V1<i<m o permutation j=1 J=1
A UAp—{ T} \  of {1}
AjNA;=0 if j#5' s.t. Vi, 0(Q;)=A4;

:HQj! Z e(Ay, -+, Ap) (H‘Pj(xAj))

|4;|=Q;, V1<j<m Jj=1
AjU-UA={1,-,n}
AjNAy=0if j£5

where we recall that (A4, - -+ , A,,,) is the signature of o(Ay, - - - , A,;,) the unique permutation
of {]_, st 7TL} such that, if Aj = {aij; 1< < Qja Qi 5 < Qg for 1; < 12} for 1 LJ<m then
o(aij) = Q1+ +Qj1 +i.

As A;NAg =01if j # k, one has

Z (AL, Ap) (H@j(xf‘j)> = H H('OjHZ Z 1

[A;|=Q;, Y1<j<m Jj=1 |A;|=Qj, V1<i<m
AU-UAmy={1, n} ALU-UAmy={1, n}
A;NAL=0 if 7 A;NA=0 if 25

n! - 12
= —_— J .
Nt 10

J=1

Hence, by (C.1), we get

</\ SOJ) (z) = l_IFn—1|QJ Z e(Ay, -, Ap) (H SDJ(SCAJ-)> . (C.2)

Jj=1 |4;=Q;, V1<i<m J=1
A1U-UA,={1, ,n}
AjNA;=0 if j#5'

APPENDIX D. THE PROOFS OF THE PARTICLE DENSITY MATRIX REDUCTION THEOREMS

We shall now prove Theorem 4.2 and Theorem 4.4. They will follow from direct compu-
tations.

D.1. Proof of the one-particle density matrix reduction, Theorem 4.2. First, by
the bilinearity of formula (1.19), one has

1 BN ¢!
W =nd Y alevgn (D.1)

Q occ. Q' occ. Q'
neN™ p/cN™
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where the trace class operator 78’)”,@/7”, acts on L*([0, L]) and has the kernel

1
V(Q)n (@,9) / L/\ SOQJ m] T,z [/\ SOQ' ] Y,z
Q/ =/ 0 L]n 1 .

Recall (C.2), that is, in the present case

[/\ @éjm,j] (Zl7 29yt ,Zn)
=1

=c(Q) - Z g(Ay, -+, A H ¢Q7 ((z1)ien,;) (D.2)

[Aj|=Qj, Y1<i<m
ApUeUAm={1, n}
A NA; =0 if j#7

where

o c(Ay, -, Ay)isthesignature of o(Ay, - - - , Ay, ), the unique permutation of {1,--- ,n}
such that, if A; = {a;;; 1 <1< Q;}for 1 <j<mtheno(a;) =@+ +Q-1+1,
e and ¢(Q) is such that || A; g . || =1ie.

[T Q)
Q) = L'] (D.3)
n!
Thus, by (1.19), one has
7%)@ (2, y)
gr oy SO (), (A)) (DAY
C(Q)C<Q) IAl:Q v1<]< ‘A/| Q/ V1<5<
g m SIsm
AU-UA,={1,- n}A’U UA’ r={1,,n}
AjNA; =0 if j#5' A/ NAY =0 if j#j’
where

I(A, AY) = I((A)); (A7);)

/ [H gOQJ n] ZGA )SDQ’ ! ((yl)leA;.> B dﬂ?g <o diL‘n <D5)
o =
zj=y; if j>2

To evaluate this last integral, we note that, for any pair of partitions (A;); and (A); (as in
the indices of the sum in (D.4)), if there exists j # j’ such that A; N A% N{2,--- ,n} # 0,
then the integral I(A, A") vanishes.

Now, note that, if d;(Q, Q") > 2, then, for any pair of partitions (A;); and (A});, there exists
j # j' such that A;N AL N{2,-- ,n} # (); thus, the integral I(A, A") above always vanishes
and, summing this, one has

Yo =0 if d(Q,Q)>2
Q/7ﬁ/
So we are left with the case Q = Q" or d1(Q, Q') =

Assume first Q = @Q'. Consider the sums in (D.4). If 1 € Aj, and 1 ¢ A}, then, as Vj,
| A% = |A;], there exists a € A = A’ N{2,---,n} and j # jo such that o € A;. That is,
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there exists j # j' such that A; N A% N {2,---,n} # 0, thus, the integral I(A, A’) vanishes.
Thus, we rewrite

)

Y f(m Y)

zm: Z Z (=)A= (A, AT

jo=1 1e4y, leA’
QRjo=1 4;=Q;, V1<j<m A |= QJ()
AU UA,={1, ~-,n}A, 0

AjNA;=0 if j#5' A if j#jo <D6)
=2 2 1w
jo=1 1€4;,

Qjo=1 |A;1=Q;, V1<]<m
AU UAm={1, n}
ANA;=0 if j#£5'

where, using the support and orthonormality properties of the functions (wgm)lgn, one com-
putes

o Jo Jo
I(A) = ( /A @1 PQigmig (B %) 0t (¥ ) H / 2 o,y ()P, Gy (2)d2
b J Jo
= H 571]:713 ’ (/ Qjo—l ()08307’”']‘0( )SOQJO’ (y7 )d ) *
J#Jo Bjo
As

(n - 1)!Qj0

#{(A])Jv 1€Aj07 \V/j, ‘AJ|:Q]}: Hm Q"
j=1 s

by (D.3) and (D.6), one computes

'YQ,E(%ZJ) - Z 7 AQJ.,1 SOQJ,TLJ( )(;OQ TL y, dZ H 6,”] n — E E ,-)/ QJ
Qn é':>11 J J#jo Qy nj,n
VS

We now assume that d;(Q,Q’) = 2. Thus, there exist 1 < iy # jo < m such that Q;, > 1,
i = Qip T 1, Qj, = Q) + 1 and Q = Qy, for k & {io, jo}-

Consider the sums in (D.4). If 1 ¢ Aj, (or 1 € Aj ), then as |4} | = Q) = Qj, — 1, there

exists « € A;; = Aj, N {2,--- ,n} and i # jo such that o € Al. That is, there exists j # j’

such that A; N A% N {2,--- ,n} # 0, thus, the integral /(A, A’) vanishes. The reasoning is

the same if 1 ¢ Aj . Moreover, if 1 € Aj; and 1 € A , then, as in the derivation of (D.6),

we see that (A, A’) = 0 except if A; = A’ for all j & {io, jo}. Therefore, if d;(Q,Q") = 2

we rewrite

1
W(Q)E( z,y)
L YD S E S
Jo,io=1 1ed;, Al —{l}UAiO <D7)
i07#j0 |Al| Qy, V1<]<m / _ JO\{l}

=1 4;
o7+ A1U--UAm={1,,n} 0‘
Aj ﬂA =0 if j#£5' A Aj if j¢{io.jo}
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For such (A;); and (A);, one has (—1)F(AD+=((45) — 1 and we compute

n _— Jo Jo
I<A7A) —Agjol QDQjO’njO(:C’Z)(ijO_l’ngo(Z>dZ
" | | (D.8)
I IRCE I TET |

io j&{io.jo}

with the convention described in Remark 4.3.
The number of partitions coming up in (D.7) is given by

3 3 Lo (n= @y — Qio 1)!1@ig!Qjo!

1eAy, Al ={1}UA;, Qul - Quit
| Ai|=Qu, V1<J<m ’ 1
AU UAm={1, --,n}A JOA f%\{{} )
AjNA ;=0 if j#5 1 J%1%0,30

Plugging this and (D.8) into (D.7), we obtain (4.5). This completes the proof of Theorem 4.2.

D.2. Proof of the two-particle density matrix reduction, Theorem 4.4. Theorem 4.4
follows from a direct computation that we now perform. First, by the bilinearity of for-

mula (1.20), one has
n — 1 7
n = LSS %@, (D.9)

Q occ. Q' occ. Q'
neN™ 7/ cN™

where the trace class operator v(é)ﬁ acts on L?([0, L]) A\ L*([0, L]) and has the kernel
Q/,ﬁ/

) )
V(Q),ﬁ (:Cv xla Y, y/) = / Spé?j,nj (l’, Z,/’ 23y 7271)
Q’7ﬁ’ [O,L]"72 =1

[/\ 90233771;] (y> yla 23y ,Zn>d23 e dZn. (DlO)
=1

By (D.2), one has

2
’7/(Q)ﬁ (CE’, xl7 ya y/)

o _ Z Z (—1)=(ADF=(A (4, A") (D.11)

/
C(Q)C(Q) |A;|=Q;, V1<i<m |A" Q’ vigj<m
AU UA={1,-- m}A’u LA m={1,+n}
AjNA;=0 if j#j5' A’mA’,-@ if j#5’
where
I(A, A / L , dry--dr,. (D.12
I( o HQDQW] leA )SOQ ((yl)leAJ) o1=s, 2=’ 3 n ( )
=y, y2=y’
x;=y; if j>3

To evaluate this last integral, we note that, for any pair of partitions (A;); and (A}); (as in
the indices of the above sum), if there exists j # j" such that A; N A% N{3,--- ,n} # (), then
the integral I(A, A’) vanishes.

Now, note that, if d,(Q, Q') > 4, then, for any pair of partitions (A;); and (A});, there exists
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j # j' such that A;N A% N{3,--- ,n} # 0; thus, the integral I(A, A") above always vanishes
and, summing this, one has

Yo =0 if  d(Q,Q) > 4.
Q/7ﬁ/

So we are left with the cases Q = @', d1(Q, Q') =2 or d1(Q, Q") = 4.

Assume first Q) = Q'. Consider the sums in (D.11). If {1,2} C A;,UA;, and {1,2} ¢ A} UA}
then, as Vj, |A}]| = |A;], there exists a € (A] U A’ )N {3, - ,n} and j & {io,jo} such that
a € Aj. That is, there exists j # j' such that A; N A% N {3,--- ,n} # 0, thus, the
integral (A, A") vanishes. Moreover, if {1,2} C Aj, and {1,2} ¢ A} then, there exists
a € A N{3,--- ,n} and j # jo such that a € Aj, thus, the integral I(A, A’) vanishes.
Thus, we rewrite

Vo (.2 y,y)

R VDD > (4, )

io,jo=1  {1,2}CA;;UA; , {1,2}CA} UA’
. 0 Jo

[Ai[=Qu, Y1<j<m 1AL |=Q4,
AU UApm={1, ,n} 0

e gLl |A/' [=Q;
A;NA =0 if Jo J0
A =IIET e dettio.do) (D.13)
m
D DD DR (TR DI DR €
Jo=1 {1,2}CA]'0 10#£J0 1€A;,, 2€4;,
Qio>2 |A;|=Q;, V1<j<m Qig>1 |4;1=Q;, VI<i<m
A1U--UApm={1,- n} Qjp=1 AjU-UA,={1,- n}
A;NAL=0 if j£5 A;NAL=0 if j£5
where
o , 20 i0
J(A) T H 6”]':"1' (/AQiol (‘OQiomiO (:C, Z)SOQio,n’iO (y7 Z)dz
jg{iov.jO} )
. Jo VA AWIN 1) 1o /
AQjOI QDQjoanjo (I » 2 )QOQjO,n;O <y ) 2 >dZ
Jo
_ Jo Jo /
AQjOI gOQ]U’”]'() (I7 z>S0Qj0,TL;0 (y ’ Z)dZ
Jo
] /A i /
. /Qio1 9081’0””0 (I 12 )wgio’ng (y’ Z/)dZ
Aio 0
o Jo ! jo
/Agjol gOQjoanjo (l’ ’ Z)('OQjO,nQO (y7 Z>dz
Jo
] / i /
3 R N s PO
Aio 0
Jo Jo
+ /Agjol (ij()’njO (.73, Z)SOQJ'O,TL;.O <y’ Z)dZ
Jo
] /A i /
: / 01 PQiganig & 2 )PG, (Y, Z’)d2>
Aio 0
and

](A) = H 6”]':”} /Qj02 SO?QO]‘O,RJ-O ($7 I’l, Z)szgojo’n90 (y7 ?/7 Z)dZ

j#do Ajg
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As
(n B 2)!Qj0 (Qjo B 1)
H;‘n:1 Q!

#{(A;)5; {1,2} C Ay, V5, |4l = Q5 =

and

(n - 2>!Qiijo

#H{(A))j; 1€ Aig, 2€ Ay, Vi, [Aj] = Qj) = T o) if i # jo
j=1 ;-
by (D.3) and (D.13), one obtains
D adadvgn =5 4P (D.14)
Q occ. Q.
neN™
n'eN™

where 7\(1, @ and 'yq, 4 are defined in Theorem 4.4.

Let us now assume d;(Q, Q') = 2. Thus, there exists 1 < iy # jo < m such that Q;, > 1,
= Qi T 1, Q5 =Q) +1and Qp = Q) for k & {io, jo}-

Consider now the sums in (D.11). If {1,2} N A;, = 0, then as A} | = Q) = Q; — 1,
there exists o € A;) = Aj, N {3,--- ,n} and ¢ # jy such that o € Al. Thus, the integral
I(A, A") vanishes. If A;) = {1} U B (resp. A;, = {2} U B) with B C {3,--- ,n}, either

A% = B (and {1,2} C Aj)) or the integral I(A, A") vanishes. Finally, if A;, = {1,2} UB
with B C {3,---,n}, then, A% = {1}UB or A} = {2}UB or I(A, A') = 0. The same holds
true for Aj replaced with Aj .

Therefore, using the definition of £((A))), if di(Q, Q') = 2, we rewrite

’Y(Q)E (SL’ y)
Q Z Z Zo,JO 22 ZO ]0 Z 23 207]0 24(1'0,]'0) (D.15)
i07#Jo 0o
@10 >2 Qip>1
where
El(iOJjO) = Z Z ](A, A,)7 (D16)
{1,23c45 A —{1}UAz~o
|4;|=Q;, V1<j<m / —A;,\{1}
Akumzil_@_ ;{flj;ejn} Aj=4; it j¢{io.jo}
EQ(iOajO> = Z Z [(A, A/), (Dl?)
{1,2}C Ay, Aj *{Q}UA
‘A‘|=Qj, vi<j<m / ]0\{2}
A Ap={1,n
AUHX =0 ffj#] }A j 1fJ€{Zo Jo}
Zaliodo) = D Y. 1(44), (D.18)
{1.2}cAy Aig=4; \{1}
|Aj]=Q;, VI<j<m A, 714/ U{l}
A Am={1,--n} g A i i
ilAUmZJ =0 l{fj7/:] }A f]éf{ 0,J0}
E4(2.073'0) = Z Z I(A,A/) (D19)

and

{1,2}CA;0

|A;|:Qj7 vi<js<m
AOUAp={L n} 41—

A;NA;,=0 if j#5

Aig=A; \{2}
Ajy=A! u{2}
j lfj€{’to Jo}
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e for the summands in ¥ (i, jo):

_[(A; A/) - AQ]’O_Z sp‘égjovnj() (l‘a fE,, Z)SDJQOJ-O_IJL;,O <y/, Z)dz

Jjo
20 / %0
AQiO @Qio,nig (Z )@Qi0+17n Y, H 5nj—n
io J#{io.go}

e for the summands in ¥ (i, jo):

I(A, A/) = /AQJ_O_2 ngovnjo (l’, :L'/’ z)gpgjo_lmgo (y, Z)dZ

Jjo
/Qio gpgio,nio (Z,)¢8¢0+17n;0 (y/,Z/)dZ/ H (Snj:n;

ig J#{i0,Jo}

e for the summands in ¥3(ig, jo):

I(A,A) = /AQ Gipimsy (7 )P - (2)2

Jo

AQ’LOI ()081'07’(1,1'0 (x7 ZI)(IO810+1 n (y y Z H 6nj —n

io Jj¢{io.jo}

e for the summands in ¥4 (i, jo):

I(A7 A/) - AQjol SOZQOJ'()JLJ'O (:L‘7 Z)ng)joil’ngo (Z)dz

Jo
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0 I\, Ao 1ol !
/AQiol SOQiO’nio (:E 2 )SOQZ'OJFL"QO (y7 ¥,z )dZ H 6nj:n3.
i0

J#{i0,d0}

with the convention described in Remark 4.1.

The number of partitions coming up in (D.16), (D.17), (D.18) and (D.19) are the same:

indeed, it suffices to invert the roles of 1 and 2 and ¢y, and j,. We compute

o (n _ Q]o Qlo _ 2)‘6210'@30
2 2, 1= Q- Q!

{1,2}c Ay, Al —{1}UA1-0
|4;]=Q;, V1<j<m ’ =A;,\{1}

AU U=} 0 8
ANA 0 i j£5 A= 1fJ¢{107J0}

Hence, we get that

R I L3 e S SEED SR SRC R

, Q' occ. i#j neNm=—2 occ. n; ,n >1 TisMg
d?(Q(?Q’): i QQ >1 n] e n;,n;
7, W EN™ Q' Q,=Qy if kg{ij}
Q;=Qi+1
Qg:Qj—l

where 'ygb_),’éj is defined in (4.19).
M5,M 5
n;,n;

Let us now assume d;(Q, Q') = 4. Thus,

(a) either there exist 1 < ig # jo < m such that Qj, > 2, Q) = Qi +2, Qj, =
and @ = @}, for k & {io, jo}.

(D.20)

jo + 2
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In this case, either Aj, = {1,2}UA’ and A} = {1,2}UA;, with A;,, A%, C {3, -+ ,n}
or I(A, A”) = 0 vanishes. Thus,

2
7o (@)
S _1)e((4;)+e((A))) !
{1,2}C Ay, Al _{1 2}UA;,
|A;]=Q;, YI<j<m A’ —Aao\{l 2}

Ailumjfj @_1{;;72;"}14 A if j¢{40.jo}

and
A Jo / Jo

I(A7 A ) - \/AQjO_Q SOQ]'U,TLJ‘O (:B7 x ) Z)SOQjO—Q’n;O (Z)dz

7o

B IRC ee 0 | Q
io JZ{i0.Jo}

Hence, taking (4.20) into account, we get

n(n —1) QT2

—— X 2 a%gs
Q, Q' occ. neNm Q'
Jikj Q2  WeENm

Q'+ Q,=Qx if kg{i,j}

Q;:QH-Q
Qi=Q;—2
. . 4 2
=2 > > C2(Q, 4, 5) ag gy a@ 7357 (D.22)
i#j neNm—2 %o;;. njnl>1 Z“ZJ
Q' Q4= if kg (i) riomi>] ’
Qi=Qi+2
Q;=Q;—2
as
3 R (n—Q; —Q; —2)1Q:1Q;!  2C5(Q,1,5)
B ... | o _ 2°
{1,2}cA4; A’:{l,z}uAi Q! Q! n(n —1)c(Q)
|A|=Qy, V1<I<m =A;\{1,2}

A Am={1,--,n} g i i
1:m:l/ (Z)ffllyél’ }A =4 i j¢(i.5)
(b) or there exist 1 < g, jo, ko < m distinct such that Qj, > 2, Q) = Qj, — 2, Qi =
; + 1 Qko Q;{jo + ]- and Qk - Q;g for k ¢ {i07j0a kO}
In this case, either A;, = {1,2} U A} and ((4] = {1} U 4;, and A} = {2} U Ay,) or
(A}, = {2}UA; and 4} = {1}UAkO) ) with AJO,A’ Ay, C {3, —-,n}orl(A,A)=0
vanishes. Thus,

VG (z.)

L ' IUD TR R Y

{1,2}c Ay, Al ={1}UA; A ={2)UA;
|4;1=Q;, V1<j<m Al ={2}UA A ={11UA
AU UA p={1,1 1} ko= 200 = LI
m= ;T _ _
! A =A45\{1,2} AL =4;0\{1,2}

A;NA =0 if j£5 Jo O e o
7 Al=A; if j¢{io,jo.ko} Ai=A; if j#{io.jo.ko}

(D.23)
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and, if A}, = {1} U A4;, and A} = {2} U Ay,, one has
N — J / J
HAA) = [ B 0 D, g, ()

Jo
Jo

. , i I
\/AQZ'O wgio,nio (Z )¢8i0+1,n20 (y, Z/)dz

10

0 m\ ko T I H
\AQkO SOQkovnkO (Z )@Qk0+17n;€0 (y , 2 )dZ 571]':71;-

ko J#{i0,50,k0}

and, if A} = {2} U A4;, and A} = {1} U Ay,, one has
I(AA) = /AQJ'OZ Sog)jovnjo (x, 2, Z>§0£j072,n’. (2)dz

Jo

) " /
/AQZ'D wgio’”io (Z )SOQOiOJrl,n;O (y’, Z/>dZ

)

io ny, ko P y H
/AQkO gkaO’nko (Z )SOQkO+1’n;cO (y, z )dZ 671]':77,; .
ko

J&{i0,50,k0}

For 1, j0, ko distinct, one has

(= Qj — Qiy — Quy — 2)1Q3,' Q' Q!
Z Z 1= Q- Q!

{1,2}C4y, Ajg={11U45
|A;1=Q;, V1<i<m Aj ={2}UAg,
AU-UAm={Lo-m} 0"y o)
AjNA=0 it 7 a0~ Mo
Al=A; if j¢{io.jo,ko}

_ 2C5(Q, o, jo, ko)
o= 1)e(@)?
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Inverting the roles of 1 and 2 we see that the number of partitions coming up in the

second sum in (D.23) is the same. Thus, taking (4.20) into account, we get

by y g,

Q, Q' occ. nGNm
34,7,k distinct n eN™
Q=2
Q" Q=Qy if Ig{i,j,k}
Q;=Q;—2

Q}=Q:+1, Q;,=Qr+1

.. / 2),4,3
)OND DD DI [CATAID DI W Rl
i,5,k neNm—3 Q occ. ng,njng=1 nl,nj,nk
distinct Q;>2 n;,n;,n;€>1 n n RO
Q' Q=Qu if I1¢{i,j .k}
Qi=Q;—2

Q;=Q;i+1, Q;=Qr+1

(D.24)

(c) or there exist 1 < g, jo, ko < m distinct such that Q;, > 1, Qx, = 1, @), = Qj, + 2,

Qio = ’/iO - 1’ Qko = ;go - 17 and Qk - Q;g for k£ € {i()aj()) k()}
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We see that we are back to case (b) if we invert the roles of @) and @’. Thus, we get

n(n—1)

2

(d) or there ex1st 1<
Q]O =

2

Z % Q/’,Y(é)n

Q, Q' occ. neN™ Qn
34,7,k distinct ' eN™
Ql 1 Qk>1
Q" Q= Q if 1¢{i.5,k}
Qi=Q;+2

Qi=Q;—1, Q,=Qr—1

2. 2

i:jzk ﬁENm73
distinct

=Q;+2
Q=Qi—1, Q=Q)—1
10, Jo, ko, lo < m distinct such that @, >

) Qko

Q occ.
Qi=1, Q=1
Ql: Q;:Ql if lg{%]vk}

Qko + ]-7 Qlo -

2.

Then, elther I(A,A)=0or

(i)

(ii) or A;, = {2} U A} and Aj,

either A;,

.. Q Q/
03(Q7Z737k) E an
ng,nj,ng=1
n/,n;.,n%}l

(2),4,3

gk N 4, ’sz,Qka' (D'25)
(2 nE
nl,nj,nk

17 Qlo = 17 Q;O = Qio - 17

'+ 1 and Qp = Q) for k & {ig, jo, ko, lo}-

= {1} U A} and Aj;, = {2},UA’ anfi A;O, ;0 c{3,---,n},
= {1} UA} and A, A" C{3,--- ,n}.

Moreover, in each of the cases (i) and (ii), either I(A, A") =0 or

(i)
(i)

either A} =
0

[

or A}, =

{2} U A, and A =

{1} U Ako and A;O = {2} U Alo and AkouAlo C {3, cee ,n},
{1} U A}, and Ay, Ay, C {3, - ,n}.

In the 4 cases when I(A, A’) does not vanish, one computes

oI(A,A’)—a(:Bx Y,y
o I(AA) = a2, z,y,y
o [(AA) = (x z’yy
o I(AA) = afa,

in case (i.i),
in case (ii.i),

’ (i
in case (i.ii),
(i

)
)
')
)

alx’,z, Y, y) in case (ii.ii),

! AN i i J ! J
OC(ZL', x,y, y) i AQi_l SOQ“TLZ (:E7 z)sszan;(Z)dZ /Agjl QOQj,nj (fL‘ 7Z)90Qj71,n3. (Z)dZ
J

i

k kN l
X /AQk gka,nk(Z)gpgk—&-l,n;(y’ Z)dZ /AQZ SDlenl(Z)SOlQH-l,n;(y17Z)d'z'

k

Hence, if d;(Q, Q') =

Vo (@,y)
Ql =/

2Q)

2

1€AZ’O, 2614]'0
[4;1=Q;, V1<j<m
AjU-UA,={1,+ ,n}
AjNA,=0 if j7#5'

2€Ai0, ].EAjO
[4;]=Q;, Y1<j<m
AU UAm={1,- n}
AjNA;=0 if j#5

i

we obtain

2.

A ={1JUARy, A ={2}U4,,
Al =Aig\{1}, A5 =A4;,\{2}
Ai=A; if j¢{io.jo,ko,lo}

2.

Ay ={11UAR, Al ={2}04,
A;OZAZO\{2}7 AQOZAJO\{]'}
Al=A; if j#{i0.jo.ko,lo}

I(A,A) —

I(A,A) —

E I(A A
A =230, A ={1}u4,
A=A \{1}, A5 =45, \{2}

Al=A; if j#{io.jo.ko,lo}

3 1(A, A
Apy={20Ak,, Al ={1}04,
A;O:Azo\{Q}v A;():AJO\{l}

Ai=A; if j#{i0.jo.ko,lo}

(D.26)
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For iy, jo, ko, lo distinct, the number of partitions coming up in the first sum in (D.26)

is given by
Z Z 1 — (n - Qjo - Qio - Qko B Qlo - 2>!Q10!Qjo!Qk0!Qlo!
B Q! Qu!
1€y, 264, Al ={1}UAy,, A} ={2}UA,
Aj|=Qj, V1<j <m / _ _
=gt S a gl =

A;NAL =0 if Héj A;=Aj ifj%{ioJo,kolo}

_ 2 C4(Q7 iU?jOa kOu lO)
n(n—1)c(@)?
Interverting the roles of 4, jo, ko, lp, We see that the number of partitions involved is

the same in the three remaining sums of (D.26).
Thus, taking (4.20) into account, we get

n(n—1) 0 Q/
D S oA S
Q, Q' occ. neN™ Q
3i,j,k,l distinct n' eEN™
Qi=1, Q;>1
Ql Ql Qp lfpg{i,j,k,l}
Qi=Qi—1, Q/=Q;—1
Q,=Qr+1, Ql =Q;+1

Z Z Z Cy(Q,14,35, k) Z aguklafil kl'yél)’SﬁQth. (D.27)

i,7,k,0 neNm—4 Q occ. Mg, =1 i1 Uk 1
distinct Qi>1, Q;>1 n;,ng,n;c,ngél n; ” nk,nl
Ql: Q;):Qp if p€{27‘77k7l}
Qi=Qi—1, Q}=Q;-1
QL=Qr+1, Q=Q;+1

Plugging this, (D.22) and (D.20) into (D.9), we obtain (4.9). This completes the proof of
Theorem 4.4.
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