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Abstract. We prove an optimal one-volume Wegner estimate for inter-
acting systems of N quantum particles moving in the presence of random
potentials. The proof is based on the scale-free unique continuation principle
recently developed for the 1-body problem by Rojas-Molina and Veselic̀ [17]
and extended to spectral projectors by Klein [12]. These results extend of
our previous results in [8, 9]. We also prove a two-volumeWegner estimate as
introduced in [5]. The random potentials are generalized Anderson-type po-
tentials in each variable with minimal conditions on the single-site potential
aside from positivity. Under additional conditions, we prove the Lipschitz
continuity of the integrated density of states (IDS) This implies the existence
and local finiteness of the density of states. We also apply these techniques
to interacting N -particle Schrödinger operators with Delone-Anderson type
random external potentials.

1. Statement of the Problem and Result

We consider N quantum particles, each moving in d dimensions, interacting
through a bounded potential U(x1, . . . , xN ). For example, in the Z

d-ergodic
case, the inter-particle interaction U may be a pair-potential depending on
the difference xi − xj of the coordinates (x1, . . . , xN ) ∈ R

Nd. We define the
unperturbed N -body interacting Hamiltonian H0,N to be

H0,N = −
N
∑

j=1

∆j + U(x1, . . . , xN ), (1)

where −∆j denotes the one-particle Laplacian in the xj ∈ R
d-variable.

Each particle moves under the influence of a generalized random Anderson-

type potential V
(1)
ω (xi) defined as follows. Let ΛL(z) ⊂ R

d be a d-dimensional
cube of side length L > 0 centered at z ∈ R

d. We consider a family of points
yj ∈ Λ1(j) ⊂ R

d, with j ∈ Z
d, and a nonnegative single site potential u(x) > 0,

with u ∈ L∞
0 (Rd). Associated with each j ∈ Z

d, there is a random variable ωj .

The generalized Anderson-type one-body random potential V
(1)
ω (xi) is defined

by

V (1)
ω (xi) =

∑

j∈Zd

ωju(xi − yj). (2)
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Such random potentials are called crooked Anderson-type random potentials in
[12]. The full N -body random Hamiltonian is

Hω,N = H0,N +
N
∑

i=1

V (1)
ω (xi), (3)

where Vω(xi) is defined in (2).
The random variables {ωj} form a family of independent random variables

with Levy concentration s defined in (27). In the Z
d-ergodic case, these in-

dependent random variables are assumed to be identically distributed. The
single-site potential u > 0 satisfies χΛℓ(0)(x) 6 u(x) 6 1, for 0 < ℓ < ∞ and

x ∈ R
d. We are mostly concerned with the case when u has small support so

that supp u ⊂ Λ1(0), that is, we concentrate on 0 < ℓ < 1. When the covering
condition u(x) > cχΛ1(0), for some c > 0 is satisfied, Theorem 1 was proved in
[15].

Our first main theorem concerns the restriction of the Hamiltonian Hω,N to

N -particle cubes in R
Nd defined as follows. As above, let ΛL(j) ⊂ R

d be a cube
of side length L > 0 centered at the point j ∈ Z

d. An N -particle rectangle is a
product region in R

Nd of the form

Λ = ΛL1(j1)× ΛL2(j2)× · · · × ΛLN
(jN ), (4)

for lengths Li > 0, with Li ∈ N, and centers ji ∈ Z
d. A special case is an N -

particle cube when L = Li, for all i = 1, . . . , N . We write ΛL ⊂ R
Nd. We will

assume all N -particle rectangles are centered at the origin with sides parallel
to the principal axes. We denote by HΛ

ω,N the restriction of Hω,N to Λ with
Dirichlet or periodic boundary conditions on the boundary ∂Λ. Ergodicity is
not required for the following theorem on the distribution of the eigenvalues of
local Hamiltonian HΛ

ω,N .

Theorem 1. Let ΛL ⊂ R
Nd be an N -particle cube with L > 72

√
Nd, with L

an odd integer. Let I = [I−, I+] ⊂ R be an energy interval with |I| sufficiently
small (see Theorem 3) and contained in (−∞, E0], for any E0 > 0 fixed. There
exists a constant 0 < C(E0, d,N, u, U) < ∞ so that

P{σ(HΛ
ω,N ) ∩ I 6= ∅} 6 C(E0, d,N, u, U)s(|I|)|Λ|. (5)

Klopp and Zenk [15] proved a version of Theorem 1 under the more restrictive
assumptions that the single-site potential appearing in (2) satisfies a covering
condition u(x) > cχΛ1(0)(x) > 0 on the unit cube and that yj = j for each j.
The main result of this note is to remove both this covering condition using
the scale-free unique continuation principle for spectral projectors (sfUCPSP),
and the constraint that the single-site potentials be located at integer points.
We mention that it is possible to obtain the results for the regular case yj = j
using the methods of [9]. We remark that this theorem applies to the N -body
Delone-Anderson model, see section 6.

Recently, Klein and Nguyen [14, Appendix B] extended Theorem 2.1 of [12] to
N -particle rectangles with arbitrary side lengths. This implies and extension
of Theorem 1 to arbitrary N -particle rectangles provided the minimum side
length minj∈{1,...,N} Lj is sufficiently large, see [14, section 2]. They mention
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that it suffices to take the expectation in (23) only with respect to the random
variables in one sub-cube ΛL ⊂ R

d (see the proof of Theorem 9 below).
We now turn to a discussion of the integrated density of states (IDS). We as-

sume that the Hamiltonian Hω,N is Zd-ergodic. By this we mean the following.

For k ∈ Z
d, we set k(N) ≡ (k, k, . . . , k) ∈ Z

Nd. Let Uk(N) be the unitary oper-

ator on L2(RNd) defined by (Uk(N)f)(x1, . . . , xN ) = f(x1 + k, . . . , xN + k). We
demand that Uk(N)Hω,NU∗

k(N) = Hτk(N)ω,N . In order to insure this covariance,

we may require that

(A1) The random variables in (2) are independent and identically distributed
(iid).

(A2) The inter-particle interaction U is nonnegative and translationally in-
variant, for example, given by a sum of pair-interaction terms

U(x1, . . . , xN ) =
∑

16j<k6N

Ũ(xj − xk), (6)

where Ũ : R
d → R

+ is a bounded, nonnegative function tending to
zero at infinity. (Note that the nonnegativity is not required for the
covariance property of Hω,N .)

(A3) The regularity property in (2) that yj = j ∈ Z
d.

Remark: We may generalize H0,N by adding a background potential

V0(x1, . . . , xN ) provided it is bounded and Z
d-periodic in each variable.

In this Z
d-ergodic setting, the IDS N (1)(E) for each single particle Hamil-

tonian Hω,1 = −∆+Vω exists (see, for example, [9]). Let ν1 be the correspond-
ing density of states (DOS) measure. The non-interacting N -body Hamilton-

ian is Hni
ω,N =

∑N
i=1(−∆i + Vω(xi)). We restrict this Hamiltonian to cubes

ΛL(a) = ΛL(ai) × · · ·ΛL(aN ), where a = (a1, . . . , aN ) ∈ Z
Nd. Let N

(N),ni
Λ (E)

be the number of eigenvalues of the local Hamiltonian Hni,Λ
ω,N less than or equal

to E ∈ R. Klopp and Zenk [15, section 2.1] proved that the

N
(N)
0 (E) ≡ lim

L→∞

1

|ΛL|
N

(N),ni
ΛL

(E), (7)

exists for any sequence of N -particle boxes ΛL(a) described above. Further-

more, they proved that N
(N)
0 (E), as defined in (7), is equal to

N
(N)
0 (E) = (N (1) ∗ ν1 ∗ ν1 · · · ∗ ν1)(E), (8)

with the convolution taken N − 1-times. This monotone increasing function
exists almost surely. Klopp and Zenk actually proved (7) and (8) for more
general potentials.

Because the interparticle interaction is nonnegative and supported on a lower
dimensional manifold, Klopp and Zenk proved that it does not change the

IDS. As for the noninteracting Hamiltonian, let N
(N)
Λ (E) be the number of

eigenvalues of the local Hamiltonian HΛ
ω,N less than or equal to E ∈ R. Then,
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the following limit exists

N (N)(E) ≡ lim
|Λ|→∞

N
(N)
Λ (E)

|Λ| , (9)

for almost every ω, and equals the IDS for the noninteracting Hamiltonian, that

is, N (N)(E) = N
(N)
0 (E). In (9), the regions Λ ⊂ R

Nd are cubes centered at any
point in Z

Nd as for the noninteracting case.
We remark that another definition of the IDS may be given in terms of the

spectral family Eω,N ((−∞, E]) of the infinite volume Hamiltonian Hω,N :

Ñ (N)(E) ≡ lim
|Λ|→∞

TrχΛEω,N ((−∞, E])χΛ

|Λ| (10)

Under the hypotheses (A1)-(A3), one can prove that N (N)(E) = Ñ (N)(E) using

the method of Doi, Iwatsuka, and Mine [10] or Carmona-Lacroix [4]. If ν(N) is
the nonnegative measure associated with the IDS, it follows from the definition
(10) and the equality of (9) with (10) that the support of ν(N) equals the
spectrum of the Hamiltonians Hω,N for almost every ω.

Theorem 2. In addition to the hypotheses (A1)–(A3), we assume that the
iid random variables {ωj} have a common probability distribution that is abso-
lutely continuous with a bounded density. Then, the integrated density of states
N (N)(E) for Hω,N , defined in (9), is locally uniformly Lipschitz continuous.
The density of states exists and is locally bounded.

We also prove two-volume Wegner estimates introduced in [5]. These es-
timates relate the eigenvalues of the local Hamiltonians associated with two
regions that are sufficiently separated. The two-volume estimates are described
in section 5 and presented in Theorem 9.

There have been several recent results on Wegner estimates for N -particle
systems. For the Anderson model on the lattice, the covering condition is
automatically satisfied. Chulaevsky and Suhov [5] studied one-volume Wegner
estimates for two-particle operators on Z

2d and mention in [7, section 2] that
these methods extend to the case of N particles. They do not obtain the
optimal volume dependance. A result on the IDS similar to Theorem 1 was
given by Kirsch [16, Theorem 2.1] for the Anderson model on the lattice. Two-
volume Wegner estimates were introduced in [5, Theorem 2] for lattice models.
Concerning continuum models, in addition to the one volume Wegner estimate
of Klopp and Zenk [15], Boutet de Monvel, Chulaevsky, Stollmann, and Suhov
presented one- and two-volume Wegner estimates for N -body operators in [2].

One- and two-volume Wegner estimates are also a tool in the proof of localiza-
tion for ergodic random N -particle Hamiltonians using the multi-scale analysis
(MSA) technique. We mention several works concerning localization on the
lattice using MSA: [6], [7], [13], and localization for models on the continuum
using MSA: [3], [14]. Aizenman and Warzel [1] used the method of fractional
moments to prove spectral and dynamical localization for N -particle operators
on the lattice.
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2. Scale-free unique continuation principle for spectral

projectors

Let H be a self-adjoint Schrödinger operator on the Hilbert space L2(RD) for
some dimension D > 1. Let Λ ⊂ R

D be a rectangle with sides parallel to the
principal axes. Let HΛ be the restriction of H to Λ with self-adjoint Dirichlet or
periodic boundary conditions on ∂Λ. We write PHΛ

(I) for the spectral projector
for HΛ and the interval I ⊂ R. Let {yj} ⊂ R

D be a collection of points so that
yj ∈ Λ1(j), for j ∈ Z

D. Let u be a single-site potential and form the potential
W (x) =

∑

j∈ZD u(x − yj), x ∈ R
D. Let WΛ denote the restriction of W to Λ.

The scale-free unique continuation principle for spectral projectors (sfUCPSP)
for the Hamiltonian HΛ and spectral projector EHΛ

(I) is the statement that
there exists a finite, positive constant κ > 0, independent of Λ, so that

EHΛ
(I)WΛEHΛ

(I) > κEHΛ
(I). (11)

We will use the sfUCPSP due to A. Klein [12]. We remark that although the
constant κ will depend on the details of the potential in the initial box, it is
independent of successively larger boxes and is in this sense scale-free.

Theorem 3. [12, Theorem 1.1] Let H = −∆+V be a self-adjoint Schrödinger
operator on L2(RD), where V is a bounded potential. Fix δ ∈]0, 1/2] and let {yj}
be points in R

D so that B(yj , δ) ⊂ Λ1(j) for all j ∈ Z
D. Define a nonnegative

potential W by

W (x) =
∑

j∈ZD

χB(yj ,δ)(x) > 0. (12)

For any E0 > 0, define a constant K = K(V,E0) = 2‖V ‖∞+E0. Let ΛL(x0) ⊂
R
D be a cube of side length L > 72

√
D, with L an odd integer, centered at

x0 ∈ Z
D. Then, there exists a finite positive constant MD > 0, such that, if we

define a constant γ = γ(D,K, δ) > 0 by

γ2 = (1/2)eMD(1+K2/3) log δ, (13)

then for any closed interval I ⊂]−∞, E0], with |I| < 2γ, we have

EI(HΛL(x0))WΛL(x0)EI(HΛL(x0)) > γ2EI(HΛL(x0)). (14)

We apply this result in the next section to N -body Schrödinger operators. In
our application of this theorem, the dimension D = Nd and the unperturbed
operator H is the N -body operator H0,N given in (1). Consequently, the po-
tential V in Theorem 3 is the pair-interaction potential or any other N -body
potential provided it is bounded independently of N and Λ. The potential W
will be constructed in the next section from the single-site potentials u.
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3. sfUCPSP for N-body random Schrödinger operators

In this section we apply the Klein’s sfUCPSP Theorem 3 to the N -particle
random Schrödinger operators Hω,N as defined in (3). We recall that the N -

particle random potential V
(N)
ω (x) on L2(RNd) is given by

V (N)
ω (x1, . . . , xN ) =

N
∑

i=1

V (1)
ω (xi), (15)

where the one-particle random potential is define in (2). We denote by Ṽ (N),

respectively, Ṽ (1), the N -body Anderson potential (15), respectively, the one-
body Anderson potential (2), with all random variables set equal to one. In
order to satisfy the hypotheses of Theorem 3, we assume that there exists a
scale δ with 0 < δ 6 ℓ so that B(yj , δ) ⊂ Λ1(j), for j ∈ Z

d.

Given an N -particle rectangle Λ ⊂ R
Nd, we let H

(N)
Λ denote the random

interacting N -particle Hamiltonian (1) restricted to Λ with periodic or Dirichlet
boundary conditions. Let EΛ

ω,N (I) be the random spectral projector for the local

Hamiltonian HΛ
ω,N and the energy interval I ⊂ R. Another major advantage of

the method of Klein [12] is that the sfUCPSP for spectral projectors of random

Schrödinger operators can be proved for the projectors E
(N)
Λ (I) rather than the

free projectors as in [9].
The key sfUCPSP estimate is the following (16) that relies on the result of

Klein, Theorem 3. We takeD = Nd in Theorem 3. Because of this, the constant
MD and, consequently, the constant γ, depends on the particle number N .

Theorem 4. Let HΛL
ω,N be the local N -body random Schrödinger operator as

defined in (3) restricted to an N -particle cube of side length L > 0,L an odd
integer large enough, with Dirichlet or periodic boundary conditions. For any
E0 > 0, let γN ≡ γ(d, U, I, u,N,E0) > 0 be the constant in (13) depending on
E0, the dimension d, the interval I, the N -body potential U , particle number
N > 1, and the single-site potential u, but independent of ΛL. Then, for any
interval I ⊂ (−∞, E0] with |I| 6 2γ, we have

EΛ
ω,N (I)Ṽ

(N)
Λ EΛ

ω,N (I) > Nγ2NEΛ
ω,N (I). (16)

Proof. Let ΛL ⊂ R
Nd be an N -particle cube. We apply Theorem 3 to HΛL

ω,N

with D = Nd. The key to proving (16) is the following lower bound on the

potential Ṽ
(N)
Λ . The single-site potential u is chosen so that u(x) > χΛℓ(0)(x),

for x ∈ R
d, and ℓ > 0. We recall that we have assumed the existence of a

scale δ so that B(yj , δ) ⊂ Λ1(j), for j ∈ Z
d. For the ith-coordinate, we denote

by ji ∈ Z
d the integer points in ΛLi(0) ⊂ R

d. We call the set of these integer

points Λ̃Li(0). Let yji ∈ R
d be the point in the unit cube Λ1(ji) ⊂ ΛLi(0). In

order to distinguish the coordinates, we label the d-dimensional cubes ΛLi ⊂ R
d
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although we will take L = Li for i = 1, . . . , N . We then have

Ṽ
(N)
Λ (x1, . . . , xN ) =

N
∑

i=1

ṼΛi(xi) =
N
∑

i=1







∑

ji∈Λ̃Li
(0)

u(xi − yji)







>

N
∑

i=1







∑

ji∈Λ̃Li
(0)

χB(yji ,δ)
(xi)







(17)

>

N
∑

i=1







∑

j1∈Λ̃L1
(0)

· · ·
∑

jN∈Λ̃LN
(0)

χB(yj1 ,δ)
(x1) · · ·χB(yjN ,δ)(xN )







(18)

> N
∑

j=(j1,...,jN )∈Λ̃L

χB(yj ,δ)(x1, . . . , xN ). (19)

In line (17), we used the fact that

1ΛLk
(0)(xk) >

∑

jk∈Λ̃Lk
(0)

χB(yjk ,δ)
(xk). (20)

In the last step (18), we used the fact that yj = (yj1 , . . . , yjN ) ∈ R
Nd and the

fact that
∏N

i=1B(yji , δ) = {x ∈ R
Nd | ‖x − yj‖ < δ} = B(yj , δ). Due to this

lower bound (17), we have

EΛ
ω,N (I)Ṽ

(N)
Λ (x1, . . . , xN )EΛ

ω,N (I) > N
∑

j∈Λ̃L

EΛ
ω,N (I)χB(yj ,δ)(x1, . . . , xN )EΛ

ω,N (I).

(21)
We can now directly apply the result of Klein [12, Theorem 1.1] taking WΛL

to
be

WΛL
(x1, . . . , xN ) =

∑

j∈Λ̃L

χB(j,δ)(x1, . . . , xN ), (22)

appearing on the right side of (21). �

4. Proof of the Wegner Estimate for N-body random

Schrödinger operators

With the sfUCPSP for spectral projections, estimate (21), we can follow
the proof of the Wegner estimate in [9]. We present the main steps here with
attention to the modifications necessary for the N -body case. As above, we
work with N -particle cubes ΛL = ΛL × · · · × ΛL, and write the coordinates as
x = (x1, x2, . . . , xN ) ∈ R

Nd = R
d × · · · × R

d.

The projector E
(N)
Λ (∆) for the N -body operator Hω,N restricted to Λ ⊂

R
Nd with periodic boundary conditions (PBC) or Dirichlet boundary conditions
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(DBC) is a trace class operator. For the Wegner estimate, we need to estimate

E{TrE(N)
Λ (∆)}. (23)

Because we have a sfUCPSP involving the spectral projectors for HΛ
ω,N , and

not just the unperturbed operators HΛ
0,N , we can follow Klein [12, section 3,

Lemma 3.1] and avoid the decomposition with respect to HΛ
0,N as in [9, section

4]. We use (16) twice to write

E{TrE(N)
Λ (∆)} 6 (Nγ2N )−1

E{TrE(N)
Λ (∆)Ṽ

(N)
Λ }

6 (Nγ2N )−2
E{TrE(N)

Λ (∆)Ṽ
(N)
Λ E

(N)
Λ (∆)Ṽ

(N)
Λ }

6 (E0 +M)(Nγ2N )−2
E{TrE(N)

Λ (∆)Ṽ
(N)
Λ (HΛ

ω,N +M)−1E
(N)
Λ (∆)Ṽ

(N)
Λ }

6 (E0 +M)(Nγ2N )−2
E{TrE(N)

Λ (∆)Ṽ
(N)
Λ (HΛ

0,N +M)−1Ṽ
(N)
Λ }.

(24)

In the last line, we used the positivity of the perturbation Ṽ
(N)
Λ and the fact

that ∆ ⊂ [−M,E0]:

Ṽ
(N)
Λ E

(N)
Λ (∆)Ṽ

(N)
Λ 6 Ṽ

(N)
Λ (HΛ

ω,N +M)−1(E0 +M)Ṽ
(N)
Λ

6 (E0 +M)Ṽ
(N)
Λ (HΛ

0,N +M)−1Ṽ
(N)
Λ (25)

We now turn to estimating the expectation on the right side of (24).

4.1. Preliminaries: spectral averaging. We need a version of the spectral
averaging result [9, Lemma 2.1].

Since the random variables are simply independent, we need to formulate
the Levy concentration. For each j ∈ Z

d, a relative probability measure µj is
defined by

µj([E,E + |I|]) = P{ωj ∈ [E,E + |I|] | (ωk)k 6=j}. (26)

using the conditional probability. We then define the Levy concentration s by

s(|I|) = sup
j∈Zd

E{sup
E∈R

µj([E,E + |I|])}. (27)

Lemma 5. Let j ≡ (ji, . . . , jN ) ∈ Z
Nd and let Φj be a compactly supported

function with support in a ball around j. Let K be a bounded operator so that
ΦjKΦℓ is trace class. We then have

E(TrE
(N)
Λ (∆)ΦjKΦk) 6 8s(|∆|)‖ΦjKΦℓ‖1, (28)

where s(·) is the Levy concentration defined in (27).

4.2. Preliminaries: trace estimates. In the N -body case with each particle
moving in R

d, we have the following results.

Lemma 6. [9, Appendix A] Let χ ∈ C0(Λ) and suppose HΛ
0,N > −M > −∞.

(1) The operator χRΛ
0,N (−M)m ∈ I1, for an integer m ∈ N satisfying m >

(Nd)/2.
(2) The operator χRΛ

0,N (−M) ∈ Im, for an integer m ∈ N satisfying m >

(Nd)/2.
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Lemma 7. [9, Appendix A] Let χ1 and χ2 be two bounded functions with
compact, disjoint supports in Λ ⊂ R

Nd. Then the operator χ1(H
Λ
0,N +M)−1χ2

is in the trace class. Let d12 denote the distance between the supports of χ1 and
χ2. There exist finite, positive constants A1,2, α > 0, depending on H0,N and
M , so that

‖χ1(H
Λ
0,N +M)−1χ2‖1 6 A1,2e

−αd12 . (29)

The constant A1,2 depends on maxj=1,2 |supp χj |.

4.3. First decomposition. Following from (24) and Lemma 5 we must esti-
mate the operator

Ṽ
(N)
Λ (HΛ

0,N +M)−1Ṽ
(N)
Λ , (30)

acting on the Hilbert space L2(RNd). The deterministic potential

Ṽ
(N)
Λ (x1, . . . , xN ) is the sum of one-particle potentials Ṽ

(1)
ΛL

(xi) defined as in

(2) with ωj = 1. From (2), there are N2-terms of the following form:

V
(1)
Λi

(xi)(H
Λ
0,N +M)−1V

(1)
Λj

(xj). (31)

We expand each one-particle random potential V
(1)
Λi

(xi). For economy of nota-

tion, we write um(xi) for u(xi −m), with m ∈ Λ̃Li . In this manner, the term
in (31) has the form

∑

m∈Λ̃i

∑

k∈Λ̃j

um(xi)(H
Λ
0,N +M)−1uk(xj), (32)

for i, j = 1, . . . , N . We note the operator

Kmi,kj ≡ um(xi)(H
Λ
0,N +M)−1uk(xj), (33)

in (32) is trace class when the supports of the single-site potentials are disjoint
um(xi)uk(xj) = 0, and we have exponential decay according to Lemma 7. In

this case, the constant A1,2 in (29) grows like |Λ|(N−1)d. In general, when the
supports are not disjoint, this operator is no longer in the trace class except for
d = 1.

4.4. Second decomposition. We introduce a partitions of unity for each

ΛLj ⊂ R
d, with j = 1, . . . , N . Let χ

(j)
s (xj) form a partition of unity for

ΛLj ⊂ R
d with each function supported in a translate of the unit cube

[0, 1]d ⊂ ΛLj :

∑

sj∈Λ̃Lj

χ(j)
sj

(xj) = χΛLj
(xj). (34)
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We then have for fixed 1 6 i 6 N :

um(xi)|Λ =
∏

j 6=i;16j6N

χΛLj
(xj)um(xi)|Λ

=
∏

j 6=i;16j6N







∑

sj∈Λ̃Lj

χ(j)
sj

(xj)






um(xi)

=
∑

s1∈Λ̃L1

. . .
∑

sN∈Λ̃LN

χ(1)
s1

(x1) . . . um(xi) . . . χ
(N)
sN

(xN ), (35)

where we exclude from the sums a sum over the points si ∈ Λ̃Li . We note that

| supp[um(xi)⊗Πj 6=iχ
(j)
sj (xj)]|/|Λ| → 0 as |Λ| → ∞, where | · | denotes Lebesgue

measure on R
Nd. We write each summand on the last line in (35) as

Φs1,...,mi,...,sN (x1, . . . , xN ) = χ(1)
s1

(x1) . . . um(xi) . . . χ
(N)
sN

(xN ). (36)

Inserting these partitions into (31) we obtain

Kmi,kj =
∑

s1,t1∈Λ̃L1

. . .
∑

sN ,tN∈Λ̃LN

Φs1,...,mi,...,sN (H
Λ
0,N +M)−1Φt1,...,kj ,...,tN , (37)

where, in the sums indexed by sk we omit k = i and, similarly, in the sums
indexed by tp we omit p = j.

For simplicity of notation, we make a definition. To distinguish the co-
ordinates xi and xj and the various localization functions, we write mi ∈
Λ̃Li and kj ∈ Λ̃Lj , and define N -tuples s(mi) and t(kj), both in Λ̃ ⊂
R
Nd with s(mi) = (si, s2, . . . , si−1,mi, si+1, . . . , sN ) and similarly t(kj) =

(ti, t2, . . . , tj−1, kj , tj+1, . . . , tN ). These N -tuples serve as the indices of the
functions Φ in the partitions of unity. We then define:

K
t(kj)

s(mi)
≡ Φs1,...,mi,...,sN (H

Λ
0,N +M)−1Φt1,...,kj ,...,tN . (38)

This operator is related to Kmi,kj in (33) as follows. Let s′(mi) =
(si, s2, . . . , si−1, m̂i, si+1, . . . , sN ) be the N − 1-tuple obtained from s(mi) by
omitting mi, and similarly for t′(kj). We then have

Kmi,kj =
∑

s′(mi),t′(kj)

K
t(kj)

s(mi)
. (39)

Returning to the expectation of the last line on the right in (24), we obtain

E{TrE(N)
Λ (∆)Ṽ

(N)
Λ (HΛ

0,N +M)−1Ṽ
(N)
Λ }

=
N
∑

i,j=1

∑

mi∈Λ̃Li
kj∈Λ̃Lj

∑

s′(mi),t′(kj)∈Λ̃

E{TrE(N)
Λ (∆)K

t(kj)

s(mi)
}. (40)

In relation to Lemma 5, the operators K
t(kj)

s(mi)
play the role of the ΦiKΦj ,

although there will be a subset of indices for which these operators will not be
trace class without further manipulation.
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4.5. Trace norm estimates of the sum (40). We designate the support of
Φs(mi) by s(mi). When the region s(mi) is disjoint from t(kj), the operator

K
t(kj)

s(mi)
is trace class according to Lemma 6 and satisfies an exponential decay

estimate as in (29). For pairs of indices (s(mi), t(kj)) such that the supports of
the corresponding functions Φ have disjoint support:

‖Kt(kj)

s(mi)
‖1 6 C0e

−c0‖s(mi)−t(kj)‖

6 C0

∏

ℓ=1,...,N
ℓ6=i,j

e−c0‖sℓ−tℓ‖ e−c0(‖mi−ti‖+‖sj−kj‖), (41)

for positive constants C0, c0 > 0 depending on N and d but independent of |Λ|.

4.5.1. Disjoint support terms. In order to sum over these pairs, we first fix
(mi, kj) ∈ Λ̃i × Λ̃j . We decompose the sum over (s′(mi), t

′(kj)) of N − 1-tuples
for which (s(mi), t(kj)) are disjoint. The set of all such indices (s′(mi), t

′(kj)) for
which the distance to the pair (mi, kj) is greater than than twice the diameter
of the support of u(xi) will be called I(mi,kj), and the complementary set is

Ic
(mi,kj)

. It is important to note that |Ic
(mi,kj)

| ∼ O(1) compared to the volume

|Λ|. It follows from (41) and Lemma 5 that

∑

mi∈Λ̃Li
kj∈Λ̃Lj

∑

s′(mi),t′(kj)∈I(mi,kj)

E{TrE(N)
Λ (∆)K

t(kj)

s(mi)
} 6 8Cdisj s(|∆|)|Λ|. (42)

The constant Cdisj depends on the particle number N .

4.5.2. Non-disjoint support terms. For the other terms for which the support
is not disjoint, we have to follow the strategy of [9, Appendix A] based on the
estimates in Lemma 6, and the fact that the number of such terms is bounded
independently of |Λ|. Since these terms are not in the trace class, we need to
iterate the resolvent. We denote by S(m;σ) the following sum that occurs in
the trace estimate of [9, Appendix A]. For σj > 0 and m+ 2 > log(Nd)/ log 2,
we define:

S(m;σ) =
m
∑

j=1

σj
2jσ0σ1 . . . σj−1

, with σj > 0, σ0 = 1, (43)

where we will choose σj > 0 below. Following [9, (2.14)], we define KΛ by

KΛ =
∑

mi∈Λ̃Li
kj∈Λ̃Lj

∑

s′(mi),t′(kj)∈Ic
(mi,kj)

K
t(kj)

s(mi)
. (44)
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As in [9, Appendix A.1], we obtain
∑

mi∈Λ̃Li
kj∈Λ̃Lj

∑

s′(mi),t′(kj)∈Ic
(mi,kj)

E{TrE(N)
Λ (∆)K

t(kj)

s(mi)
}

6 S(m,σ)E{TrE(N)
Λ (∆)}+

(

1

2mσ1 · · ·σm

)

E{TrE(N)
Λ (∆)(KΛK

∗
Λ)

2m−1}.

(45)

The constant Cndisj also depends on N . The operator (K̃ΛK̃
∗
Λ)

2m−1
is proved

to be trace class on page 496 of [9]. The second term in (45) is estimated as in
Appendix A of [9].

E{TrE(N)
Λ (∆)(KΛK

∗
Λ)

2m−1} 6 8Cndisj s(|∆|)|Λ|. (46)

4.5.3. Completion of the proof. We combine the two upper bounds (42) and
(46) and sum over i, j = 1, . . . , N . Inserting this bound on the right side of the
last line of (24), we obtain

E{TrE(N)
Λ (∆)}

6 [(E0 +M)γ−4
N S(m;σ)]E{TrE(N)

Λ (∆)}
+8[(E0 +M)γ−4

N ](2mσ1 · · ·σm)−1(Cdisj + Cndisj)s(|∆|)|Λ|.
(47)

We now choose σj so that the first term on the right in (47) can be moved to

the left. For any B > 0, let σj = B−2j−1
, j = 1, . . . ,m, and σ0 = 1. We then

have that S(m;σ) = B−1(1 − 2−m). If we take B = (E0 + M)γ−4
N , then the

factor in square brackets in the first term on the right in (47) is (1− 2−m) < 1,
since m > 1 and finite. Moving this term to the left in (47), we obtain

E{TrEΛ
ω,N (∆)} 6 C(E0, d,N, u, U)s(|∆|)|Λ|. (48)

This proves the Wegner estimate of Theorem 1.
The results on the IDS in Theorem 2 follows from this Wegner estimate and

the fact that under the hypotheses of Theorem 2, we have s(|∆|) 6 ‖ρ‖∞|∆|,
where ρ > 0 is the probability density.

5. Two-region Wegner estimate

We prove two-region Wegner estimates for HΛ
ω,N in the spirit of [2] and [5].

Two-region Wegner estimates concern the eigenvalues of two local Hamiltonians

H
Λj

ω,N associated with two regions Λj , for j = 1, 2. Because of the possible

dependance of the potentials V
Λj

ω,N , for j = 1, 2, on each other even when the
regions Λ1 and Λ2 are disjoint, we can prove this result only for pairs of regions
(Λ1,Λ2) that are called R-separated in [2]. For example, for two particles in one
dimension, the regions Λ1 = [0, 1]× [0, 1] is disjoint from the region Λ2 = [0, 1]×
[6, 7]. However, the projections of Λ1 and Λ2 on the first axis are the same so the

local potentials V
Λj

ω,2, for j = 1, 2, contain the same random variables associated

with [0, 1]. Clearly, one region sits in the shadow of the other. However, there
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are still a number of random variables in Λ1 that are independent of those in
Λ2. We recall the definition of R-separated here that embraces this notion.

Let Πj : RNd → R
d be the projection onto the jth-coordinate. For an N -

particle rectangle Λ ⊂ R
Nd, the set ΠjΛ is the jth-component rectangle of Λ in

R
d. We define ΠΛ be the subset of Rd defined by

ΠΛ ≡
N
⋃

j=1

ΠjΛ ⊂ R
d. (49)

For a subset J ⊂ {1, . . . , N}, we define

ΠJΛ =
⋃

j∈J

ΠjΛ ⊂ R
d. (50)

We also need the notion of an extension of Λ that takes into account the size
of the support of the single site potential u. Suppose that suppu ⊂ B(0, R),

for some R > 0. We define the extension Λ̂ to be the N -particle rectangle
containing Λ obtained by replacing ΛLj by ΛLj+2R in each component rectangle.

Definition 8. Two rectangles Λ,Λ′ ⊂ R
Nd are R-separated if there exists a

nonempty subset J ⊂ {1, . . . , N} of indices so that either

dist
[

ΠJ Λ̂,ΠJ cΛ̂ ∪ΠΛ̂′
]

> 2R,

or

dist
[

ΠJ Λ̂′,ΠJ cΛ̂′ ∪ΠΛ̂
]

> 2R,

where the distance is the Euclidean distance.

The notion of R-separation guarantees that there are random variables in one
rectangle that are independent of the random variables in the second rectangle.
In the example above, the second condition of Definition 8 holds with R = 1
and J = {2}.

Theorem 9. Let HΛ
ω,N be an N -particle Hamiltonian restricted to an N -cube

Λ. Suppose that suppu ⊂ B(0, R), for some R > 0. Let I0 = (−∞, E0] ⊂ R

be an energy interval for any E0 > 0 fixed. If Λ and Λ′ are two R-separated
N -particle cubes, then for any ǫ > 0 sufficiently small,

P{dist (σ(HΛ
ω,N )∩ I0, σ(H

Λ′

ω,N )∩ I0) < ǫ} 6 CWC(E0, d,N, u, U)Ed
0 |Λ′||Λ|s(2ǫ),

(51)
where the constant C(E0, d,N, u, U) is defined in (48).

Proof. Since Λ and Λ′ are partially separated cubes, we may assume without
loss of generality, according to Definition 8, that there is a collection of sites
associated with a one-particle cube Γ ⊂ Λ so that the associated random vari-
ables are independent of those in Λ′. Any operator HΛ

ω,N is uniformly lower

semi-bounded and has only finitely-many eigenvalues in I0. As in [2, page 564],
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we then can compute

P{dist (σ(HΛ
ω,N ) ∩ I0, σ(H

Λ′

ω,N ) ∩ I0 < ǫ}
= EΓc [PΓ{dist (σ(HΛ

ω,N ) ∩ I0, σ(H
Λ′

ω,N ) ∩ I0) < ǫ | {ωk}k∈Γc}]
= EΓc [PΓ{minj,k|Ej(Λ)− Ek(Λ

′)| < ǫ, Ej(Λ), Ek(Λ
′) ∈ I0 | {ωk}k∈Γc}]

6 (CWEd
0 |Λ′|) EΓc

[

sup
E∈I0

PΓ{dist (σ(HΛ
ω,N ) ∩ I0, E) < ǫ | {ωk}k∈Γc}

]

6 CWC(E0, d,N, u, U)Ed
0 |Λ′||Λ|s(2ǫ). (52)

On the fourth line of (52), we used Weyl’s law with constant CW to bound the

number of eigenvalues of HΛ′

ω,N less than E0. To calculate the probability with
respect to the random variables in the one-particle cube Γ, we used the fact
that we can obtain a lower bound in the calculation (18) without the sum over
the coordinate index i. We can then proceed with the proof as in section 4 for
ǫ > 0 small enough. This proves (51). �

These two-region Wegner estimates are necessary for the multi-scale analysis
proof of localization, see, for example, [14, section 5].

6. Application to the Delone-Anderson model

The techniques we have developed above can be used to extend the results of
Rojas-Molina and Veselić [17] and Klein [12] to the following non-ergodic model
based on a one-particle random potential of Delone-Anderson type. For any pair
of finite positive constants (m,M),, with 0 < m < M < ∞, an (m,M)-Delone
set Γm,M is a discrete subset {zj} ⊂ R

d having the property that any cube of
side length m contains no more than one point, and any cube of side length
M contains at least one point. Hence the lattice MZ

d contains at least one
point of the Delone set Γm,M in each cube of side length M . Consequently, we

can apply the above methods to the lattice MZ
d. We decompose the (m,M)-

Delone set into two components Γm,M = Γ1 + Γ2, where Γ1 contains exactly
one point yj in ΛM (j). Furthermore, these points are separated by a distance
at least m. We decompose the random potential into two pieces according to
this decomposition of the set:

Vω(x) =
∑

j∈Zd

u(x− zj) = VΓ1(x) + VΓ2(x). (53)

where

VΓ1(x) =
∑

j∈Zd

u(x− yj). (54)

The potential VΓ2 is bounded and independent of VΓ1 so we can add it to the
potential U without any loss of generality. We use the random variables asso-
ciated with Γ1 in the spectral averaging. In this way, and using his sfUCPSP,
Klein obtained an improvement of [17, Theorem 4.2]. For the N -body case,
we obtain the analog of Theorem 1 for the N -body Delone-Anderson random
Schrödinger operator.
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