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Abstract. Following the random approach of [27], we define a Lax–Oleinik formula
adapted to evolutive weakly coupled systems of Hamilton–Jacobi equations. It is rem-
iniscent of the corresponding scalar formula, with the relevant difference that it has a
stochastic character since it involves, loosely speaking, random switchings between the
various associated Lagrangians. We prove that the related value functions are viscosity
solutions to the system, and establish existence of minimal random curves under fairly
general hypotheses. Adding Tonelli like assumptions on the Hamiltonians, we show
differentiability properties of such minimizers, and existence of adjoint random curves.
Minimizers and adjoint curves are trajectories of a twisted generalized Hamiltonian dy-
namics.

Introduction

The aim of the paper is to define a Lax–Oleinik formula adapted to evolutive weakly
coupled Hamilton–Jacobi systems and study its main properties. The system can be
written as

∂tui +Hi(x,Dxui) +
(
Bu(t, x)

)
i

= 0 in (0,+∞)× RN (1)

for i ∈ {1, . . . ,m}, where u = (u1, · · · , um) is the unknown function, and the Hi are unre-
lated Hamiltonians satisfying rather standard conditions, see Section 2. The hypotheses
taken on the coupling matrix B = (bij) correspond to suitable monotonicity properties
of the equations with respect to the entries uj , see Remark 2.1. They are complemented
by a degeneracy condition requiring all the rows of B to sum to 0, yielding that −B is
generator of a semigroup of stochastic matrices.

It is worth pointing out the relevance of such a formula in the case of a single equation.
Besides providing a variational way to represent viscosity solutions of related evolutionary
or stationary equations, it enters crucially into play in a variety of theoretical construc-
tions and problems. Just to give some examples of its range of application, we mention
that the Weak KAM Theory, as developed by Fathi [18], is founded on the Lax–Oleinik
formula. Bernard’s construction of regular subsolutions relies on a perturbation of a suit-
able initial datum via alternate application of the two conjugate Lax–Oleinik semigroups
[3]. The variational representation formulae for solutions of Hamilton–Jacobi equations
was exploited as a key tool to establish several asymptotic results, such as homogenization
in random media [33, 31], large–time behavior of solutions [17, 13, 22], selection principles
in the ergodic approximation of the Hamilton–Jacobi equation [12].

A dynamical interpretation of the system setting is illuminating and provides some
insight on our method. At least when the Hi satisfy Tonelli like regularity assumptions,
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the m Hamiltonian dynamics related to the Hi can be viewed as possible evolutions of
a system, with coupling term providing random switching criteria. Randomness being
governed by the continuous–time Markov chain with −B as transition matrix. In this
context, the adapted Lax–Oleinik formula is devised to define the associated expectation
semigroup.

The pattern can be thought as a nonlinear version of the so–called random evolution, a
topic initiated by Reuben Hersh at the end of the sixties and pursued by several authors
as Griego and Pinsky, see [19, 30]. The theory provides a mathematical frame to models
where evolving systems modify the mode of motion because of random changes in the
environment.

Mostly using a pure PDE approach, weakly coupled systems have been recently widely
investigated, in the stationary as well as in the time–dependent version. The main purpose
being to find parallels, under the aforementioned degeneracy assumption on the coupling
matrix, with Weak KAM theory for scalar Eikonal equations.

This stream of research was initiated in [7], where the authors studied homogenization
à la Lions–Papanicolaou–Varadhan [26], and pursued in [8] with the proof of time conver-
gence results for solutions of evolutive problems, under hypotheses close to [28]. Other
outputs in this vein can be found in a series of works including [29, 6]. The links with weak
KAM theory were further made precise by two of the authors of the present paper (AD
and MZ) in [14] where, among other things, an appropriate notion of Aubry set for systems
was given and some relevant properties of it were generalized from the scalar case. This
study partially relies on the properties of the semigroup associated to the evolutive system
(1), but, due to the inability to provide a variational representation for it, such properties
are established purely by means of PDE tools and viscosity solution techniques. Weak
KAM Theory relies instead on the intertwining of PDE techniques, variational arguments
and ideas borrowed from dynamical systems via Lax–Oleinik formula.

A dynamical and variational point of view of the matter, integrating the PDE methods,
was brought in by the third author (AS) with collaborators in [27, 20]. This angle allowed
detecting the stochastic character of the problem, displayed by the random switching
nature of the dynamics related to systems. This approach led to the definition of an
adapted random action functional, which constitutes a key tool of our analysis as well.
Representation formulae for viscosity (sub)solutions to stationary systems and a cycle
characterization for the Aubry set were derived.

A key output of the present paper is to provide another piece of the dictionary between
Weak KAM Theory and weakly coupled systems of Hamilton–Jacobi equations. The study
herein carried on is to be regarded as a step in the direction of a deeper understanding
of the phenomena taking place at the critical level of the stationary version of (1). In
this line of research, further issues to be addressed certainly include an investigation on
the dynamical and geometric properties of the Aubry set and on the differentiability
properties of critical subsolutions on this set, as well as an extension to systems of the
theory of minimizing Mather measures. The variational formulae provided in this paper
seem to be the right tools for this kind of analysis.

Presentation of the main results. All the results can be localized by classical argu-
ments of finite speed of propagation. Therefore, we have preferred to state them in the
Euclidean space RN , keeping in mind that they remain valid on any manifold.

The Lax–Oleinik formula for systems is obtained in the form of infima of expectations,
where the infimum is over a suitable class of random curves. The admissible random curves
for this procedure are defined in Section 4. The nonlinear character of the setting makes the
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structure of the formula more involved than in the original linear random evolution models.
In this case, in fact, the expectation semigroup is simply obtained via concatenation on
any sample path of the deterministic semigroups related to the switching operators plus
averaging. The nonlinearity brings in a sense a commutation problem between infimum
and expectation. In this framework, we perform a key step in the analysis, notably in view
of studying viscosity solutions of the evolutive system, by establishing a differentiation
formula for Lipschitz–continuous functions on admissible curves, see Theorem 4.7.

Due to its random character, the formula is painful to handle directly. It is not easy to
show for instance that it defines a semigroup of operators on suitable functional spaces or
that the associated value functions are continuous or even semicontinuous in (t, x). For
this reason, we resort to a rather indirect approach putting it in relation to the system via
a sub–optimality principle and showing first that the value function, for a suitable initial
datum, is a viscosity subsolution to the system in the discontinuous sense, see Section
5. The procedure is not new, but the vectorial character of the problem and the random
setting add a number of additional difficulties. The implementation therefore requires
some new tools and ideas.

Under mild regularity conditions on the initial datum, we moreover prove in Section
6 the existence of minimizing random curves, namely curves realizing the infimum in
the Lax–Oleinik formula. This is somehow surprising since in general the presence of
expectation operators makes such an output quite difficult to obtain. Our strategy is
composed of two steps. We first untangle the randomness and tackle the optimization
problem on any sample path, obtaining in this way, in general, multiple deterministic
minimizers, and then build the sought random minimizer by performing a measurable
selection.

We get in Section 7 more information on the regularity of minimizers assuming Tonelli
like conditions on the Hi. Given any such minimal random curve, we prove, for almost
all fixed sample path, differentiability in any bounded interval up to a finite number
of points. We derive differentiability of the solution of the system on such curves plus
existence of an adjoint random curve. Minimizers and adjoint curves are governed by a
twisted generalized Hamiltonian dynamics. As extra consequence, we recover from the
scalar case regularizing properties of the action of the associated semigroup on bounded
Lipschitz–continuous initial data.

To complete the outline of the paper, we further point out that Section 1 contains
preliminary material plus notations and terminology, Section 2 collects some basic facts
and definitions on systems, and Appendix A is devoted to the proofs of some needed
results for both systems and time–dependent equations.

We would finally like to stress that in the random part, see Section 3, we avoid as much
as possible technicalities and advanced probabilistic notions working on spaces of càdlàg
and continuous paths. Hopefully, it makes the presentation palatable for PDE oriented
readers.

1. Preliminaries

With the symbols N and R+ we will refer to the sets of positive integer numbers and
nonnegative real numbers, respectively. Given k ∈ N, we denote by Lk the Lebesgue
measure in Rk. Given E ⊂ Rk, we say that a property holds almost everywhere (a.e. for
short) in E if it holds up to a subset of E with vanishing Lk measure. We say that E has
full measure if Lk(Rk \E) = 0. We write 〈·, ·〉 for the scalar product in Rk. We will denote
by E the closure of E. We will denote by Br(x) and Br the open Euclidean ball of radius
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r > 0 centered at x ∈ Rk and 0, respectively. By the term curve, we mean throughout the
paper a locally absolutely continuous curve.

Let E be a Borel subset E of Rk. Given a measurable function g : E → R, we will
denote by ‖g‖L∞(E) the usual L∞–norm of g. When g is vector–valued, i.e. g : E → Rd,
we will write

‖g‖L∞(E) := max
16i6d

‖gi‖L∞(E).

The above notation will be mostly used in the case when either E = [0, T ]×RN or E = RN .
In the latter case, we will often write ‖g‖∞ in place of ‖g‖L∞(RN ).

We will denote by
(
BUC(RN )

)m
the space of bounded uniformly continuous functions

u = (u1, . . . , um)T from RN to Rm (where the upper–script symbol T stands for the
transpose). A function u : RN → Rm will be termed Lipschitz continuous if each of
its components is κ–Lipschitz continuous, for some κ > 0. Such a constant κ will be
called a Lipschitz constant for u. The space of all such functions will be denoted by(
Lip(RN )

)m
. Analogously, for every fixed T > 0, we will denote by

(
BUC([0, T ]×RN )

)m
and

(
Lip([0, T ]×RN )

)m
the space of bounded uniformly continuous functions and Lipschitz

continuous functions from (0, T )× RN to Rm, respectively.

We will denote by 1 = (1, · · · , 1)T the vector of Rm with all components equal to 1. We
consider the following partial relations between elements a,b ∈ Rm: a 6 b (respectively,
a < b) if ai 6 bi (resp., <) for every i ∈ {1, . . . ,m}. Given two functions u,v : RN → Rm,
we will write u 6 v in RN (respectively, <) to mean that u(x) 6 v(x)

(
resp., u(x) < v(x)

)
for every x ∈ RN .

Given n subsets Ai of Rk and n scalars λi, i = 1, · · · , n, we define

n∑
i=1

λiAi =

{
x =

∑
i

λi, yi | yi ∈ Ai for any i

}
. (1.2)

We give some definitions and results of set–valued analysis we will need in what follows,
the material is taken from [10]. Let X, Y be Polish spaces, namely complete, separable
metric spaces, endowed with the Borel σ–algebras FX , FY . We denote by Z a map from
X to the compact (nonempty) subsets of Y . Given E ⊂ Y , we set

Z−1(E) = {x ∈ X | Z(x) ∩ E 6= ∅}.

Definition 1.1. The set–valued map Z is said upper semicontinuous if Z−1(E) is closed
for any closed subset E of Y ; Z is said measurable if Z−1(E) ∈ FX for any closed (or
alternatively open) subset E of Y .

The next selection result is a simplified version, adapted to our needs, of Theorem III.8
in [10].

Theorem 1.2. If the compact–valued map Z is measurable then it admits a measurable
selection, namely there exists a measurable function f : X → Y with f(x) ∈ Z(x) for any
x and f−1(FY ) ⊂ FX .

Given a locally Lipschitz continuous function u : Rk → R and x ∈ Rk we define the
Clarke generalized gradient at x as

∂Cu(x) = co{p ∈ Rk | p = lim
n
Du(xn), xn → x}
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where co stands for the convex envelope and the approximating sequences xn are made
up by differentiability points of u. Recall that the function u is differentiable in a set of
full Lk measure thanks to Rademacher Theorem. We record for later use

Proposition 1.3. Given a locally Lipschitz continuous function u : Rk → R, the map
x 7→ ∂Cu(x) is convex compact valued and upper semicontinuous.

Even if the following statement is well known, we provide a proof for reader’s conve-
nience.

Lemma 1.4. Let u : Rk → R, η : R+ → Rk be a locally Lipschitz continuous function and
a locally absolutely continuous curve, respectively. Let s > 0 be such that t 7→ u

(
η(t)

)
and

t 7→ η(t) are both differentiable at s. Then

d

dt
u
(
η(t)

)
|
t=s

= 〈p, η̇(s)〉 for some p ∈ ∂Cu
(
η(s)

)
.

Proof. The function u◦η is clearly locally absolutely continuous. We start from the relation

lim sup
y→x
h→0+

u(y + h q)− u(y)

h
= max{〈p, q〉 | p ∈ ∂Cu(x)} (1.3)

which holds true for any x, q in Rk, see [11, pp. 195–196 and 208]. If s satisfies the
assumptions then

d

dt
u
(
η(t)

)
|
t=s

= lim
h→0

u
(
η(s+ h)

)
− u
(
η(s)

)
h

and

lim
h→0

u
(
η(s+ h)

)
− u
(
η(s) + h η̇(s)

)
h

= 0

which implies

d

dt
u
(
η(t)

)
|
t=s

= lim
h→0+

u
(
η(s) + h η̇(s)

)
− u
(
η(s)

)
h

and taking into account (1.3) we get

d

dt
u
(
η(t)

)
|
t=s

6 max{〈p, η̇(s)〉 | p ∈ ∂Cu(x)}. (1.4)

We further have

− d

dt
u
(
η(t)

)
|
t=s

= lim
h→0+

u
(
η(s) + h

(
− η̇(s)

))
− u
(
η(s)

)
h

and consequently

d

dt
u
(
η(t)

)
|
t=s

> −max
{〈
p,
(
− η̇(s)

)〉
| p ∈ ∂Cu(x)

}
(1.5)

= min
{〈
p, η̇(s)

〉
| p ∈ ∂Cu(x)

}
Bearing in mind that ∂Cu

(
η(s)

)
is convex, we directly deduce the assertion from (1.4) and

(1.5). �
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We write down, in view of future use, a version of Denjoy–Young–Saks Theorem, see
[32, pp. 17–19]. A definition is preliminarily needed: for a real valued function f , the
upper right and lower right Dini derivative at a point s are given, respectively, by

lim sup
h→0+

f(s+ h)− f(s)

h
, lim inf

h→0+

f(s+ h)− f(s)

h
.

Theorem 1.5. Let f be a real valued function defined on an interval. Then outside a set
of vanishing L1 measure the following condition holds true: if f is not differentiable at s
then one of the two right Dini derivatives must be infinite.

As at a point s where f admits a right derivative, both right Dini derivatives are finite
(and equal), an immediate corollary is:

Corollary 1.6. Let f be a real valued function defined on an interval. If f is right
differentiable a.e. then it is differentiable a.e.

2. Weakly coupled systems

We consider the evolutionary weakly coupled system

∂tui +Hi(x,Dxui) +
(
Bu(t, x)

)
i

= 0 in (0,+∞)× RN i ∈ {1, . . . ,m}, (HJS)

where we have denoted by u(t, x) =
(
u1(t, x), . . . , um(t, x)

)T
the vector–valued unknown

function. We assume the Hamiltonians Hi to satisfy, for i ∈ {1, . . . ,m}

(H1) Hi ∈ UC(RN ×BR) for every R > 0;

(H2) p 7→ Hi(x, p) is convex on RN for any x ∈ RN ;

(H3) there exist two superlinear functions α, β : R+ → R such that

α(|p|) 6 Hi(x, p) 6 β(|p|) for every (x, p) ∈ RN × RN .

By superlinear we mean that

lim
h→+∞

α(h)

h
= lim

h→+∞

β(h)

h
= +∞.

It is easily seen that the continuity modulus of Hi in RN ×BR and the functions α, β can
be chosen independently of i ∈ {1, . . . ,m}.

We define the Fenchel transform Li : RN × RN → R of Hi via

Li(x, q) := sup
p∈RN

{〈p, q〉 −Hi(x, p)} . (2.1)

The function Li is called the Lagrangian associated with the Hamiltonian Hi and satisfies
properties analogous to (H1)–(H3).

The coupling matrix B = (bij) has dimensions m×m and satisfies

(B) bij 6 0 for j 6= i,
m∑
j=1

bij = 0 for every i ∈ {1, . . . ,m}.
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We will denote by
(
Bu(t, x)

)
i

the i–th component of the vector Bu(t, x), i.e.(
Bu(t, x)

)
i

=

m∑
j=1

bijuj(t, x).

Remark 2.1. The weakly coupled system (HJS) is a particular type of monotone sys-
tem, i.e. a system of the form Gi

(
t, x, u1(x), . . . , um(x), Dxui

)
= 0 in RN for every

i ∈ {1, . . . ,m}, where suitable monotonicity conditions with respect to the uj–variables
are assumed on the functions Gi, see [7, 15, 21, 23, 25]. In the case under investigation,
the conditions assumed on the coupling matrix imply, in particular, that each function Gi
is non–decreasing in ui, and non–increasing in uj for j 6= i, for every i ∈ {1, . . . ,m}.

Given a function u on (0,+∞)×RN , we will call subtangent (respectively, supertangent)
of u at (t0, x0) ∈ (0,+∞)×RN a function φ of class C1 in a neighborhood of (t0, x0) such
that u − φ has a local minimum (resp., maximum) at x0. The differentials of subtan-
gents (resp. supertangents)

(
∂tφ(t0, x0), Dxφ(t0, x0)

)
make up the subdifferential (resp.

superdifferential) of u at (t0, x0), denoted D−u(t0, x0)
(
resp. D+u(t0, x0)

)
. The function

φ will be furthermore termed strict subtangent (resp., strict supertangent) if u − φ has a
strict local minimum (resp., maximum) at (t0, x0).

Given a function u : R+ × RN → Rm locally bounded from above (resp. from below),
we define its upper semicontinuous envelope u∗ (resp. lower semicontinuous envelope u∗)
as follows:

u∗i (t, x) := lim sup
(s,y)→(t,x)

ui(s, y) for every (t, x) ∈ R+ × RN and i ∈ {1, . . . ,m},

(resp. ui∗(t, x) := lim inf
(s,y)→(t,x)

ui(s, y) for every (t, x) ∈ R+ × RN and i ∈ {1, . . . ,m}).

Definition 2.2. We will say that u : (0,+∞)× RN → Rm locally bounded from above is
a viscosity subsolution of (HJS) if

pt +Hi(x, px) +
(
Bu∗(t, x)

)
i
6 0

for every (t, x, i) ∈ (0,+∞)× RN × {1, . . . ,m}, (pt, px) ∈ D+u∗i (t, x).
We will say that u : (0,+∞) × RN → Rm locally bounded from below is a viscosity

supersolution of (HJS) if

pt +Hi(x, px) +
(
Bu∗(t, x)

)
i
> 0

for every (t, x, i) ∈ (0,+∞)× RN × {1, . . . ,m}, (pt, px) ∈ D−ui∗(t, x).
We will say that a locally bounded function u is a viscosity solution if it is both a sub

and a supersolution.

In the sequel, solutions, subsolutions and supersolutions will be always meant in the
viscosity sense, hence the adjective viscosity will be omitted.

Due to the continuity and convexity properties of the Hamiltonians Hi, we have:

Proposition 2.3. Let u be locally Lipschitz in (0,+∞) × RN . The following properties
are equivalent

(i) u is a (viscosity) subsolution of (HJS);
(ii) u is an almost everywhere subsolution, i.e. for any i ∈ {1, . . . ,m}
∂tui(t, x) +Hi

(
x,Dxui(t, x)

)
+
(
Bu(t, x)

)
i
6 0 for a.e. (t, x) ∈ (0,+∞)× RN ;
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(iii) u is a Clarke subsolution, i.e.

r +Hi

(
x, p
)

+
(
Bu(t, x)

)
i
6 0 for every (r, p) ∈ ∂Cui(t, x),

for every (t, x, i) ∈ (0,+∞)× RN × {1, . . . ,m}.

The following holds:

Theorem 2.4. Let u0 ∈
(
BUC(RN )

)m
. There exists a unique solution u(t, x) of (HJS)

in (0,+∞) × RN agreeing with u0 at t = 0, which belongs to
(
BUC([0, T ] × RN )

)m
for

any T > 0. If u0 is furthermore assumed Lipschitz continuous, then, for every T > 0,
u ∈

(
Lip([0, T ]× RN )

)m
, with Lipschitz constant solely depending on H1, . . . ,Hm and B,

on ‖u0‖L∞(RN ), ‖Du0‖L∞(RN ), and on T .

The uniqueness of the solutions provided by the previous theorem is in fact a conse-
quence of the following comparison principle:

Proposition 2.5. Let v, w : [0,+∞)×RN → Rm be an upper semicontinuous subsolution
and a lower semicontinuous supersolution of (HJS), respectively. Let us assume that v
and w are bounded in [0, T ] × RN , for every T > 0, and that either v(0, ·) or w(0, ·) are
in BUC(RN ). Then

vi(t, x)− wi(t, x) 6 max
16i6m

sup
RN

(
vi(0, ·)− wi(0, ·)

)
for all (t, x) ∈ [0,+∞)× RN and i ∈ {1, . . . ,m}.

The above stated results are, essentially, a consequence of what is proved in [7], see
Appendix A for more details.

3. Random frame

3.1. Definitions and terminology. In this subsection we make precise the random frame
in which our analysis takes place. This is basically a way of introducing the Markov chain
generated by −B.

Following the constructive approach of [27], we take as sample space the space of paths

ω : R+ → {1, . . . ,m}
that are right–continuous and possess left–hand limits, denoted by Ω. These are known
in literature as càdlàg paths, a French acronym for continu à droite, limite à gauche.

We refer the reader to the magnificent book of Billingsley [4] for a detailed treatment
of the topics. By càdlàg property and the fact that the range of ω ∈ Ω is finite, the points
of discontinuity of any such path are isolated and consequently finite in compact intervals
of R+ and countable (possibly finite) in the whole of R+. We call them jump times of ω.

The space Ω is endowed with a distance, named after Skorohod, see [4], which turns it
into a Polish space. We denote by F the corresponding Borel σ–algebra and, for every
t > 0, by πt : Ω → {1, . . . ,m} the map that evaluates each ω at t, i.e. πt(ω) = ω(t) for
every ω ∈ Ω. It is known that F is the minimal σ–algebra that makes all the functions πt
measurable, i.e. π−1

t (i) ∈ F for every i ∈ {1, . . . ,m} and t > 0. In other terms, the family
C of cylinders

C(t1, · · · , tk; i1, · · · , ik) = {ω ∈ Ω | ω(t1) = i1, . . . , ω(tk) = ik} ,
with 0 6 t1 < t2 < · · · < tk, i1, . . . , ik ∈ {1, . . . ,m} and k ∈ N, generates F . Given t > 0,
the σ–algebra generated by the cylinders of C enjoying the additional property that tk 6 t,
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is denoted by Ft. Then {Ft}t>0 is a filtration of F , i.e. Fs ⊆ Ft for every 0 6 s < t and
∪t>0Ft = F . It is in addition right–continuous in the sense that Ft = ∩s>tFs for any t.
Note that F0 comprises a finite number of sets, namely Ω, ∅, Ωi := {ω ∈ Ω : ω(0) = i }
for every i ∈ {1, . . . ,m}, and unions of such sets. The cylinders constitute a separating
class, in the sense that any probability measure on F is identified by the values taken on
C, see Theorem 16.6 in [4].

Let µ be a probability measure on (Ω,F). Given E ∈ F , we define the restriction of µ
to E as µxE(F ) = µ(E ∩F ) for any F ∈ F . The probability µ conditioned to the event
E ∈ F is defined as

µ(F |E) :=
µ(F ∩ E)

µ(E)
for every F ∈ F ,

where we agree that µ(F |E) = 0 whenever µ(E) = 0.
Let us now fix an m ×m matrix B satisfying assumption (B). We record that e−tB is

a stochastic matrix for every t > 0, namely a matrix with nonnegative entries and with
each row summing to 1, see for instance Appendix A in [27]. We endow Ω of a probability
measure P defined on the σ–algebra F in such a way that the right–continuous process
(πt)t>0 is a Markov chain with generator matrix −B, i.e. it satisfies the Markov property

P
(
ω(tk) = ik |ω(t1) = i1, . . . , ω(tk−1) = ik−1

)
=
(

e−B(tk−tk−1)
)
ik−1ik

(3.1)

for all times 0 6 t1 < t2 < · · · < tk, states i1, . . . , ik ∈ {1, . . . ,m} and k ∈ N. For the
existence and an explicit construction of such a probability measure, we refer the reader
to [27]. We will denote by Pi the probability measure P conditioned to the event Ωi and
write Ei for the corresponding expectation operators. These entities will constitute the
basic building blocks of our analysis. It is easily seen that the Markov property (3.1) holds
with Pi in place of P, for every i ∈ {1, . . . ,m}.

We proceed by introducing some more notations and terminology. We call random
variable a map X : (Ω,F) →

(
F,B(F)

)
, where F is a Polish space and B(F) its Borel

σ–algebra, satisfying X−1(A) ∈ F for every A ∈ B(F).
Given a probability measure µ on (Ω,F), we denote by X#µ the push–forward of µ

through the map X, i.e. the probability measure on B(F) defined as

(X#µ) (A) := µ ({ω ∈ Ω : X(ω) ∈ A }) for every A ∈ B(F).

A probability measure ν on I := {1, . . . ,m} will be identified with a probability vector
a ∈ Rm, i.e. a vector with nonnegative components summing to 1, via the formula
a · b :=

∫
I b dν(i) for every b ∈ Rm.

3.2. Basic facts on Pi and Ei. In this subsection we gather for later use some properties
of probability measures Pi and the corresponding expectation operators.

Lemma 3.1. There exists a constant C such that

Pi
(
{ω | ω(t1) 6= ω(t2)}

)
6 C |t1 − t2| for any i ∈ {1, . . . ,m}, t1, t2 in R+.

Proof. We fix an index i and assume t2 > t1. We denote by F the set in the statement.
Then F =

⋃m
j=1

⋃
k 6=j C(t1, t2; k, j) and

Pi
(
C(t1, t2; k, j)

)
= Pi

(
ω(t2) = j | ω(t1) = k

)
Pi
(
ω(t1) = k

)
.

9



By making use of the Markov property (3.1) for Pi and of the fact that e−tB is a stochastic
matrix we infer

Pi(F ) 6
m∑

j,k=1
j 6=k

(e−t1B)ik (e−(t2−t1)B)kj 6
m∑

j,k=1
j 6=k

(e−(t2−t1)B)kj .

The assertion is obtained by taking into account that the rightmost term in the above
inequality is 0 when t2 = t1 and all the entries of the matrix e−tB are Lipschitz continuous
functions in R+. �

Given t > 0 and an index i, the components of πt#Pi are equal to Pi
(
C(t; j)

)
, for any i,

and we deduce from the definition of Pi
πt#Pi = ei e−Bt.

This implies for 0 < s < t

Eivω(t) =
∑
j

vj πt#Pi(j) =
(
e−Btv

)
i

=
∑
j

(e−B(t−s)v)j πs#Pi(j) (3.2)

for any v ∈ Rm. We aim to extend the above formula with a random variable taking
values in Rm in place of a constant vector. The task will be performed via approximation
by simple random variables, a difficulty is that while a constant vector is trivially F0–
measurable, a general Rm–valued random variable is related in a more involved way to
the filtration Ft. As a preliminary step, we recall from [27, Lemma 3.4].

Lemma 3.2. Let s > 0 and E ∈ Fs. Then for every i ∈ {1, . . . ,m} and t > s

πt# (PixE) =
(
πs# (PixE)

)
e−B(t−s).

Proposition 3.3. Let s > 0 and i ∈ {1, . . . ,m}. Let g = (g1, · · · , gm) be an Fs–
measurable random variable taking values in Rm, which is, in addition, bounded in Ωi.
Then

Ei
[
gω(t)(ω)

]
= Ei

[(
e−B(t−s)g(ω)

)
ω(s)

]
for every t > s. (3.3)

Proof. We first assume g to be simple, namely g =
∑l

k=1 ξ
k χEk for some l ∈ N, vectors

ξk ∈ Rm and Fs–measurable sets Ek ⊂ Ω. By exploiting Lemma 3.2, we get

Ei
[
gω(t)(ω)

]
=

∑
k

Ei[ξkω(t) χEk ] =
∑
k

∑
j

ξkj (PixEk)
(
C(t; j)

)
=

∑
k

(
πt# (PixEk)

)
· ξk =

∑
k

(
πs# (PixEk) e−B(t−s)

)
· ξk

=
∑
k

∑
j

(
e−B(t−s) ξk

)
j

(PixEk)
(
C(s; j)

)
=
∑
k

Ei
[(

e−B(t−s) ξk
)
ω(s)

χEk

]
= Ei

(
e−B(t−s)g(ω)

)
ω(s)

.

This shows the assertion for simple random variables. For a general g, there exists, see
[24, Theorem 1.4.4, Chapter 1], a sequence of Rm–valued Fs–measurable random variables
gn with gn(ω)→ g(ω) for all ω ∈ Ω and gn bounded in Ωi. Since (3.3) holds true for gn
thanks to the first part of the proof, we pass to the limit on both side of the formula (3.3)

10



exploiting the boundedness of g on Ωi and using the Dominated Convergence Theorem.
This ends the proof. �

Differentiating under the integral sign, we derive from (3.3):

Proposition 3.4. Let s > 0 and i ∈ {1, . . . ,m}. Let g be an Fs–measurable random
variable taking values in Rm, bounded in Ωi. Then the function t 7→ Ei

[
gω(t)(ω)

]
is

differentiable in (s,+∞) and right–differentiable at s. Moreover

d

dt
Ei
[
gω(t)(ω)

]
= −Ei

[(
e−B(t−s)Bg(ω)

)
ω(s)

]
for every t > s,

where the above formula must be understood in the sense of right differentiability at t = s.

It is worth pointing out that what matters most in the later application of the above
result is actually the right differentiability of the expectations at the initial time s.

4. Admissible curves

4.1. Definition and basic properties. A major role in our construction will be played
by the notion of admissible curve. In the sequel and throughout the paper, we will denote
by C

(
R+;RN

)
the Polish space of continuous paths taking values in RN , endowed with a

metric that induces the topology of local uniform convergence in R+.

Definition 4.1. We call admissible curve a random variable γ : Ω → C
(
R+;RN

)
such

that

(i) it is uniformly (in ω) locally (in t) absolutely continuous, i.e. given any bounded
interval I and ε > 0, there is δε > 0 such that∑
j

(bj − aj) < δε ⇒
∑
j

|γ(bj , ω)− γ(aj , ω)| < ε (4.1)

for any finite family {(aj , bj)} of pairwise disjoint intervals contained in I and for
any ω ∈ Ω;

(ii) it is nonanticipating, i.e. for any t > 0

ω1 ≡ ω2 in [0, t] ⇒ γ(·, ω1) ≡ γ(·, ω2) in [0, t]. (4.2)

The latter condition, with t = 0, implies that for any admissible curve γ, γ(0, ω) is constant
on Ωi, i ∈ {1, . . . ,m}. We refer to this value as the starting point of γ on Ωi.

We will say that γ is an admissible curve starting at x ∈ RN when γ(0, ω) = x for every
ω ∈ Ω.

Remark 4.2. Item (i) in Definition 4.1 is equivalent to one of the following statements,
see [5, Theorem 2.12]:

(a) the derivatives γ̇(t, ω) have locally equi–absolutely continuous integrals, i.e. for
any bounded interval I in R+ and ε > 0 there is δ > 0 such that

sup
ω∈Ω

∫
J
|γ̇(t, ω)|dt < ε for any J ⊂ I with |J | < δ;

(b) there exists a superlinear function Θ : R+ → R (that can be taken convex and
increasing as well) such that, for every bounded interval I in R+,

sup
ω∈Ω

∫
I

Θ
(
|γ̇(t, ω)|

)
dt < +∞.

11



This in particular implies that lengths of the curves t 7→ γ(t, ω) in I are equi–bounded with
respect to ω. Item (ii) will be crucial in the subsequent analysis and can be equivalently
rephrased by requiring that γ(t, ·) is adapted, for any t, to the filtration Ft, meaning that

γ(t, ·) : Ω→ RN is Ft–measurable for any t.

Being the paths s 7→ γ(s, ω) continuous, this is in turn equivalent to a joint–measurability
condition that will be essentially exploited in what follows. More precisely, γ is progres-
sively measurable, in the sense that for any t > 0 the map

γ : [0, t]× Ω→ RN is B([0, t])⊗Ft–measurable. (4.3)

It is understood that in all the previous measurability conditions RN is equipped with
the Borel σ–algebra corresponding to the natural topology.

It is clear that the admissible curves make up a vector space with the natural sum and
product by a scalar. We proceed by establishing some differentiability properties for this
kind of curves.

Lemma 4.3. For any admissible curve γ the set

{(t, ω) ∈ R+ × Ω : γ(·, ω) is not differentiable at t }
belongs to the product σ–algebra B(R+)⊗F and has vanishing L1 × P measure.

Proof. Since measurability properties of a vector valued map and those of its components
are equivalent, we can assume without loosing generality that m = 1. We set for any (t, ω)

D+γ(t, ω) = lim sup
s→0

γ(t+ s, ω)− γ(t, ω)

s
= lim

k→+∞
sup
|s|<1/k
s∈Q\{0}

γ(t+ s, ω)− γ(t, ω)

s

D−γ(t, ω) = lim inf
s→0

γ(t+ s, ω)− γ(t, ω)

s
= lim

k→+∞
inf
|s|<1/k
s∈Q\{0}

γ(t+ s, ω)− γ(t, ω)

s
.

From the above formulae and the fact that the admissible curves make up a vector space,
we derive that both D+γ(t, ω), D−γ(t, ω) are B(R+)⊗F measurable, then the set in the
statement belongs to B(R+)⊗F as well, since it can be expressed as

{(t, ω) | D+γ(t, ω) > D−γ(t, ω)}.
Moreover its ω–sections have zero Lebesgue measure, being γ(·, ω) an absolutely continuous
curve for a.e. ω ∈ Ω. This implies that it has vanishing L1 × P measure, as it was
claimed. �

Thanks to the previous result, the map

γ̇ : [0,+∞)× Ω→ RN

associating to any (t, ω) the derivative of γ(·, ω) at t is well defined, up to giving an
arbitrary value on the L1 × P–null set where the derivative does not exist. Such a map is
progressively measurable, as it is clarified by the next

Proposition 4.4. The map γ̇ is B([0, t])⊗Ft–measurable.

Proof. Looking at the definition of D+γ, D−γ provided in the proof of Lemma 4.3, and
taking into account (4.3) and that the filtration {Ft} is right–continuous, we see that both
D+γ, D−γ are B([0, t])⊗Ft progressively measurable and that for any fixed t

γ̇ = D+γ = D−γ in [0, t]× Ω
12



up to a set of vanishing L1 × P measure belonging to B([0, t]) ⊗ Ft. This gives the
assertion. �

Corollary 4.5. For any i ∈ {1, . . . ,m}, a.e. s ∈ R+ we have

lim
h→0+

Ei
[

1

h

∫ s+h

s
|γ̇(t, ω)| dt

]
= Ei

[
|γ̇(s, ω)|

]
. (4.4)

Proof. Due to the joint measurability property proved in the previous proposition, we get
for any T > 0 via Fubini’s Theorem∫ T

0
Ei|γ̇(t, ω)| dt = Ei

[∫ T

0
|γ̇(t, ω)| dt

]
and the integral in the right–hand side is finite because

∫ T
0 |γ̇(t, ω)|dt is bounded uniformly

in ω, see Remark 4.2. This implies that the function t 7→ Ei
[
|γ̇(s, ω)|

]
is locally summable

in R+, so that by Lebesgue Differentiation Theorem adapted to the Lebesgue measure,
namely not requiring the shrinking neighborhoods of a given time s to be centered at s,
we get

lim
h→0+

1

h

∫ s+h

s
Ei
[
|γ̇(t, ω)|

]
dt = Ei

[
|γ̇(s, ω)|

]
for a.e. s ∈ R+, (4.5)

again applying Fubini Theorem we have

Ei
[

1

h

∫ s+h

s
|γ̇(t, ω)|dt

]
=

1

h

∫ s+h

s
Ei|γ̇(t, ω)| dt. (4.6)

The assertion is a direct consequence of (4.5), (4.6). �

4.2. Lipschitz continuous functions and admissible curves. We proceed by study-
ing the behavior of a Lipschitz continuous function on an admissible curve. The first result
is

Proposition 4.6. Let u : R+ × RN → Rm be a locally Lipschitz function and γ an
admissible curve. For every index i ∈ {1, . . . ,m}, the function

t 7→ Ei
[
uω(t)

(
t, γ(t, ω)

)]
is locally absolutely continuous in R+.

Proof. We denote by f the function in object. We fix an index i and ε > 0. We consider
a bounded interval I and a finite family of pairwise disjoint intervals {(aj , bj)} contained
in I.

Taking into account that γ(0, ω) is constant in Ωi and item (i) in Definition 4.1, we see
that the curve γ lies in a given bounded set B for t ∈ I and ω ∈ Ωi. We denote by R an
upper bound of u in I×B. Owing to item (i) in Definition 4.1 and the fact that u is locally
Lipschitz continuous, the functions t 7→ uk

(
t, γ(t, ω)

)
are equi–absolutely continuous in I,

for k ∈ {1, . . . ,m}, ω ∈ Ω. We can therefore determine a positive constant δ with∑
j

(bj − aj) < δ ⇒
∑
j

∣∣uk(bj , γ(bj , ω)
)
− uk

(
aj , γ(aj , ω)

)∣∣ < ε

2
(4.7)

δ <
1

2RC
, (4.8)
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where C is the constant appearing in the statement of Lemma 3.1. We claim that∑
j

(bj − aj) < δ ⇒
∑
j

|f(bj)− f(aj)| < ε. (4.9)

We set

Fj = {ω | ω(aj) 6= ω(bj)}.

We know from Lemma 3.1 that

Pi(Fj) 6 C (bj − aj) for any j. (4.10)

We have∑
j

|f(bj)− f(aj)| 6
∑
j

Ei
[∣∣uω(bj)

(
bj , γ(bj , ω)

)
− uω(aj)

(
aj , γ(aj , ω)

)∣∣]
6

∑
j

∫
Ω\Fj

[∣∣uω(bj)

(
bj , γ(bj , ω)

)
− uω(bj)

(
aj , γ(aj , ω)

)∣∣]dPi

+

∫
Fj

[∣∣uω(bj)

(
bj , γ(bj , ω)

)
− uω(aj)

(
aj , γ(aj , ω)

)∣∣]dPi

and we conclude, recalling the role of R and (4.7), (4.8), (4.10)∑
j

|f(bj)− f(aj)| <
ε

2
+ 2RC

∑
j

(bj − aj) <
ε

2
+
ε

2
= ε.

This proves (4.9) and concludes the proof. �

We go on proving that time derivative of a locally Lipschitz continuous function on an
admissible curve and expectations Ei commute, up to a term which, roughly speaking,
records the indices jumps on the underlying paths and contains the coupling matrix.

To comment on it, let us take for simplicity γ deterministic and u, γ both of class C1.
By linearity the difference quotient of t 7→ Ei

[
uω(t)

(
t, γ(t)

)]
is given by

Ei
[uω(t+h)

(
t+ h, γ(t+ h)

)
− uω(t)

(
t, γ(t)

)
h

]
.

Owing to right continuity of ω, the integrand ω–pointwise converges to the time derivative
of uω(t) on γ at t but, due to indices jumps, it is not bounded in Ω so that the Domi-
nated Convergence Theorem cannot be applied to get the corresponding convergence of
expectations. In this framework the extra term with the coupling matrix pops up.

This is the main output of the section and will be exploited to prove some properties
of the Lax–Oleinik formula in Section 5.

Theorem 4.7. Let u : R+×RN → Rm be a locally Lipschitz function and γ an admissible
curve. Then, for every index i ∈ {1, . . . ,m}, we have

d

dt
Ei
[
uω(t)

(
t, γ(t, ω)

)]
|
t=s

= Ei
[
−
(
Bu
)
ω(s)

(
s, γ(s, ω)

)
+

d

dt
uω(s)

(
t, γ(t, ω)

)
|
t=s

]
(4.11)

for a.e. s ∈ R+.

For the proof we need some preliminary material. We consider the map

(t, ω) 7→ u
(
t, γ(t, ω)

)
,
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for some admissible curve γ. Thanks to the fact that u is (Lipschitz) continuous and
γ jointly measurable, we derive that such map is also measurable from B(R+) ⊗ F to
B(Rm). We can therefore argue as in Lemma 4.3 to get:

Lemma 4.8. For any locally Lipschitz continuous function u : R+ × RN → Rm and any
admissible curve γ the set{

(t, ω) | t 7→ u
(
t, γ(t, ω)

)
is not differentiable at t

}
belongs to the product σ–algebra B(R+)⊗F and has vanishing L1 × P measure.

Proof of Theorem 4.7. The difference quotient of t 7→ Ei
[
uω(t)

(
t, γ(t)

)]
at s is equal to

Ei [ψh(ω) + ϕh(ω)], with

ψh(ω) :=
uω(s+h)

(
s, γ(s, ω)

)
− uω(s)

(
s, γ(s, ω)

)
h

ϕh(ω) :=
uω(s+h)

(
s+ h, γ(s+ h, ω)

)
− uω(s+h)

(
s, γ(s, ω)

)
h

.

Due to right continuity of ω, we further have

ϕh(ω) =
uω(s)

(
s+ h, γ(s+ h, ω)

)
− uω(s)

(
s, γ(s, ω)

)
h

, (4.12)

for h > 0 small enough, with smallness depending on ω.
Keeping s frozen, we apply Proposition 3.4 to g(ω) = u

(
s, γ(s, ω)

)
, to get

lim
h→0+

Ei
[
ψh(ω)

]
=

d+

dt

(
Ei
[
uω(t)

(
s, γ(s, ω)

)])
|
t=s

= −Ei
[
(Bu

)
ω(s)

(
s, γ(s, ω)

)]
, (4.13)

where the symbol d+

dt
stands for the right derivative. The assumptions in Proposition 3.4

are actually satisfied: in fact ω 7→ u
(
s, γ(s, ω)

)
is bounded in Ωi because of item (i) in

Definition 4.1 and the fact that γ has constant value on Ωi at t = 0. It is in addition
Fs–measurable because u is continuous and γ adapted to the filtration {Ft}.

To handle the term ϕh, we restrict the choice of s. By Lemma 4.8, we know that the
set

N :=
{

(t, ω) | t 7→ u
(
t, γ(t, ω)

)
is not differentiable at t

}
has vanishing L1 × P measure, and consequently its s–sections Ns have vanishing prob-
ability for s varying in a set J of full measure in R+. We therefore deduce from (4.12)
that

ϕh(ω) −→
h→0+

d

dt
uω(s)

(
t, γ(t, ω)

)
|
t=s

for s ∈ J , ω ∈ Ω \Ns. (4.14)

Due to Corollary 4.5, we can assume, without any loss to generality, that the s ∈ J also
satisfy the limit relation (4.4). We have for h 6 1

|ϕh(ω)| =
∣∣∣uω(s+h)

(
s+ h, γ(s+ h, ω)

)
− uω(s+h)

(
s, γ(s, ω)

)
h

∣∣∣ (4.15)

6 1 +
1

h
κ
(∣∣γ(s+ h, ω)− γ(s, ω)

∣∣) 6 1 +
1

h
κ

(∫ s+h

s
|γ̇(t, ω)| dt

)
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where κ a Lipschitz constant for u in [s, s + 1] × B, and B stands for the bounded set
containing the curves γ(·, ω), for t ∈ [s, s+ 1], as ω varies in Ω, see item (i) in Definition
4.1. In addition, by (4.4)

Ei
[

1

h

∫ s+h

s
|γ̇(t, ω)|dt

]
is convergent as h→ 0+. (4.16)

Therefore, when s ∈ J , the sequence ϕh is a.e. pointwise convergent thanks to (4.14), and
dominated by another sequence with convergent Ei expectation in force of (4.15), (4.16).
This allows using the variant of Dominated Convergence Theorem (see for instance [16,
Theorem 4, Chapter 1.3]) to get

lim
h→0+

Ei [ϕh(ω)] = Ei
[

d

dt
uω(s)

(
t, γ(t, ω)

)
|
t=s

]
for s ∈ J . (4.17)

Owing to (4.13), (4.17), the function

s 7→ Ei
[
uω(s)

(
s, γ(s, ω)

)]
= Ei[ψh(ω) + ϕh(ω)]

is a.e. right–differentiable in R+, and so a.e. differentiable in view of Denjoy–Young–Saks
Theorem, see Corollary 1.6. Formula (4.11) directly comes from (4.13), (4.17). �

Given the set{
(t, ω) ∈ (0,+∞)× Ω | t 7→ u(t, γ

(
t, ω)

)
and t 7→ γ(t, ω) are not differentiable at t

}
,(4.18)

we denote by J the set of points s > 0 such that the s–section of the set in (4.18) has
probability 0 and (4.4) holds at s. Note that J has full measure in R+ because of Lemma
4.3, Lemma 4.8 and Corollary 4.5.

Lemma 4.9. Let u, γ be as in Theorem 4.7 and let s ∈ J . The compact–valued map

Z(ω) =

{
(r, p) ∈ ∂Cuω(s)

(
s, γ(s, ω)

)
| r + 〈p, γ̇(s, ω)〉 =

d

dt
uω(s)

(
s, γ(s, ω)

)}
is measurable.

Proof. Since the lengths of the curves t 7→ γ(t, ω) in [0, s] are equibounded with respect
to ω, see Remark 4.2, and the elements γ(0, ω) are finite as ω varies in Ω, we deduce that
the set

{(
s, γ(s, ω)

)
| ω ∈ Ω

}
is bounded. We denote by R a Lipschitz constant for all the

ui in such a set.
We claim that the function

ω 7→ d

dt
uω(s)

(
s, γ(s, ω)

)
is measurable. (4.19)

Indeed, it is obtained as the composition of ω 7→ (ω, ω(s)), which is a measurable map
from (Ω,F) to

(
Ω×{1, . . . ,m},F⊗P({1, . . . ,m})

)
by definition of the σ–algebra F , with

(ω, i) 7→ d
dt
ui
(
s, γ(s, ω)

)
, which is a B([0, s])⊗P{{1, . . . ,m}}–measurable real function,

as it can be easily checked by arguing as in Lemma 4.3 and Proposition 4.4. Furthermore,
since the map ω 7→ γ̇(s, ω) is measurable in force of Proposition 4.4, we deduce that

ω 7→ 〈p, γ̇(s, ω)〉 is measurable for any p ∈ RN . (4.20)

We proceed by showing that the compact–valued map

Z̃(ω) =

{
(r, p) ∈ R× RN | |r|+ |p| 6 R, r + 〈p, γ̇(s, ω)〉 − d

dt
uω(s)

(
s, γ(s, ω)

)
= 0

}
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is measurable. Taking into account Definition 1.1, it is enough to prove that Z̃−1(K) ∈ F
for any compact subset K of RN+1. Let (rn, pn)n be a dense sequence in K, then

Z̃−1(K) =
∞⋂
h=1

∞⋃
n=1

{
ω |

∣∣rn + 〈pn, γ̇(s, ω)〉 − d

dt
uω(s)

(
s, γ(s, ω)

)∣∣ < 1

h

}
and the sets appearing in the above formula belong to F thanks to (4.19), (4.20). This
concludes the proof of the claim.

Now notice that the set–valued map ω 7→ ∂Cuω(s)

(
s, γ(s, ω)

)
is F–measurable. Indeed,

it is obtained as the composition of ω 7→ (γ(s, ω), ω(s)), which is a measurable map from
(Ω,F) to

(
RN × {1, . . . ,m},B(RN )⊗P({1, . . . ,m})

)
, with (x, i) 7→ ∂Cui

(
s, x
)
, which is

an uppersemicontinuous set–valued map defined on RN × {1, . . . ,m}.
Bearing in mind the definition of R, we find that

Z(ω) = Z̃(ω) ∩ ∂Cuω(s)

(
s, γ(s, ω)

)
.

The map Z has nonempty compact images thanks to Propositions 1.3 and 1.4, and it is
measurable as an intersection of measurable set–valued maps, see [10]. �

We invoke Theorem 1.2 to derive

Corollary 4.10. Let u, γ, s, Z(ω) be as in Lemma 4.9, then there is a measurable
selection ω 7→

(
r(s, ω), p(s, ω)

)
of Z(ω).

Taking into account Theorem 4.7, Lemma 1.4, and the above Corollary, we get

Corollary 4.11. Let u, γ, i be as in Theorem 4.7, and let s > 0 be in J . Then the
map t 7→ Ei

[
uω(t)

(
t, γ(t, ω)

)]
is differentiable at s, and, for every ω ∈ Ω, one can find a

measurable selection
(
r(s, ω), p(s, ω)

)
∈ ∂Cuω(s)

(
s, γ(s, ω)

)
satisfying

d

dt
Ei
[
uω(t)

(
t, γ(t, ω)

)]
|
t=s

= Ei
[
−
[
Bu
(
s, γ(s, ω)

)]
ω(s)

+ r(s, ω) + 〈p(s, ω), γ̇(s, ω)〉
]
.

We finally state, for the reader’s convenience, a differentiability property of t 7→
Ei
[
uω(t)

(
t, γ(t)

)]
, easily descending from Theorem 4.7, in the way we are going to use it

in Theorem 5.4.

Corollary 4.12. Let u be a C1 function and γ a deterministic curve of class C1. For
every index i ∈ {1, . . . ,m}, the map t 7→ Ei

[
uω(t)

(
t, γ(t)

)]
is right differentiable at t = 0

and

d+

dt
Ei
[
uω(t)

(
t, γ(t)

)]
|
t=0

= −
[
Bu
(
0, γ(0)

)]
i
+ ∂tui

(
0, γ(0)

)
+
〈
Dui

(
0, γ(0)

)
, γ̇(0)

〉
.

5. The random Lax–Oleinik formula and its PDE counterpart

The random Lax–Oleinik formula is given by(
S(t)u0

)
i
(x) = inf

γ(0,ω)=x
Ei
[
u0
ω(t)

(
γ(t, ω)

)
+

∫ t

0
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)
ds

]
(LO)

for every (t, x) ∈ (0,+∞) × RN and i ∈ {1, . . . ,m}, and for any bounded initial datum
u0 : RN → Rm. Some few properties can be recovered via direct inspection of the formula.
For every (t, x) ∈ (0,+∞)× RN , we have(

− ‖u0‖∞ + tµ
)
1 6 S(t)u0(x) 6 e−Btu0(x) + tM 1, (5.1)
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where µ := inf
i

inf
RN×RN

Li and M := sup
i

sup
x∈RN

Li(x, 0). The leftmost inequality in (5.1)

is immediate, while the second follows by taking a constant curve and by applying (3.2).
We furthermore derive from the definition

‖S(t)u0 − S(t)v0‖∞ 6 ‖u0 − v0‖∞ for t > 0, (5.2)

for any given pair of bounded functions u0, v0.
We proceed by introducing a sub–optimality principle that will allow us to link (5) to

systems, and to show in this way the semigroup and continuity properties of the related
value function.

Definition 5.1. We say that a function u : R+ × RN → Rm satisfies the sub–optimality
principle if

ui
(
t0 + h, γ(0)

)
− Ei

[
uω(h)

(
t0, γ(h)

)]
6 Ei

[∫ h

0
Lω(s)

(
γ(s),−γ̇(s)

)
ds

]
for any t0, h > 0, i ∈ {1, . . . ,m} and any deterministic curve γ.

The link with the Lax–Oleinik semigroup is given by

Proposition 5.2. Let u0 : RN → Rm bounded and continuous. The function (t, x) 7→
S(t)u0(x) satisfies the sub–optimality principle.

To prove the proposition, we need some preliminary material. We denote, for any h > 0,
by Φh the shift operator defined via

Φh(ω) = ω(·+ h) for any ω ∈ Ω.

We recall that it is a measurable map from Ω to Ω, see [27].

Lemma 5.3. For any index i, any h > 0 we have

Φh#Pi =
m∑
k=1

(
e−Bh

)
ik

Pk.

Proof. If C(t1, · · · , tk; i1, · · · ik) is a cylinder, then

Φh#Pi
(
C(t1, · · · , tk; i1, · · · ik)

)
= PiΦ−1

h

(
C(t1, · · · , tk; i1, · · · ik)

)
= Pi

(
C(t1 + h, · · · , tk + h; i1, · · · ik)

)
=

m∑
k=1

Pi
(
C(h, t1 + h, · · · , tk + h; k, i1, · · · ik)

)
=

m∑
k=1

(
e−Bh

)
ik

Pk
(
C(t1, · · · , tk; i1, · · · ik)

)
.

The above computation proves the assertion, because the family of cylinders is a separating
class, as it was pointed out in Section 3.1. �

Proof of Proposition 5.2. We select positive times h, t0, a deterministic curve γ and i ∈
{1, . . . ,m}, we set x = γ(0), y = γ(h). We fix an ε > 0 devoted to become infinitesimal,
and pick for any j ∈ {1, . . . ,m} an admissible random curve ξj , with initial point y, such
that

(S(t0)u0)j(y) > Ej
[
u0
ω(t0)

(
ξj(t0, θ)

)
+

∫ t0

0
Lω(s)(ξj ,−ξ̇j) ds

]
− ε. (5.3)
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We proceed by defining for any (t, ω) ∈ [0,+∞)× Ω

η(t, ω) =


γ(t) t ∈ [0, h)

ξω(h)

(
t− h,Φh(ω)

)
t ∈ [h, t0 + h)

ξω(h)

(
t0,Φh(ω)

)
t ∈ [t0 + h,+∞)

We claim that η is an admissible curve. We first show that for any t > 0, any Borel set E
in RN

ΩE := {ω | η(t, ω) ∈ E} ∈ Ft. (5.4)

Clearly ΩE is equal either to the whole Ω or to the empty set when t ∈ [0, h]. We focus on
the case where t ∈ (h, t0 + h], the same argument will give the property when t > t0 + h.
We have

ΩE =
⋃
j

[
{ω | ξj

(
t− h,Φh(ω)

)
∈ E} ∩ C(h, j)

]
. (5.5)

Owing to the fact that ξj is Ft adapted, for any j, and to the relation Φ−1
h (Ft−h) ⊂ Ft,

see for instance [27, Proposition B.5], we further get

{ω | ξj
(
t− h,Φh(ω)

)
∈ E} = Φ−1

h

(
{θ | ξj(t− h, θ) ∈ E}

)
∈ Φ−1

h (Ft−h) ⊂ Ft.

This gives (5.4) taking into account (5.5) and that C(h, j) ∈ Fh ⊂ Ft, for any j. Being
the continuous concatenation of a deterministic curve and m random admissible curves,
we also see that η satisfies item (i) in Definition 4.1. We have therefore proved that it is
an admissible curve, as it was claimed.

We have by Lax–Oleinik formula

(S(t0 + h)u0)i(x) 6 Ei
[
u0
ω(t0+h)

(
η(t0 + h, ω)

)
+

∫ t0+h

0
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds

]
= Ei

[
u0

Φh(ω)(t0)

(
ξΦh(ω)(0)

(
t0,Φh(ω)

))
+

∫ h

0
Lω(s)

(
γ(s),−γ̇(s)

)
ds+ (5.6)∫ t0

0
LΦh(ω)(s)

(
ξΦh(ω)(0)

(
s,Φh(ω)

)
,−ξ̇Φh(ω)(0)

(
s,Φh(ω)

))
ds

]
.

We apply the change of variable formula with θ = Φh(ω) and Lemma 5.3 to get for any
j ∈ {1, . . . ,m}∫

Ω

[
u0

Φh(ω)(t0)

(
ξΦh(ω)(0)

(
t0,Φh(ω)

))
+

∫ t0

0
LΦh(ω)(s)

(
ξΦh(ω)(0)

(
s,Φh(ω)

)
,−ξ̇Φh(ω)(0)

(
s,Φh(ω)

))
ds
]
dPi(ω)

=

∫
Ω

[
u0
θ(t0)

(
ξθ(0)(t0, θ)

)
+

∫ t0

0
Lθ(s)

(
ξθ(0)(s, θ),−ξ̇θ(0)(s, θ)

)
ds

]
dΦh#Pi(θ)

=

m∑
j=1

(
e−Bh

)
ij
Ej
[
u0
θ(t0)

(
ξj(t0, θ)

)
+

∫ t0

0
Lθ(s)

(
ξj(s, θ),−ξ̇j(s, θ)

)
ds

]
.
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We plug the previous relation in (5.6) and use (5.3), (3.2) to get

(S(t0 + h)u0)i(x) 6 Ei
[ ∫ h

0
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)
ds
]
+

m∑
j=1

(
e−Bh

)
ij
Ej
[
u0
θ(t0)

(
ξj(t0, θ)

)
+

∫ t0

0
Lθ(s)

(
ξj(s, θ),−ξ̇j(s, θ)

)
ds
]
6

Ei
[ ∫ h

0
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)
ds

]
+

m∑
j=1

(
e−Bh

)
ij

(
(S(t0)u0)j

(
y
)

+ ε
)

=

Ei
[∫ h

0
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)
ds+

(
S(t0)u0

)
ω(h)

(
y
)

+ ε

]
,

and the assertion follows because ε is arbitrary. �

In the next result we link the sub–optimality principle with the property of being
subsolution to the system (HJS). It is worth pointing out that we are not assuming any
continuity or semicontinuity condition on the function appearing in the statement.

Theorem 5.4. Let u : R+×RN → Rm be a function locally bounded from above satisfying
the sub–optimality principle. Then it is a subsolution to (HJS) in (0,+∞)× RN .

Proof. Recall that we denote by u∗ the upper semicontinuous envelope of u.
Let us fix an index i ∈ {1, . . . ,m}, q ∈ RN , δ > 0. Let ψ be a C1 supertangent to u∗i at

a point (s0, x0) ∈ (0,+∞) × RN . We define a C1, Rm–valued function φ setting φi = ψ,
and choosing the other components φj of class C1 such that

φj(s0, x0) = u∗j (s0, x0) + δ for j 6= i. (5.7)

The definition implies

u∗i (s0, x0) = ψ(s0, x0) = φi(s0, x0) (5.8)

and

φk > u
∗
k > uk for any k ∈ {1, . . . ,m}, in some neighborhood of (s0, x0). (5.9)

The argument being local, we can assume φ uniformly continuous with corresponding
modulus denoted by ν. We consider (sn, xn) converging to (s0, x0) with limn ui(sn, xn) =
u∗i (s0, x0), and set

εn = ν(|xn − x0|+ |sn − s0|) + |ui(sn, xn)− u∗i (s0, x0)|.

We proceed by selecting an infinitesimal positive sequence hn with

lim
n

εn
hn

= 0 (5.10)

and define γn(s) = xn + s q, γ(s) = x0 + s q. From the supertangency condition, the
relation |γn(s)− γ(s)| = |xn− x0| for any s, and the definition of εn, we derive for n large
enough

ψ(s0, x0)− Ei
[
φω(hn)

(
− hn + s0, γ(hn)

)]
6

6 ui(sn, xn)− Ei
[
φω(hn)

(
− hn + sn, γn(hn)

)]
+ εn

6 ui(sn, xn)− Ei
[
uω(hn)

(
− hn + sn, γn(hn)

)]
+ εn. (5.11)
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Further, we have by the sub–optimality principle

ui(sn, xn)− Ei
[
uω(h)

(
− hn + sn, γn(hn)

)]
6 Ei

[∫ hn

0
Lω(s)(γn(s),−q) ds

]
. (5.12)

We apply Corollary 4.12 to the function φ̃(s, x) := φ(s0− s, x) and the curve γ. We derive
from (5.7), (5.8), (5.9), (5.10), (5.11), (5.12), and assumption (B) on the coupling matrix,

lim inf
n→+∞

1

hn
Ei
[∫ hn

0
Lω(s)(γn(s),−q) ds+ εn

]
> lim

n→+∞

1

hn

(
ψ(s0, x0)− Ei

[
φω(hn)

(
− hn + s0, γ(hn)

)])
= −d+

dt
Ei
[
φ̃ω(t)

(
t, γ(t)

)]
|
t=0

(5.13)

=
[
Bφ̃
(
0, γ(0)

)]
i
− ∂tφ̃i

(
0, γ(0)

)
−
〈
Dxφ̃i

(
0, γ(0)

)
, γ̇(0)

〉
.

=
[
Bφ(s0, x0)

]
i
+ ∂tψ(s0, x0)− 〈Dxψ(s0, x0), q〉

>
[
Bu∗(s0, x0)

]
i
+ ∂tψ(s0, x0) + 〈Dxψ(s0, x0),−q〉 − δ C,

where C = −
∑

j 6=i bij . We know that Pi–a.e. path ω takes the value i in a suitable right
neighborhood of 0, depending on ω. From this and the continuity of Li, we deduce for
Pi–a.e. ω

lim
n

1

hn

∫ hn

0
Lω(s)(γn(s),−q) ds =

lim
n

1

hn

∫ hn

0
Li(γn(s),−q) ds

lim
n

1

hn

∫ hn

0
Li(γ(s),−q) ds+

1

hn

∫ hn

0

(
Li(γn(s),−q)− Li(γ(s),−q)

)
ds

= Li(x0,−q).
By the Dominated Convergence Theorem and (5.10), we thus infer

lim
n→+∞

1

hn
Ei
[

1

hn

∫ hn

0
Lω(s)(γn(s),−q) ds+ εn

]
= Li(x0,−q).

We further derive from (5.10)(
Bu∗(s0, x0)

)
i
+ ∂tψ(s0, x0) + 〈Dxψ(s0, x0),−q〉 − Li(x0,−q)− δ C 6 0,

and, being q, δ arbitrary, we finally obtain(
Bu∗(s0, x0)

)
i
+ ∂tψ(s0, x0) +Hi

(
x0, Dxψ(s0, x0)

)
6 0,

which proves the claimed subsolution property for u∗. �

By combining Proposition 5.2 and Theorem 5.4 we obtain

Proposition 5.5. Let u0 : RN → Rm be bounded and continuous. The function v(t, x) :=
S(t)u0(x) is a subsolution of (HJS) satisfying v∗(0, ·) 6 u0 on RN .

Proof. The asserted subsolution property comes from v being locally bounded in force of
(5.1), and Proposition 5.2, Theorem 5.4. The relation at t = 0 is readily obtained passing
to the limit in the rightmost inequality of (5.1) as t goes to 0. �
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We proceed by showing a sort of maximality property of the function given by Lax–
Oleinik formula.

Proposition 5.6. Let u be a locally Lipschitz continuous subsolution of (HJS) with u0 :=
u(0, ·) bounded, then

u(t, x) 6 S(t)u0(x) for any (t, x) ∈ R+ × RN .

Proof. We fix (t0, x0) and pick an admissible curve γ with initial point x. By applying
Corollary 4.11, we get

d

dt
Ei
[
uω(t)

(
t0 − t, γ(t, ω)

)]
|
t=s

= Ei
[
−
[
Bu
(
t0 − s, γ(s, ω)

)]
ω(s)
− r(s, ω) + 〈p(s), γ̇(s, ω)〉

]
for a.e. s and some

(
r(s, ω), p(s, ω)

)
∈ ∂Cuω(s)

(
t0 + h − s, γ(s, ω)

)
. By exploiting the

subsolution property of u and the Fenchel inequality, we further get

− d

dt
Ei
[
uω(t)

(
t0 − t, γ(t, ω)

)]
|
t=s

= Ei
[[
Bu
(
t0 − s, γ(s, ω)

)]
ω(s)

+ r(s, ω) + 〈p(s, ω),−γ̇(s, ω)〉
]

6 Ei
[[
Bu(t0 − s, γ(s, ω)

)]
ω(s)

+ r(s, ω) +Hω(s)

(
γ(s, ω), p(s, ω)

)
+Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)]
6 Ei

[
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)]
. (5.14)

We finally obtain by integrating between 0 and t0 and by commuting integrals, which can
be done by joint measurability properties of (γ, γ̇)

ui
(
t0, x0

)
− Ei

[
u0
ω(t0)

(
γ(t0, ω)

)]
6 Ei

[∫ t0

0
Lω(s)

(
γ(s, ω),−γ̇(s, ω)

)
ds

]
.

This gives the assertion for γ is an arbitrary admissible curve starting at x0. �

We finally provide the announced PDE characterization of the random Lax–Oleinik
formula.

Theorem 5.7. Let u0 ∈
(
BUC(RN )

)m
. Then (x, t) 7→

(
S(t)u0

)
(x) is the unique solution

of (HJS) in (0.+∞)×RN agreeing with u0 at t = 0 and belonging to
(
BUC([0, T ]×RN )

)m
for every T > 0.

Proof. We denote by u the unique solution of the system taking the value u0 at t = 0 and
belonging to

(
BUC([0, T ]× RN )

)m
for every T > 0, see Theorem 2.4.

Let us first assume u0 Lipschitz continuous on RN . Then u is Lipschitz continuous in
[0, T ] × RN , for every T > 0, according to Theorem 2.4. In view of Proposition 5.5 and
the comparison principle for (HJS) stated in Proposition 2.5, we infer(

S(t)u0
)
(x) 6 u(t, x) for every (t, x) ∈ [0, T ]× RN .

The opposite inequality holds as well by Proposition 5.6. The assertion is then proved
when the initial datum is additionally assumed Lipschitz continuous.

Let us now consider the general case u0 ∈
(
BUC(RN )

)m
. Let v0 be a Lipschitz function

in
(
BUC(RN )

)m
. By what was just proved, we know that the map (t, x) 7→

(
S(t)v0

)
(x)
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is a Lipschitz solution of (HJS) in (0, T )× RN taking the initial value v0 at t = 0. From
the comparison principle stated in Proposition 2.5 and (5.2), we infer

‖u(t, ·)− S(t)u0‖∞ 6 ‖u(t, ·)− S(t)v0‖∞ + ‖S(t)u0 − S(t)v0‖∞ 6 2 ‖u0 − v0‖∞
for every t > 0. Using the fact that Lipschitz initial data are dense in

(
BUC(RN )

)m
,

we eventually get the asserted identity u(t, x) = S(t)u0(x) for every (t, x) ∈ [0,+∞) ×
RN . �

We directly derive from the previous results of the section

Corollary 5.8. The Lax–Oleinik formula defines a semigroup of operators on both
(
BUC(RN )

)m
and

(
Lip(RN )

)m⋂(
BUC(RN )

)m
.

6. Minimal admissible curves

In this section we aim to prove the following result:

Theorem 6.1. Let u0 ∈
(
BUC(RN )

)m
and T > 0. Assume that the function (t, x) 7→

S(t)u0(x) is locally Lipschitz in (0, T ]×RN . Then, for every x ∈ RN , i ∈ {1, . . . ,m}, there
exists an admissible curve η : Ω→ C

(
[0, T ];RN

)
, starting at x, realizing the minimum for

(S(T )u0)i(x) in the Lax–Oleinik formula (LO).

Remark 6.2. The assumption of the above theorem is always satisfied whenever u0 is
Lipschitz continuous on RN , in view of Theorem 2.4.

6.1. Deterministic minimization. Let u0 ∈
(
BUC(RN )

)m
and T > 0 be fixed, and

denote by u(t, x) the unique function in
(
BUC([0, T ] × RN )

)m
that solves the system

(HJS) in (0, T ) × RN subject to the initial condition u(0, ·) = u0 in RN . We know that,
for every j ∈ {1, . . . ,m}, the j–th component uj of u is a solution to

∂u

∂t
+Gj(t, x,Dxu) = 0 in (0,+∞)× RN . (6.1)

with initial datum u0
j , where

Gj(t, x, p) = Hj(x, p) + (Bu)j(t, x).

Let us denote by LGj = Lj − (Bu)j the Lagrangian associated with Gj via the Fenchel
transform. The following result holds:

Proposition 6.3. Let uj and Gj be as above. Then, for every 0 6 a 6 T and y ∈ RN ,
the following identity holds:

uj(T − a, y) = inf
ξ(a)=y

(
u0
j

(
ξ(T )

)
+

∫ T

a
LGj

(
T − t, ξ(t),−ξ̇(t)

)
dt
)
, (6.2)

where the infimum is taken by letting ξ vary in the family of absolutely continuous curves
from [a, T ] to RN . Moreover, such an infimum is a minimum.

Remark 6.4. Note that there is a slight difference between (6.2) and the other deter-
ministic formula given in Proposition A.2 of the appendix. However, both formulas are
equivalent up to the change of variables s = T − t.
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Proof. Let us first assume u0 Lipschitz continuous, so that uj is Lipschitz in [0, T ]× RN .
Then the result is a direct application of Proposition A.2.

In the general case, let vn : [0, T ] × RN → Rm be a sequence of solutions of (HJS)
with Lipschitz initial data vn(0, ·), uniformly converging to u0. By Proposition 2.5, vn

uniformly converges to u on [0, T ] × RN . Denote by Uj(T − a, y) the right hand side of
(6.2) and denote by Lnj the Lagrangian Lj−(Bvn)j . It is readily verified from the formula
and the first part of the proof that, for 0 6 a 6 T ,

|Uj(T − a, y)− vnj (T − a, y)| 6 ‖u0 − vn(0, ·)‖∞ + (T − a)‖LGj − Lnj ‖L∞([0,T ]×RN )

= ‖u0 − vn(0, ·)‖∞ + (T − a)‖(Bu−Bvn)j‖L∞([0,T ]×RN ).

It follows that vn uniformly converges to U := (Uj)16j6m, hence U = u, as it was to be
shown. �

Given 0 6 a 6 T , y ∈ RN and j ∈ {1, . . . ,m}, let us denote by Γj(a, y) the family of
absolutely continuous curves ξ : [0, T ] → RN such that ξ(s) = y for every s ∈ [0, a] and
ξ|[a,T ]

realizes the infimum in (6.2). In what follows, the space C
(
[0, T ];RN

)
of continuous

curves from the interval [0, T ] to RN is endowed with the uniform norm, which makes it
a Polish space, and the corresponding Borel σ–algebra. The following holds:

Proposition 6.5. Let j ∈ {1, . . . ,m}. Then

(i) the set XT
j := {ξ : ξ ∈ Γj(a, y) for some (a, y) ∈ [0, T ]× RN } is a family of

equi-absolutely continuous curves in C
(
[0, T ];RN

)
;

(ii) Γj(a, y) is a compact subset of C
(
[0, T ];RN

)
, for every (a, y) ∈ (0, T )× RN ;

(iii) the set–valued map (a, y) 7→ Γj(a, y) from [0, T ) × RN to C
(
[0, T ];RN

)
is upper

semicontinuous in the sense of Definition 1.1;

(iv) for every y ∈ RN , 0 6 a 6 T and ξ ∈ Γj(a, y) we have

uj
(
T − t, ξ(t)

)
= u0

j

(
ξ(T )

)
+

∫ T

t
LGj

(
T − s, ξ(s),−ξ̇(s)

)
ds

for every t ∈ [a, T ].

Proof. The first point is standard in Calculus of Variations and is the first step in estab-
lishing Tonelli’s existence Theorem. Let us denote by Θ : R+ → R a superlinear function
such that

Li(x, q) > Θ(|q|) for every (x, q) ∈ RN × RN and i ∈ {1, . . . ,m}.
Such a function Θ does exist for the Hamiltonians Hi satisfy condition (H3). Since any
ξ ∈ XT

j is a minimizer of (6.2) for some (a, y) ∈ [0, T ]× RN , we infer∫ T

a
Θ
(
|ξ̇(t)|

)
dt 6

∫ T

a
LGj

(
T − t, ξ(t),−ξ̇(t)

)
dt 6 2‖uj‖∞,

yielding∫ T

0
Θ
(
|ξ̇(t)|

)
dt =

∫ a

0
Θ
(
|ξ̇(t)|

)
dt+

∫ T

a
Θ
(
|ξ̇(t)|

)
dt 6 |Θ(0)|T + 2‖uj‖∞.

This readily implies (i) in view of [5, Theorem 2.12].
We will prove items (ii) and (iii) by using Arzelà-Ascoli, Dunford–Pettis theorems (no-

tice that by (i) the elements of XT
j are equicontinuous) and the lower semicontinuity of

ξ 7→
∫ T
a LGj

(
T − t, ξ(t),−ξ̇(t)

)
dt, see [5, Theorem 3.6].
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Let us prove (iii) first. We have to check that Γj satisfies Definition 1.1. Let C be a

closed subset of C
(
[0, T ];RN

)
, (an, yn) a sequence of Γ−1

j (C) converging to some (a, y).

We consider a sequence ξn ∈ Γj(an, yn)∩C. By the first part of the proof, we can assume
that ξn converges, up to extracting a subsequence, to some ξ uniformly in [0, T ] and that

ξ̇n converges to ξ̇ weakly in
(
L1 ([0, T ])

)N
, see [5, Theorem 2.13]. Hence, passing to the

limit in the equalities

uj(T − an, yn)− u0
j

(
ξn(T )

)
=

∫ T

an

LGj
(
T − t, ξn(t),−ξ̇n(t)

)
dt,

and using the lower semicontinuity of the integral functional, it follows that

uj(T − a, y)− u0
j

(
ξ(T )

)
>
∫ T

a
LGj

(
T − t, ξ(t),−ξ̇(t)

)
dt.

Since (6.2) gives the reverse inequality, we deduce that ξ belongs to Γj(a, y) and clearly

also to C. Therefore (a, y) ∈ Γ−1
j (C), so that Γ−1

j (C) is closed. This shows assertion (iii).

Item (ii) follows arguing as above and taking an = a and yn = y for every n ∈ N.
Item (iv) is a consequence of the sub–optimality principle, see Proposition A.2. Indeed,

we have

uj
(
T − a, ξ(a)

)
− u0

j

(
ξ(T )

)
=
(
uj
(
T − a, ξ(a)

)
− uj

(
T − t, ξ(t)

))
+
(
uj
(
T − t, ξ(t)

)
− u0

j

(
ξ(T )

))
6
∫ t

a
LGj

(
T − s, ξ(s),−ξ̇(s)

)
ds+

∫ T

t
LGj

(
T − s, ξ(s),−ξ̇(s)

)
ds.

The previous inequality, which is a sum of two inequalities, is actually an equality in view
of (6.2). Hence both inequalities were equalities to start with, as it was to be proved. �

We define a set–valued map Γ : [0, T ) × RN × {1, . . . ,m} → C
(
[0, T ];RN

)
by setting

Γ(a, y, j) := Γj(a, y). It is compact–valued and upper semicontinuous, hence measurable.
We are thus in the hypotheses of Theorem 1.2, so that there exists a measurable selection
Ξ for Γ, i.e. a measurable function

Ξ : [0, T ]× RN × {1, . . . ,m} → C
(
[0, T ];RN

)
(6.3)

such that

Ξ(a, y, j) ∈ Γ(a, y, j) for every (a, y, j) ∈ [0, T ]× RN × {1, . . . ,m}.
Notice that the measurability condition can be equivalently rephrased requiring

(t, a, y, j) 7→ Ξ(a, y, j)(t)

to be measurable from [0, T ] × [0, T ] × RN × {1, . . . ,m} to RN with the natural Borel
σ–algebras.

6.2. Random minimization. Given given T > 0, x ∈ RN , u0 ∈
(
BUC(RN )

)m
, i ∈

{1, . . . ,m}, we aim to show the existence of a minimizing admissible curve η for (S(T )u0)i(x).
We will provide a rather explicit construction via concatenation of minimizers of (6.2).

We first give a rough picture of it, just to contribute some insight. We fix ω and minimize
at the initial step the deterministic functional in (6.2) in the interval [a, T ] with a = 0,
j = ω(0) and y = x. Clearly we get multiple minimizers, but, according to the results of
the previous subsection, we can select one in a measurable way with respect (a, y, j). This
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will be crucial to show the random character of the curve obtained as output. At the first
jump time of ω, say τ1(ω), we switch to index j accordingly and restart the procedure
minimizing on [τ1(ω), T ], with y equal to the position reached by the selected minimizing
curve in the previous step at τ1. Notice that the final time T stays untouched, which is
needed to get in the end a nonanticipating random curve. We go on iterating the above
procedure at any jump time of ω belonging to [0, T ].

We proceed by presenting a full description of the construction. We point out that this
part is independent of the local Lipschitz continuity assumption on (x, t) 7→ S(t)u0(x).
This condition will come into play only in the proof of Theorem 6.1, to apply the derivation
formula given in Theorem 4.7.

For any fixed ω ∈ Ω, we set τ0(ω) = 0 and we define inductively a sequence
(
τk(ω)

)
k

by setting

τk(ω) =

{
k–th jump time if ω has at least k jump times in [0, T ]

T otherwise

Let us denote by Ξ : [0, T ] × RN × {1, . . . ,m} → C
(
[0, T ];RN

)
the measurable selection

introduced at the end of Section 6.1, and define inductively a sequence
(
xk(ω)

)
k>0

of

points in RN by setting x0 = x and

xk(ω) = Ξ
(
τk−1(ω), xk−1(ω), ω(τk−1(ω)

)(
τk(ω)

)
for every k > 1.

The following holds:

Lemma 6.6. For every k ∈ N, the maps ω 7→ τk(ω), ω 7→ ω
(
τk(ω)

)
and ω 7→ xk(ω) are

random variables.

Proof. We start by proving the assertion for the maps ω 7→ τk(ω) and ω 7→ ω(τk−1

(
ω)
)
.

The argument is by induction on k > 1. Let us denote by (tn)n∈N a dense sequence in
(0, T ). For every t ∈ (0, T ], we have

{ω : τ1(ω) < t} =
⋃
tn<t

{ω(tn) 6= ω(0)} ∈ F ,

which clearly gives the asserted measurability of ω 7→ τ1(ω) (note that τk(ω) 6 T for
every k > 1). The fact that ω 7→ ω

(
τ0(ω)

)
= ω(0) is a random variable is trivial by the

definition of F . Assume now that ω 7→ τj(ω) and ω 7→ ω
(
τj−1(ω)

)
are random variables

for every j 6 k. By the inductive step we have that, for every t ∈ (0, T ),

{ω : τk+1(ω) < t} =
⋃
tn<t

{ω : τk(ω) < tn} ∩
{
ω : ω(tn) 6= ω

(
τk(ω)

)}
∈ F ,

thus showing the asserted measurability of ω 7→ τk+1(ω). The fact that ω 7→ ω
(
τk(ω)

)
is

a random variable follows from the fact that, for every i ∈ {1, . . . ,m},{
ω : ω

(
τk(ω)

)
= i
}

=
⋃
n

{ω : ω(tn) = i } ∩ {ω : τk(ω) 6 tn < τk+1(ω) }.

Last, the fact that the map ω 7→ xk(ω) is a random variable for every k > 0 is again by
induction on k. The measurability for k = 0 is trivial. Let us assume that ω 7→ xj(ω)
is measurable for every j 6 k. Then the map ω 7→ xk+1(ω) is a random variable since it

is the composition of the F–measurable function ω 7→
(
τk+1(ω), τk(ω), xk(ω), ω

(
τk(ω)

))
with (t, a, y, j) 7→ Ξ(a, y, j)(t), which is measurable from [0, T ]× [0, T ]×RN × {1, . . . ,m}
to RN with the natural Borel σ–algebras. �
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The sought curve is defined by setting η(0, ω) = x and, for every k > 0,

η(t, ω) := Ξ
(
τk(ω), xk(ω), ω

(
τk(ω)

))
(t ∧ T ) if t ∧ T ∈ (τk(ω), τk+1(ω)],

for every ω ∈ Ω, where t ∧ T := min{t, T}. Note that the curve η(·, ω) is constant in
[T,+∞), for any fixed ω ∈ Ω. The following holds:

Proposition 6.7. The curve η : Ω→ C
(
R+;RN

)
is admissible.

Proof. For every fixed ω, the map t 7→ η(t, ω) is constructed as a concatenation of equi–
absolutely continuous curves, see Proposition 6.5, so it is clear that η satisfies item (i) of
Definition 4.1. Its non–anticipating character is also clear by definition. It is left to show
that (t, ω) 7→ η(t, ω) is jointly measurable from R+×Ω to RN with respect to the product
σ–algebra B(R+)⊗F . To this aim, we remark that

η(t, ω) = xχ{0}(t) +
+∞∑
k=0

Ξ
(
τk(ω), xk(ω), ω

(
τk(ω)

))
(t ∧ T )χ(τk(ω),τk+1(ω)](t ∧ T ),

where we agree that the characteristic function χ∅(·) of the empty set is identically 0. For

each k > 0, the map (t, ω) 7→ Ξ
(
τk(ω), xk(ω), ω

(
τk(ω)

))
(t ∧ T ) is measurable as a com-

position of the B(R+) ⊗ F–measurable function (t, ω) 7→
(
t ∧ T, τk(ω), xk(ω), ω

(
τk(ω)

))
with the Borel map (t, a, y, j) 7→ Ξ(a, y, j)(t) from [0, T ] × [0, T ] × RN × {1, . . . ,m} to
RN . The joint measurability of (t, ω) 7→ χ(τk(ω),τk+1(ω)](t ∧ T ) follows from the fact that

χ(τk(ω),τk+1(ω)](t ∧ T ) = χFk(t, ω) and

Fk := {(t, ω) ∈ R+ × Ω : τk(ω) < t ∧ T 6 τk+1(ω) } ∈ F .

As a countable sum of B(R+) ⊗ F–measurable functions, we conclude that η has the
required measurability property. �

We proceed by showing a further property enjoyed by the curve η defined above.

Lemma 6.8. Let ω ∈ Ω. For L1–a.e. s ∈ (0, T ) the following holds:

(i) t 7→ η(t, ω) is differentiable at s;

(ii) lim
h→0+

1

h

∫ s+h

s
LGω(t)

(
T −t, η(t, ω),−η̇(t, ω)

)
dt = LGω(s)

(
T −s, η(s, ω),−η̇(s, ω)

)
;

(iii) t 7→ uω(s)

(
T − t, η(t, ω)

)
is differentiable at s and

− d

dt
uω(s)

(
T − t, η(t, ω)

)
|
t=s

= LGω(s)
(
T − s, η(s, ω),−η̇(s, ω)

)
. (6.4)

Proof. Let us fix ω ∈ Ω. The càdlàg path t 7→ ω(t) has a finite number of jump times
in (0, T ), let us say 0 < s1 < · · · < sn < T . Let us set s0 = 0, sn+1 = T and pick
k ∈ {0, . . . , n}. By definition of η, we have η(·, ω) = ξ(·) in [sk, sk+1], where

ξ(t) = Ξ
(
sk, η(sk, ω), ω(sk)

)
(t) for every t ∈ [0, T ].

In view of Proposition 6.5, we have for every t ∈ [sk, T ]

uω(sk)

(
T − t, ξ(t)

)
− u0

ω(sk)

(
ξ(T )

)
=

∫ T

t
LGω(sk)

(
T − r, ξ(r),−ξ̇(r)

)
dr.
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Choose sk 6 t0 < t1 6 sk+1. By plugging t = t0 and t = t1 in the above equality and by
subtracting the corresponding relations, we end up with

uω(sk)

(
T − t0, ξ(t0)

)
− uω(sk)

(
T − t1, ξ(t1)

)
=

∫ t1

t0

LGω(sk)
(
T − r, ξ(r),−ξ̇(r)

)
dr. (6.5)

By summing the equalities (6.5) with t0 = sk, t1 = sk+1 for k = 0, . . . , n+ 1, we get∫ T

0
LGω(t)

(
T − t, η(t, ω),−η̇(t, ω)

)
dt 6 (n+ 1)‖u‖L∞([0,T ]×RN ). (6.6)

Since the functions LGi are bounded from below, this tells us that the map

t 7→ LGω(t)
(
T − t, η(t, ω),−η̇(t, ω)

)
is integrable in [0, T ]. Therefore assertions (i) and (ii) hold whenever s is a differentiability
point of the curve t 7→ η(t, ω) and a Lebesgue point for t 7→ LGω(t)

(
T − t, η(t, ω),−η̇(t, ω)

)
,

namely for L1–a.e. s ∈ (0, T ). Plug t0 = s and t1 = s + h in (6.5) for any such point
s ∈ (0, T ) and for h > 0 small enough. By dividing the corresponding equality by h and
by passing to the limit, we finally obtain (iii). �

Proof of Theorem 6.1. We introduce h ∈ (0, T ), devoted to become infinitesimal. Since
u(t, x) := S(t)u0(x) is assumed locally Lipschitz continuous in (0, T ] × RN , u is locally
Lipschitz in [h, T ]× RN .

We can apply Theorem 4.7 to the absolutely continuous function t 7→ Ei
[
uω(t)

(
T −

t, η(t, ω)
)]

for t ∈ [h, T ]. By taking into account Lemma 6.8 and the definition of the
functions LGj we get

Ei
[
uω(h)

(
T − h, η(h, ω)

)]
− Ei

[
u0
ω(T )

(
η(T, ω)

)]
(6.7)

= −
∫ T

h
Ei
[
−(Bu)ω(s)

(
T − s, η(s, ω)

)
+

d

dt
uω(s)

(
T − t, η(t, ω)

)
|
t=s

]
ds

=

∫ T

h
Ei
[
Lω(s)

(
η(s, ω),−η̇(s, ω)

)]
ds = Ei

[∫ T

h
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds

]
.

By sending h→ 0+, we get

lim
h→0+

uω(h)

(
T − h, η(h, ω)

)
= uω(0)(T, x) for every ω ∈ Ω. (6.8)

Moreover, since u is bounded in [0, T ]×RN , we obtain via Dominated Convergence The-
orem

lim
h→0+

Ei
[
uω(h)

(
T − h, η(h, ω)

)]
= Ei

[
uω(0)

(
T, x

)]
= ui(T, x). (6.9)

Further, being the Lagrangians Lj bounded from below, we get via a standard applica-
tion of the Monotone Convergence Theorem

lim
h→0+

Ei
[∫ T

h
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds

]
= lim

h→0+

∫ T

0
Ei
[
Lω(s)

(
η(s, ω),−η̇(s, ω)

)]
χ[h,T ](s) ds

=

∫ T

0
Ei
[
Lω(s)

(
η(s, ω),−η̇(s, ω)

)]
ds = Ei

[∫ T

0
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds

]
.
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By putting together the above relation plus (6.7), (6.8), (6.9), we have

ui(x, T )− Ei
[
u0
ω(T )

(
η(T, ω)

)]
= Ei

[∫ T

0
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds

]
,

which shows the claimed minimality property of η(t, ω). �

7. Properties of minimizing random curves

In the final section, we want to establish further properties of arbitrary minimizing
curves and of solutions of the evolution equation. We start showing that any minimizing
curve has a similar structure as the one constructed in the previous section, up to a set of
negligible probability.

We consider a solution u of (HJS) in (0,+∞)×RN taking an initial value u0 bounded
and Lipschitz continuous in RN . The function u is consequently Lipschitz continuous in
[0, T ] × RN , for any T > 0, by Theorem 2.4. We fix T > 0, x ∈ RN , i ∈ {1, . . . ,m},
and denote by η : Ω → C

(
[0, T ];RN

)
an admissible curve realizing the minimum for

ui(x, T ) =
(
S(T )u0

)
i
(x). These notations will stay in place throughout the section.

Lemma 7.1. There is a full measure set Ω′i ⊂ Ωi such that for all ω ∈ Ω′i, if a < b ∈ [0, T ]
such that ω is constantly equal to some j ∈ {1, . . . ,m} in [a, b), then

uj
(
b, η(T − b, ω)

)
− uj

(
a, η(T − a, ω)

)
=

∫ b

a
LGj

(
s, η(T − s, ω),−η̇(T − s, ω)

)
ds.

Proof. Using that we have equality in the proof of Theorem 5.6, one concludes from (4.11)
and (5.14) that for a.e. ω and s,(
Bu
)
ω(s)

(
s, η(T − s, ω)

)
+

d

dt
uω(s)

(
t, η(T − t, ω)

)
|
t=s

= Lω(s)

(
η(T − s, ω),−η̇(T − s, ω)

)
.

It follows by Fubini’s theorem that there exists a set Ω′i ⊂ Ωi such that for all ω ∈ Ω′i,
the above relation holds for almost every s ∈ [0, T ]. By integrating, for ω ∈ Ω′i, if
0 < a < b < T are such that ω is constantly equal to j on [a, b), then

uj
(
b, η(T − b, ω)

)
− uj

(
a, η(T − a, ω)

)
=

∫ b

a

[
− (Bu)j

(
s, η(T − s, ω)

)
+ Lj

(
η(T − s, ω),−η̇(T − s, ω)

)]
ds

=

∫ b

a
LGj

(
s, η(T − s, ω),−η̇(T − s, ω)

)
ds.

�

Remark 7.2. Notice that for the particular minimizing curve constructed in the previous
section the exceptional negligible set is empty.

When the Hamiltonians enjoy stronger regularity properties we will accordingly get
further regularity information on the minimizing curves as well as on the solutions on
such curves.

We assume in the remainder of the section H1, . . . ,Hm to satisfy, besides (H1)–(H3),
the following further assumptions:

(H4) p 7→ H(x, p) is strictly convex on RN for any x ∈ RN ;
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(H5) H ∈ C1(RN × RN ).

In this case, the associated Lagrangian L is of class C1 in RN×RN and is strictly convex in
q. Moreover, the map (x, q) 7→

(
x, ∂qL(x, q)

)
is a homeomorphism of RN ×RN onto itself,

with continuous inverse given by (x, p) 7→
(
x, ∂pH(x, p)

)
, see for instance [9, Appendix

A.2].

Theorem 7.3. For any fixed ω ∈ Ω′i we have

(i) the curve η(·, ω) is continuously differentiable in (0, T ) outside the jump times of
ω;

(ii) if t is a jump time of ω then η(·, ω) is right and left–differentiable at t with

lim
s→t+

η̇(s, ω) =
d+

dt
η(t, ω) and lim

s→t−
η̇(s, ω) =

d−

dt
η(t),

where d+

dt
and d−

dt
indicates right and left derivatives, respectively;

(iii) η(·, ω) is right differentiable at 0 and left differentiable at T with

lim
s→0+

η̇(s, ω) =
d+

dt
η(0, ω) and lim

s→T−
η̇(s, ω) =

d−

dt
η(T, ω).

Proof. Let ω ∈ Ω′i, and 0 6 â < b̂ 6 T such that ω is constantly equal to j ∈ {1, . . . ,m}
on [â, b̂]. By recalling that uj is a solution of (6.1) in (0,+∞)× RN and exploiting (6.2),
we get that the curve s 7→ η(s, ω) is a minimizer of

ξ 7→ uj
(
T − b̂, ξ(b̂)

)
− uj

(
T − â, ξ(â)

)
+

∫ b̂

â
LGj

(
T − s, ξ(s),−ξ̇(s)

)
ds

on the space of absolutely continuous curves ξ : [â, b̂] → RN taking the value η(â, ω) at
t = â. Theorem 18.1 in [11] thus establishes, among other things, that the map

t 7→ ∂qLj
(
η(t, ω),−η̇(t, ω)

)
(7.1)

which in principle is defined for a.e. t ∈ [â, b̂], can be extended to an absolutely con-

tinuous curve on [â, b̂], denoted by p(·). Next, we use the regularity assumptions on the
Hamiltonians to invert the relation in (7.1) and get

−η̇(t, ω) = ∂pHj

(
η(t, ω), p(t)

)
for a.e. t ∈ [â, b̂]. (7.2)

From the continuous character of η(·, ω) and p(·), it follows that η̇(·, ω) can be continuously

extended on [â, b̂]. We deduce that η(·, ω) is Lipschitz continuous in [â, b̂] and, by the above

continuity properties of η̇, is in addition continuously differentiable in (â, b̂). This gives
(i). We moreover have

η(t, ω)− η(â, ω)

t− â
=

1

t− â

∫ t

â
η̇(s) ds

for t ∈ (â, b̂). Taking into account that η̇(·, ω) is continuous in (â, b̂) and can be continu-
ously extended up to the boundary, we deduce that

d+

dt
η(â, ω) = lim

t→â+
η(t, ω)− η(â, ω)

t− â
= lim

t→â+
η̇(t).

The above argument, with obvious adaptations, gives items (ii) and (iii), and concludes
the proof. �
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Corollary 7.4. For any fixed ω ∈ Ω′i, the function uω(t) is differentiable at
(
T−t, η(t, ω)

)
,

whenever t is not a jump time of ω in (0, T ) and

∂xuω(t)(T − t, η(t, ω)
)

= ∂qLω(t)

(
η(t),−η̇(t, ω)

)
(7.3)

∂tuω(t)(T − s, η(t, ω)
)

= −Hω(t)

(
η(t, ω), Dxuω(t)

(
T − t, η

(
t, ω)

))
(7.4)

− (B u)ω(t)

(
T − t, η(t, ω)

)
.

Moreover if t is a jump time, the same holds by replacing ω(t) with ω(t−) and η̇ with d−

dt
η.

Proof. The assertion directly comes from the previous result and Corollary A.4 with t =
T − â, a = T − b̂, γ(s) = η(T − s, ω) for s ∈ [a, t], and by making the change of variables
from s to τ = T − s in the integral appearing in the representation formula of uω(t), see
(6.2). �

In the sequel, we will denote by D
(
0, T ;RN

)
the Polish space of càdlàg paths taking

values in RN , endowed with the Prohorov metric, see [4].
Keeping in mind Theorem 7.3, we extend η̇(·, ω) on the whole [0, T ] setting

η̇(t, ω) =

 d+

dt
η(t, ω) if t is a jump time of ω or t = 0

d−

dt
η(t, ω) if t = T .

We further define for t ∈ [0, T ] the adjoint curve

P (t, ω) = ∂qLω(t)

(
η(t, ω),−η̇(t, ω)

)
.

Note that thanks to (7.3), P (t, ω) ∈ ∂Cx uω(t)

(
T − t, η(ω, t)

)
for all t and ω ∈ Ω′i, where

∂C stands for the Clarke generalized grandient.

We deduce from the proof of Theorem 7.3

Corollary 7.5. For any fixed ω, the curve P (·, ω) is absolutely continuous on intervals of
[0, T ] where ω is constant.

Proposition 7.6. The maps ω → η̇(·, ω), ω → P (·, ω) are nonanticipating random vari-
ables from Ω to D

(
0, T ;RN

)
. In addition, the jump times of η̇(·, ω), P (·, ω) and ω coincide,

for any ω ∈ Ω′i, with the possible exception of T .

Proof. For any ω, the curves η̇(·, ω), P (·, ω) are càdlàg by construction, with discontinuity
points corresponding to the jump times of ω, with the possible exception of T where η̇(·, ω)
and P (·, ω) are continuous.

Thanks to Proposition 4.4, η̇ is in addition B([0, t])⊗Ft–progressively measurable, for
t ∈ [0, T ], which is, due to its càdlàg character, is equivalent of being nonanticipating. The
measurability properties of η, η̇ and the fact that ∂qL is continuous in both arguments
implies that P is a random variable. It also inherits the nonanticipating character of η,
η̇. �

We know, thanks to Corollary 7.5, that P (·, ω) is a.e. differentiable in [0, T ], for any
fixed ω. We derive from [11, Theorem 18.1] that it satisfies a suitable differential inclusion
in [0, T ]. Combining this information with (7.1), (7.2) and the very definition of P , we
moreover get that the pair

(
η(·, ω), P (·, ω)

)
is a trajectory of a twisted generalized Hamil-

tonian dynamics, where the equation related to P is multivalued and contains a coupling
term.
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Corollary 7.7. Given ω ∈ Ω, we have

−η̇(t, ω) = ∂pHω(t)

(
η(t, ω), P (t, ω)

)
for any t ∈ (0, T ), not jump time of ω

and

Ṗ (t, ω) ∈ −∂xHω(t)

(
η(ω, t), P (ω, t)

)
−

m∑
j=1

bω(t)j ∂
C
x uj

(
T − t, η(ω, t)

)
= ∂xLω(t)

(
η(ω, t),−η̇(ω, t)

)
−

m∑
j=1

bω(t)j ∂
C
x uj

(
T − t, η(ω, t)

)

for a.e. t ∈ [0, T ], where ∂Cx uj indicates the Clarke generalized gradient of uj with respect to
the state variable. The multivalued linear combination in the formula must be understood
in the sense of (1.2).

By combining Corollaries 7.5, 7.7 and the continuity properties of η, η̇, we further get

Corollary 7.8. Given ω, the curve P (·, ω) is Lipschitz continuous on intervals of [0, T ]
where ω is constant.

We conclude the section by showing that when the Hamiltonians are of Tonelli type, the
Lax–Oleinik semigroup has a regularizing effect, similar to the one well known for scalar
Hamilton–Jacobi equations.

Given an open convex set U ⊂ RN and C > 0, we recall that a function f : U → R is
said semiconcave with semiconcavity constant C if

f(λx+ (1− λ) y ≥ λ f(x) + (1− λ) f(y)− C |x− y|2

Theorem 7.9. Assume, in addition to conditions (H1)–(H5), that the Hamiltonians
H1, . . . ,Hm are of class C2 in RN × RN with positive definite Hessian. Then, for any
fixed t > 0, the function u(t, ·) is locally semiconcave with linear modulus on RN .

Proof. We first remark that, under the conditions assumed on the Hamiltonians, the as-
sociated Lagrangians are locally semiconcave in (x, q) with a linear modulus, see [18].
Let t > 0 and i ∈ {1, . . . ,m} be fixed. We want to prove that the function ui(t, ·) is
locally semiconcave with linear modulus. Indeed, consider η realizing the minimum in the
Lax–Oleinik formula (LO) for ui(t, x), for some x ∈ RN .

Given z ∈ RN , we define

η±(s, ω) = η(s, ω)± t− s
t

z.
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Those two curves are admissible and start at x± z. We can estimate

ui(t, x+ z) + ui(t, x− z)− 2ui(t, x)

6 Ei
[
u0
ω(t)

(
η+(t, ω)

)
+

∫ t

0
Lω(s)

(
η+(s, ω),−η̇+(s, ω)

)
ds

+u0
ω(t)

(
η−(t, ω)

)
+

∫ t

0
Lω(s)

(
η−(s, ω),−η̇−(s, ω)

)
ds

−2u0
ω(t)

(
η(t, ω)

)
− 2

∫ t

0
Lω(s)

(
η(s, ω),−η̇(s, ω)

)
ds
]

= Ei
[ ∫ t

0

[
Lω(s)

(
η(s, ω)− t− s

t
z,−η̇(s, ω)− 1

t
z
)

+ Lω(s)

(
η(s, ω) +

t− s
t

z,−η̇(s, ω) +
1

t
z
)

− 2Lω(s)

(
η(s, ω),−η̇(s, ω)

)]
ds
]

6Ei
[ ∫ t

0
2C

(t− s)2 + 1

t2
|z|2 ds

]
= 2C

( t
3

+
1

t

)
|z|2,

where C is a constant of semiconcavity of the Lj , j ∈ {1, . . . ,m} restricted to a neigh-
borhood of the (η, η̇) and (η±, η̇±) that are relatively compact by (7.3) (uniformly with
respect to ω).

�

Appendix A. PDE material

A.1. For systems. This section is devoted to the proofs of Theorem 2.4 and Proposition
2.5. We prove a preliminary comparison result first:

Proposition A.1. Let T > 0 and v, w : [0, T ]×RN → Rm be a bounded upper semicontin-
uous subsolution and a bounded lower semicontinuous supersolution of (HJS), respectively.
Let us furthermore assume that either v or w are in

(
Lip([0, T ]× RN )

)m
. Then

vi(t, x)− wi(t, x) 6 max
16i6m

sup
RN

(
vi(0, ·)− wi(0, ·)

)
for all (t, x) ∈ [0,+∞)× RN and i ∈ {1, . . . ,m}.

Proof. The result essentially follows from Proposition 3.1 in [7], which covers our case
under the additional assumption that there exists a continuity modulus ν̃ such that

max
i∈{1,...,m}

|Hi(x, p)−Hi(y, p)| 6 ν̃
(
(1 + |p|)|x− y|

)
for all (x, p) ∈ RN × RN . (A.1)

When either v or w is Lipschitz continuous in [0, T ]× RN , such hypothesis can be safely
removed. Indeed, with the notation used in [7], we see that either p + 2βx or p − 2βy is
bounded, uniformly with respect to the parameters α, β, η, µ, since it belongs to the super
differential of vj(t, ·) at x or to the subdifferential of wj(s, ·) at y. Using the estimates (3.3)

and (3.4) in [7], we conclude that both p+ 2βx and p− 2βy are bounded, uniformly with
respect to the parameters, and the result follows without invoking condition (A.1). �

We now proceed by proving the existence part in the statement of Theorem 2.4.
33



Proof of Theorem 2.4 (Existence of solutions). Let us first assume u0 bounded and Lips-
chitz on RN and fix T > 0. Let us denote by b∞ := maxi

∑m
j=1 |bij | and pick a constant

C such that

C > max
i∈{1,...,m}

‖Hi(x,Du
0
i (x))‖∞ + b∞‖u0‖∞. (A.2)

Set M := C + b∞(‖u0‖∞+CT ) and choose n ∈ N large enough so that the Hamiltonians

H̃i(x, p) := min {Hi(x, p), |p|+ n} (x, p) ∈ RN × RN and i ∈ {1, . . . ,m}

satisfy

H̃i = Hi on
{

(x, p) : maxi H̃i(x, p) < M + 1
}

for all i ∈ {1, . . . ,m}. (A.3)

The modified Hamiltonians H̃i satisfy the additional condition (A.1), thus we can apply
Proposition 3.1 in [7] and infer the existence of a function u ∈

(
BUC([0, T ]×RN )

)m
which

solves (HJS) in (0, T ) × RN with H̃i in place of Hi and satisfying the initial condition
u(0, ·) = u0 on RN .

We shall now prove that u is Lipschitz in [0, T ]×RN . To this aim, first notice that the
functions u+(t, x) := u0(x) + tC1 and u−(t, x) := u0(x)− tC1 are a Lipschitz super and

subsolution to (HJS) in (0, T )×RN with H̃i in place of Hi. Therefore, by Proposition 3.1
in [7], we get in particular

|ui(t, x)− u0
i (x)| 6 Ct for every (t, x, i) ∈ [0, T ]× RN × {1, . . . ,m}. (A.4)

By applying Proposition 3.1 in [7] again to u(h + ·, ·) and to the solutions w± := u ±
‖u(h, ·)− u0‖∞, we get

‖u(t+ h, ·)− u(t, ·)‖∞ 6 ‖u(h, ·)− u0‖∞ 6 C h for every h > 0.

This shows that the function u is C–Lipschitz in t. By making use of the fact that u is a

solution to (HJS) in (0, T )×RN with H̃i in place of Hi and of the estimate (A.4), we get

H̃i(x,Dxui(t, x)) 6 −∂tui(t, x)−
(
Bu(t, x)

)
i
6 C + b∞(‖u0‖∞ + CT ) = M

in the viscosity sense in (0, T ) × RN . By coercivity of H̃i in p, we infer that ui(t, ·) is

Lipschitz for every t ∈ (0, T ) with (x,Dxui(t, x)) ∈ {H̃i(x, p) 6 M} for a.e. x ∈ RN , see
for instance Lemma 2.5 in [2]. In view of (A.3), this finally implies that u is a solution of
(HJS) in (0, T )× RN as well.

Let now assume that u0 ∈
(
BUC(RN )

)m
. Let gn be a sequence of Lipschitz functions

in
(
BUC(RN )

)m
uniformly converging to u0 on RN , and denote by un the corresponding

bounded and Lipschitz solution to (HJS) in (0, T )×RN with initial datum gn. By Propo-
sition A.1 we have ‖um−un‖L∞([0,T ]×RN ) 6 ‖gm− gn‖L∞(RN ), that is, (un)n is a Cauchy

sequence in [0, T ] × RN with respect to the sup–norm. Hence the Lipschitz continuous
functions un uniformly converge to a function u on [0, T ]×RN , which is therefore bounded
and uniformly continuous on [0, T ]× RN . By the stability of the notion of viscosity solu-
tion, we conclude that u is a solution of (HJS) with initial datum u0. This completes the
proof since T > 0 was arbitrarily chosen. �

The uniqueness part in Theorem 2.4 is guaranteed by the comparison principle stated
in Proposition 2.5, that we prove now. The proof makes use of the existence result just
established and of Proposition A.1.

34



Proof of Proposition 2.5. Up to trivial cases and up to adding a constant vector of the
form C1 to w, we reduce the assertion to proving that v 6 w in [0, T ]×RN for every fixed
T > 0 when v(0, ·) 6 w(0, ·) in RN . Let us fix T > 0 and, for every ε > 0, set wε := w+ε1.
Since either v(0, ·) or wε(0, ·) are in

(
BUC(RN )

)m
and wε(0, ·)−v(0, ·) > ε1, we can find

u0 ∈
(
BUC(RN )

)m ∩ (Lip(RN )
)m

such that v(0, ·) 6 u0 6 wε(0, ·) in RN . According
to the existence part of Theorem 2.4 proved above, we know that there exists a Lipschitz
function u ∈

(
BUC([0, T ]×RN )

)m
which solves (HJS) in (0, T )×RN with initial datum u0.

By applying Proposition A.1 to the pair v, u and u, wε, respectively, we get v 6 u 6 wε

in [0, T ]× RN . The assertion follows by sending ε→ 0+. �

A.2. For a single equation. We now turn back to results concerning a single equation.
Let G : [0, T ] × RN × RN → R be a continuous Hamiltonian such that, for every fixed
(t, x) ∈ [0, T ] × RN , G(t, x, ·) is convex in RN , and there exist two superlinear functions
α, β : R+ → R such that

α(|p|) 6 G(t, x, p) 6 β(|p|) for all (t, x, p) ∈ [0, T ]× RN × RN .
We will denote by LG : [0, T ]×RN ×RN → R the Lagrangian associated with G through
the Fenchel transform. The following holds:

Proposition A.2. Let u : [0, T ]× RN → R be a Lipschitz solution of

∂u

∂t
+G(t, x,Dxu) = 0 in (0, T )× RN . (A.5)

Then for every 0 6 a < t 6 T , the following identity holds:

u(t, x) = inf
ξ(t)=x

(
u
(
a, ξ(a)

)
+

∫ t

a
LG
(
s, ξ(s), ξ̇(s)

)
ds
)
, x ∈ RN , (A.6)

where the infimum is taken by letting ξ vary in the family of absolutely continuous curves
from [a, t] to RN . Moreover, such an infimum is a minimum.

Proof. Let us first prove the assertion for a = 0. It is always true that

u(t, x) 6 V (t, x) := inf
ξ(t)=x

(
u
(
0, ξ(0)

)
+

∫ t

0
LG
(
s, ξ(s), ξ̇(s)

)
ds
)
, (A.7)

for every x ∈ RN . Indeed, let ξ : [0, t] → RN be any absolutely continuous curve with
ξ(t) = x. Then, for almost every s ∈ [0, T ], we have

d

dτ
u
(
τ, ξ(τ)

)
|
τ=s

= ps + 〈pξ(s), ξ̇(s)〉 6 ps +G(s, ξ(s), pξ(s)) + LG
(
s, ξ(s), ξ̇(s)

)
,

where
(
ps, pξ(s)

)
is a suitable element of the Clarke generalized gradient of u at

(
s, ξ(s)

)
,

chosen according to Lemma 1.4. By integrating the above inequality between 0 and t and
by taking into account that u is a subsolution of (6.1) and ξ was arbitrarily chosen, we
readily get (A.7).

We therefore have to prove the converse inequality. Let us fix R > 0 and define LR = LG
on [0, T ]× RN ×BR and +∞ elsewhere. Let us set

VR(t, x) := inf
ξ(t)=x

(
u
(
0, ξ(0)

)
+

∫ t

0
LR
(
s, ξ(s), ξ̇(s)

)
ds
)
, (t, x) ∈ (0, T ]× RN ,

where the infimum is taken by letting ξ vary in the family of absolutely continuous curves
from [0, t] to RN . Clearly, it is the same to take the infimum over R–Lipschitz curves.
Moreover, VR > V . As the curves take velocities in a compact set, by basic results of
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Optimal Control Theory (see [1, Theorem 3.17 and Exercise 3.7]), the function VR is a
Lipschitz continuous solution of

∂VR
∂t

+GR(t, x,DxVR) = 0 in (0, T )× RN (A.8)

where GR is the convex dual of LR. It is easily checked from its very definition that GR
is R–Lipschitz in p, and uniformly continuous in [0, T ] ×K × RN , for every compact set
K ⊂ RN . Let us denote by κ a Lipschitz constant of u in [0, T ] × RN and choose R
big enough such that G = GR on [0, T ] × RN × Bκ+1. From the definition of (viscosity)
solutions and the fact that sub and supertangents to u have norms bounded by κ, it follows
that u also solves (A.8) in [0, T ]×RN . Now u and VR are both Lipschitz solutions to (A.8)
with same initial data, hence, by applying [1, Theorem 3.12], we conclude that u ≡ VR in
[0, T ]× RN . Since VR > V , we finally get u ≡ V .

The fact that (A.6) holds for 0 6 a < t 6 T is due to the fact that the function V
defined by (A.7) satisfies the Dynamic Programming Principle. The fact that the infimum
in (A.6) is attained follows from classical results of the Calculus of Variations. �

We proceed by proving some differentiability properties of the solution u at points
belonging to the support of a minimizing curve for (A.6).

Proposition A.3. Let G be as above, and assume moreover that G(t, x, p) is strictly
convex in p and Lipschitz in x, locally with respect to (t, x, p). Let u be a Lipschitz solution
of the evolutive Hamilton–Jacobi equation (6.1) in [0, T ] × RN . Let 0 < a < t < T and
γ : [a, t]→ RN a curve that realizes the infimum in (A.6). Assume a is a differentiability
point of γ and a Lebesgue point of s 7→ LG

(
s, γ(s), γ̇(s)

)
. Then u is differentiable in(

a, γ(a)
)

and

∂xu(a, γ(a)
)

= ∂qLG
(
a, γ(a), γ̇(a)

)
, ∂tu(a, γ(a)

)
= −G

(
a, γ(a), Dxu

(
a, γ(a)

))
.

Proof. Under the above hypotheses, the function u is locally semiconcave on (0,+∞)×RN
(see [9, Theorem 5.3.8]) and γ is Lipschitz. The proof is borrowed from [9, Theorem 6.4.7].
Let (pt, px) be a superdifferential to u at

(
a, γ(a)

)
. By definition of (viscosity) solutions,

pt +G(a, γ(a), px) 6 0. We will prove that equality holds. As for t− a > h > 0, we have

u
(
a+ h, γ(a+ h)

)
− u
(
a, γ(a)

)
=
∫ a+h
a LG

(
s, γ(s), γ̇(s)

)
ds, since a is a Lebesgue point of

s 7→ LG
(
s, γ(s), γ̇(s)

)
, it follows that

lim
h→0+

u
(
a+ h, γ(a+ h)

)
− u
(
a, γ(a)

)
h

= LG
(
a, γ(a), γ̇(a)

)
.

On the other hand, by properties of superdifferentials,

lim
h→0+

u
(
a+ h, γ(a+ h)

)
− u
(
a, γ(a)

)
h

6 pt + 〈px, γ̇(a)〉.

It follows from the Fenchel inequality that pt + G(a, γ(a), px) > 0 hence the claimed
equality holds.

Finally, as the superdifferential is convex and G is strictly convex in the last argument,
D+u

(
a, γ(a)

)
cannot contain more than one element. It is moreover not empty by prop-

erties of semiconcave functions, hence D+u
(
a, γ(a)

)
is reduced to a singleton and u is

differentiable at
(
a, γ(a)

)
. Moreover, as px realize the equality in the Fenchel inequality it

follows that px = ∂qLG
(
a, γ(a), γ̇(a)

)
and pt = −G

(
a, γ(a), Dxu

(
a, γ(a)

))
.

�

We finally state a consequence of the previous results and of Theorem 18.1 in [11]:
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Corollary A.4. Let us assume that the hypotheses of Proposition A.3 are in force, and
furthermore that G(t, x, ·) is of class C1, for every fixed (t, x) ∈ [0, T ] × RN . Then the
curve γ is C1 and u is differentiable at

(
s, γ(s)

)
for every s ∈ [a, t), with

∂xu(s, γ(s)
)

= ∂qLG
(
s, γ(s), γ̇(s)

)
, ∂tu(s, γ(s)

)
= −G

(
s, γ(s), Dxu

(
s, γ(s)

))
.
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