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Chapter 1

Basic tools for Carleman estimates
techniques

1.1 Preliminaries

In 1939, the Swedish mathematician Torsten Carleman introduced in [5] a new

method to prove uniqueness properties for 2D elliptic equations.

T. Carleman, 1892–1949

These inequalities have found many different applications in various branches of

mathematical analysis, from uniqueness properties to control theory. Carleman’s

arguments are based upon some weighted inequalities and can be used with very

little regularity assumptions on the operator under scope, a sharp contrast with

Holmgren’s uniqueness theorems which require analyticity.

The very first question raised and solved by Carleman was the following. Let Ω

be a connected open subset of R2 and let assume that u is a solution of the elliptic

PDE

(∂2
x + ∂2

y)u = V (x, y)u, V ∈ L∞(Ω),

such that u vanishes on a non-empty open subset ω of Ω. Then u is vanishing all

over Ω. When V is an analytic function, thanks to the ellipticity of the constant

5



6 CHAPTER 1. BASIC TOOLS

coefficient Laplace operator, the function u is analytic and cannot vanish on ω

without being identically 0 on the connected component Ω. However, even with a

smooth (C∞) function V , nothing better than C∞ regularity can be achieved for

u and C∞ functions can vanish on open sets without being identically 0. So the

result of [5] was really entering uncharted territory since most uniqueness results

were using either hyperbolicity or, when hyperbolicity was not satisfied (such as

for an elliptic operator), Cauchy-Kovalevskaya and Holmgren’s theorem, requiring

strong analyticity structure of the operator, were at the core of the arguments.

Instead of providing right away some elements on Carleman’s method, it seems

better to review the most standard Cauchy uniqueness results for strictly hyperbolic

operators, such as the wave operator.

1.1.1 Hyperbolicity, energy method, well-posedness

We consider the following Cauchy problem (t ∈ R is the time-variable, x ∈ Rd are

the space variables), c > 0 (speed of propagation),




c−2∂2
t u−∆xu = V u+ f,

u(0, x) = v0(x),

(∂tu)(0, x) = v1(x),

(1.1.1)

and we want to prove uniqueness: let u1, u2 be two solutions of (1.1.1) with the same

initial data v0, v1; then by linearity the function w = u1 − u2 satisfies




c−2∂2
tw −∆xw = V w,

w(0, x) = 0,

(∂tw)(0, x) = 0.

(1.1.2)

We calculate for v ∈ C2(R, C2
c (Rd)), with dot-products and norms in L2(Rd), using

the notation v(t)(x) = v(t, x),

2〈c−2∂2
t v −∆xv, ∂tv〉L2(Rd) =

d

dt

(
c−2‖v̇(t)‖2 + ‖(∇xv)(t)‖2

)
,

so that, with �c = c−2∂2
t −∆,

c−2‖v̇(t)‖2 + ‖(∇xv)(t)‖2 = c−2‖v̇(0)‖2 + ‖(∇xv)(0)‖2 + 2

∫ t

0

〈(�cv)(s), v̇(s)〉ds.

This equality is true as well for functions in C2(R+, H
1(Rd)) and assuming that

regularity for w we define the energy E(t) of w by

E(t) = c−2‖ẇ(t)‖2 + ‖(∇xw)(t)‖2,

and we have for t ≥ 0, E(t) = E(0) + 2
∫ t

0
〈(�cw)(s), ẇ(s)〉ds. Using the equation

satisfied by w, this gives

E(t) ≤ E(0) + 2

∫ t

0

‖V (s)w(s)‖‖ẇ(s)‖ds.
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We have the Sobolev injection (for d > 2)

Ḣ1(Rd) = Ẇ 1,2(Rd) ↪→ W 0,p(Rd),
1− 0

d
=

1

2
− 1

p
, p =

2d

d− 2
.

We infer that

‖V (s)w(s)‖2
L2(Rd) ≤ ‖V (s)2‖

L
d
2 (Rd)
‖w(s)2‖

L
d
d−2 (Rd)

= ‖V (s)‖2
Ld‖w‖2

L
2d
d−2

,

so that ‖V (s)w(s)‖L2(Rd) ≤ ‖V (s)‖Ld‖w‖
L

2d
d−2
≤ κd‖V (s)‖Ld‖∇xw‖L2 and

E(t) ≤ E(0) + 2

∫ t

0

cκd‖V (s)‖Ld‖∇xw‖L2‖ẇ(s)‖c−1ds

≤ E(0) + cκd

∫ t

0

‖V (s)‖LdE(s)ds = R(t).

We obtain Ṙ = cκd‖V (t)‖LdE(t) ≤ cκd‖V (t)‖LdR(t), which implies

E(t) ≤ R(t) ≤ R(0) exp cκd

∫ t

0

‖V (s)‖Ldds

and thus

0 ≤ E(t) ≤ E(0)ecκd
∫ t
0 ‖V (s)‖

Ld
ds (1.1.3)

with a finite rhs if we assume V ∈ L1
loc(R+, L

d(Rd)). Of course, Inequality (1.1.3)

is providing uniqueness since E(0) = 0 implies E(t) = 0 for all positive times, but

it contains a much stronger information, the so-called well-posedness of the Cauchy

problem for the wave equation: the solution at time t has an energy controlled by

the energy at initial time via a simple inequality of type

E(t) ≤ E(0)C(t),

where C is a known function depending on explicit given quantities (here the poten-

tial and the speed of propagation). That notion of well-posedness was introduced

by the French mathematician Jacques Hadamard (1865–1963).

We would like to go beyond the global calculation (in the x variables) and provide

a local uniqueness argument by a simple modification of the energy method displayed

above. Let Ω be a C1 open subset of Rd: it means that there exists a C1 function

ρ : Rd → R such that

Ω = {x ∈ Rd, ρ(x) < 0}, ρ(x) = 0 =⇒ dρ(x) 6= 0. (1.1.4)
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Lemma 1.1.1 (A consequence of Green’s formula). Let Ω be a C1 open subset of

Rd and let u, v be C2 real-valued functions on Ω. Then we have

〈∆u, v〉L2(Ω) + 〈∇u,∇v〉L2(Ω) =

∫

∂Ω

v
∂u

∂ν
dσ, (1.1.5)

〈∆u, v〉L2(Ω) − 〈u,∆v〉L2(Ω) =

∫

∂Ω

(
v
∂u

∂ν
− u∂v

∂ν

)
dσ. (1.1.6)

Proof. We have

〈∆u, v〉L2(Ω) =

∫

Ω

v div (∇u)dx =

∫

Ω

(
div (v∇u)−∇u · ∇v

)
dx

=

∫

∂Ω

v
∂u

∂ν
dσ − 〈∇u,∇v〉L2(Ω),

proving (1.1.5), and implying (1.1.6) by switching u with v.

We calculate then, using (1.1.5) with u = w, v = ẇ,

−2 Re〈∆w, ∂tw〉L2(Ω) = −2

∫

∂Ω

ẇ
∂w

∂ν
dσ + 2〈∇w,∇ẇ〉L2(Ω),

and this gives

〈�cw, 2∂tw〉L2(Ω) + 2

∫

∂Ω

ẇ
∂w

∂ν
dσ =

d

dt

(
c−2‖ẇ(t)‖2

L2(Ω) + ‖∇w‖2
L2(Ω)

)
. (1.1.7)

We define now for T0 > 0, 0 ≤ t ≤ T0, R0 = cT0,

F (t) =

∫

B(x0,R0−ct)

(
c−2|ẇ(t, x)|2 + |∇w(t, x)|2

)
dx.

We have with Ω(t) = B(x0, R0 − ct)

Ḟ (t) = 〈�cw, 2∂tw〉L2(Ω(t)) + 2

∫

∂Ω(t)

ẇ
∂w

∂ν
dσ

+

∫
d

dt

(
1|x−x0|≤R0−ct

)
︸ ︷︷ ︸
−δ(R0−ct−|x−x0|)c

(
c−2|ẇ|2 + |∇w|2

)
dx,

and thus

Ḟ (t) = 〈�cw, 2∂tw〉L2(Ω(t)) +

∫

∂Ω(t)

(
2ẇ

∂w

∂ν
− c−1|ẇ|2 − c|∇w|2

)
︸ ︷︷ ︸

≤0

dσ.

We have thus for




c−2∂2
tw −∆xw = V w, 0 ≤ t ≤ T0, |x− x0| ≤ R0 = cT0

w(0, x) = 0, |x− x0| ≤ R0,

(∂tw)(0, x) = 0, |x− x0| ≤ R0,

(1.1.8)
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assuming for simplicity V ∈ L∞loc,
Ḟ (t) ≤ 2‖V w‖L2(Ω(t))‖ẇ‖L2(Ω(t)) ≤ 2σ‖w‖L2(Ω(t))‖ẇ‖L2(Ω(t)) ≤ σF (t).

We get from Gronwall’s inequality for 0 ≤ t ≤ T0,

0 ≤ F (t) ≤ eσtF (0)

and thus a local uniqueness property for the wave equation with a bounded measur-

able potential. The same method provides a much more precise result: for w such

that 



c−2∂2
tw −∆xw = V w + f, 0 ≤ t ≤ T0, |x− x0| ≤ R0 = cT0

w(0, x) = w0(x), |x− x0| ≤ R0,

(∂tw)(0, x) = w1(x), |x− x0| ≤ R0,

(1.1.9)

we find

Ḟ (t) ≤ σF (t) + 2‖f(t)‖L2(Ω(t))‖ẇ‖L2(Ω(t)) ≤ (σ + 1)F (t) + c2‖f(t)‖2
L2(Ω(t))

entailing

‖ẇ(t)‖2
Ω(t) + ‖∇w(t)‖2

Ω(t) = F (t) ≤ e(σ+1)t
(
‖w1‖2

Ω(0) + ‖∇w0‖2
Ω(0)

)

+

∫ t

0

e(σ+1)(t−s)c2‖f(s)‖2
L2(Ω(s))ds.

These inequalities are interesting since for instance with a null source f , assuming

that the initial data w0, w1 are vanishing on B(x0, R0), we obtain nonetheless that

the solution w of (1.1.9) vanishes near x0 for a small positive time, but much more,

that is w vanishes on the cone

∪0≤t≤T0B(x0, R0 − ct) = {(t, x) ∈ [0, T0]× Rd, |x− x0|+ ct ≤ R0 = cT0}.

1.1. PRELIMINARIES 9

We get from Gronwall’s inequality for 0  t  T0,

0  F (t)  eCtF (0)

and thus a local uniqueness property for the wave equation with a bounded measur-
able potential. The same method provides a much more precise result: for w such
that 8

><
>:

@2
t w ��xw = V w + f, 0  t  T0, |x � x0|  T0

w(0, x) = w0(x), |x � x0|  T0,

(@tw)(0, x) = w1(x), |x � x0|  T0,

(1.1.9) 1.wave++

we find

Ḟ (t)  CF (t) + 2kf(t)kL2(⌦(t))kẇkL2(⌦(t))  (C + 1)F (t) + kf(t)k2
L2(⌦(t))

entailing

kẇ(t)k2
⌦(t) + krw(t)k2

⌦(t) = F (t)  e(C+1)t
�
kw1k2

⌦(0) + krw0k2
⌦(0)

�

+

Z t

0

e(C+1)(t�s)kf(s)k2
L2(⌦(s))ds.

PICTURE
|x � x0|  R0 + cT, t = 0 t = T

Figure 1.1: Initial data vanishing on |x−x0| ≤ R0 =⇒ the solution is vanishing
on the cone |x− x0|+ ct ≤ R0 = cT0
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Also, we see that the values of w at time T > 0 on the ball B(x0, R) will depend

on the values of w at initial time t = 0 on the ball B(x0, R + cT ).

1.1. PRELIMINARIES 9

We get from Gronwall’s inequality for 0  t  T0,

0  F (t)  eCtF (0)

and thus a local uniqueness property for the wave equation with a bounded measur-
able potential. The same method provides a much more precise result: for w such
that 8

><
>:

@2
t w ��xw = V w + f, 0  t  T0, |x � x0|  T0

w(0, x) = w0(x), |x � x0|  T0,

(@tw)(0, x) = w1(x), |x � x0|  T0,

(1.1.9) 1.wave++

we find

Ḟ (t)  CF (t) + 2kf(t)kL2(⌦(t))kẇkL2(⌦(t))  (C + 1)F (t) + kf(t)k2
L2(⌦(t))

entailing

kẇ(t)k2
⌦(t) + krw(t)k2

⌦(t) = F (t)  e(C+1)t
�
kw1k2

⌦(0) + krw0k2
⌦(0)

�

+

Z t

0

e(C+1)(t�s)kf(s)k2
L2(⌦(s))ds.

PICTURE
|x � x0|  R0

1.1. PRELIMINARIES 9
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and thus a local uniqueness property for the wave equation with a bounded measur-
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we find
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⌦(t) + krw(t)k2

⌦(t) = F (t)  e(C+1)t
�
kw1k2

⌦(0) + krw0k2
⌦(0)

�

+

Z t

0

e(C+1)(t�s)kf(s)k2
L2(⌦(s))ds.

PICTURE
|x � x0|  R0 + cT, t = 0 t = T
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and thus a local uniqueness property for the wave equation with a bounded measur-
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that 8
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e(C+1)(t�s)kf(s)k2
L2(⌦(s))ds.

PICTURE
|x � x0|  R0 + cT, t = 0 t = T

Figure 1.2: Domain of dependence for the wave equation

Remark 1.1.2 (Local and global uniqueness). The reader may wonder why we

made two different discussions above about global uniqueness and local uniqueness.

We were able to prove that both global and local uniqueness hold for the wave

equation. We may point out here that local uniqueness is a much stronger property

than global uniqueness. In particular, if we study the heat equation

∂

∂t
−∆x, t ∈ R+, x ∈ Rd, (1.1.10)

a global uniqueness result is not difficult to obtain, say for C1(R+,S ′(Rd)) solutions

u(t) of
∂u

∂t
−∆xu = f, u(0, x) = u0(x), u0 ∈ S ′(Rd).

Using the Fourier transformation1 we get that û(t, ξ) = e−4π2t|ξ|2û0(ξ) so that if u0 is

vanishing, we have that u is vanishing, settling the global uniqueness property: if the

Cauchy data vanishes globally in the space variables x, then the solution vanishes

as well.

On the other hand, we know that a fundamental solution of the heat equation is

E(t, x) = H(t)(4πt)−d/2e−
|x|2
4t :

∂E

∂t
−∆xE = δ(t)⊗ δ(x).

1We define the Fourier transformation of a function u in the Schwartz space S (Rd) by

û(ξ) =

∫

Rd
e−2iπx·ξu(x)dx

and we get that u(x) =
∫
Rd e

2iπx·ξû(ξ)dξ. For u in the topological dual S ′(Rd) of S (Rd) we define

〈û, φ〉S ′(Rd),S (Rd) = 〈u, φ̂〉S ′(Rd),S (Rd). The same inversion formula holds. See Section 4.1 in our
Appendix for more details on the Fourier transformation.
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We know also that the C∞ singular support of E is reduced to 0Rt×Rdx and that

the support of E is equal to the half-space {t ≥ 0}. As a result for any point

x0 ∈ Rd\{0}, the C∞ function E(t, x) satisfies

∂E

∂t
−∆xE = 0 on Rt ×B(x0, |x0|), E|{t≤0}×B(x0,|x0|) = 0,

violating the local uniqueness property. This simple example is certainly a useful

caveat about a global uniqueness property which turns out to be quite weak and

very far from a local uniqueness property.

1.1.2 Lax-Mizohata Theorems

We have seen above that for the wave equation, a very satisfactory uniqueness

theorem can be proven, going much beyond the uniqueness property: we were in

fact able to prove a well-posedness result. We showed that some precise inequalities

are controlling the size of the solution at time t by the size of the data at initial

time. It turns out that this property is also true for strictly hyperbolic equations

and not only for the wave equation.

Let us define the notion of strict hyperbolicity for a linear operator of order

m. We are given on some open set U of Rn a linear scalar operator with smooth

coefficients

P (x,D) =
∑

|α|≤m
aα(x)Dα

x ,

and a C∞ hypersurface

Σ = {x ∈ U, ρ(x) = 0}, ρ ∈ C1
c (U ;R), dρ(x) 6= 0 at Σ.

We define the principal symbol pm of P as

pm(x, ξ) =
∑

|α|=m
aα(x)ξα, (x, ξ) ∈ U × Rn.

We shall say that P is strictly hyperbolic with respect to Σ if for x ∈ Σ and ξ ∈ Rn

such that ξ ∧ dρ(x) 6= 0, the polynomial in the variable σ given by

pm(x, ξ + σdρ(x)) has simple real roots and pm(x, dρ(x)) 6= 0.

Choosing local coordinates such that Σ = {x ∈ U, xn = 0}, we have dρ = ~en and

we consider for ξ′ 6= 0, q(σ) = pm(x′, 0, ξ′, ξn + σ). We require that the polynomial

in τ of degree m given by

Q(τ) = pm(x′, 0, ξ′, τ)

has simple real roots and pm(x′, 0, 0, 1) 6= 0. Of course, if it occurs at some point

x′ = x′0 for all ξ′ ∈ Sn−2, the same property is true for the polynomial

τ 7→ pm(x′, xn, ξ
′, τ)
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for (x′, xn) in a small enough neighborhood of (x′0, 0) in Rn and for ξ′ 6= 0 in Rn−1.

In fact if we know that for |ξ′0| = 1,

pm(x′0, 0, ξ
′
0, τ0) = 0 =⇒ τ0 ∈ R, ∂τpm(x′0, 0, ξ

′, τ0) 6= 0,

we can apply the implicit function theorem for the function pm(x′, xn, ξ′, τ) and we

find a neighborhood of (x′0, 0, ξ
′
0, τ0) such that

pm(x′, xn, ξ
′, τ) = 0⇐⇒ τ = λ(x′, xn, ξ

′),

where λ is a smooth function homogeneous of degree 1 with respect to ξ′. Eventually

we find m distinct real roots

(
λj(x

′, xn, ξ
′)
)

1≤j≤m,

for the polynomial pm(x′, xn, ξ′, τ) of the variable τ and we have

pm(x′, xn, ξ
′, τ) = e(x′, xn)

∏

1≤j≤m

(
τ − λj(x′, xn, ξ′)

)
, (1.1.11)

where the function e is not vanishing near the point (x′0, 0).

Of course the wave equation with propagation speed c (a positive parameter)

1

c2

∂2

∂t2
−∆x

is strictly hyperbolic with respect to any spacelike hypersurface, i.e. an hypersurface

Σ of Rt × Rd
x with a conormal vector ν = (τ, ξ) ∈ R1+d such that

−c−2τ 2 + |ξ|2 < 0.

If a spacelike Σ is given by an equation ρ(t, x) = 0 with dρ 6= 0 at Σ, we have

ν = (∂tρ, ∂xρ) and |∂tρ| > c|∂xρ|. We have thus

Σ ≡ ct = α(x), |∇α| < 1.

So the wave equation is strictly hyperbolic with respect to any hyperplane with

equation

ct = 〈ξ, x〉, ξ ∈ Rd, provided |ξ| < 1,

so that this hyperplane does not intersect the light cone c|t| = |x|, except at t =

0, x = 0.

More generally, considering a symmetric matrix

(
gjk(x)

)
1≤j,k≤n
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with signature (1, n−1) ( 1 positive eigenvalue, n−1 negative eigenvalues), we may

consider its inverse matrix
(
gjk(x)

)
1≤j,k≤n and setting |det(gjk)| = |g|, we define the

wave operator attached to g by

�g = |g|−1/2
∑

1≤j,k≤n

∂

∂xj
|g|1/2gjk(x)

∂

∂xk
.

We note that, for u, v ∈ C2
c , we have

〈�gu, v〉L2(g) =

∫
(�gu)(x)v(x)|g(x)|1/2dx

=
∑

1≤j,k≤n

∫
(∂jg

jk|g|1/2∂ku)(x)v(x)dx

=
∑

1≤j,k≤n

∫
u ∂k|g|1/2gjk∂jvdx

=

∫
u |g|−1/2

∑

1≤j,k≤n
∂k|g|1/2gjk∂jv|g|1/2dx = 〈u,�gv〉L2(g).

The principal symbol of this wave equation is

p(x, ξ) = −
∑

1≤j,k≤n
gjk(x)ξjξk = −〈g−1(x)ξ, ξ〉Tx(M),T ∗x (M).

The dual wave cone Cx at x is defined as

Cx = {ξ ∈ T ∗x (M), 〈g−1(x)ξ, ξ〉Tx(M),T ∗x (M) > 0}

and an hypersurface Σ with equation ρ(x) = 0 (dρ 6= 0 at ρ = 0) will be said

spacelike whenever

〈g−1(x)dρ(x), dρ(x)〉Tx(M),T ∗x (M) > 0, i.e. dρ(x) ∈ Cx.

Since the symmetric matrix g−1(x) has signature (1, n − 1), we may assume, by

rotation and rescaling that it is a diagonal matrix with n − 1 eigenvalues equal to

−1 and one eigenvalue equal to 1, i.e reduce our problem to the wave equation with

speed 1. We have to deal with ρ(t, x) = t− α(x), ‖∇α‖ < 1 and

q(σ) = −(τ + σ)2 + ‖ξ + σy‖2, ‖y‖ < 1, (τ, ξ) ∧ (1, y) 6= 0.

We have

q(σ) = σ2(−1 + ‖y‖2) + 2σ(−τ + y · ξ)− τ 2 + ‖ξ‖2,

a real second-degree polynomial in the variable σ whose discriminant is

∆ = (−τ + y · ξ)2 − (−τ 2 + ‖ξ‖2)(−1 + ‖y‖2)

= (y · ξ)2 − 2τy · ξ + τ 2‖y‖2 + ‖ξ‖2(1− ‖y‖2).
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If y = 0, we have ∆ = ‖ξ‖2 > 0 since (τ, ξ) ∧ (1, y) 6= 0. If y 6= 0, we may assume

that y = θe1, 0 < θ < 1. We find

∆ = θ2ξ2
1 − 2θτξ1 + τ 2θ2 + ξ2

1(1− θ2) + |ξ′|2(1− θ2) = (ξ1 − θτ)2 + |ξ′|2(1− θ2),

so that ∆ ≥ 0; if ∆ = 0 we get

ξ′ = 0, ξ1 = θτ =⇒ (τ, ξ) = (τ, θτ, 0), (1, y) = (1, θ, 0),

which is incompatible with (τ, ξ)∧(1, y) 6= 0. As a result, the discriminant is positive

and the roots are real and distinct.

Remark 1.1.3. We note that it is meaningless to say that an operator is hyperbolic:

what makes sense is to say that an operator is hyperbolic with respect to some

hypersurface. For instance the wave equation c−2∂2
t − ∆x is shown above to be

hyperbolic with respect to any (spacelike) hypersurface with equation ρ(t, x) = 0

with

c−2(∂tρ)2 > ‖∇xρ‖2, (e.g. t = 0),

but the wave equation is not hyperbolic with respect to a characteristic hypersur-

face (i.e. such that c−2(∂tρ)2 = ‖∇xρ‖2) or a timelike hypersurface (i.e. such that

c−2(∂tρ)2 < ‖∇xρ‖2). To check the latter statement, we see only that for the hyper-

plane x1 + at = 0, c2 > a2 we have ν = (a, 1, 0)

q(σ) = −c−2(τ + σa)2 + (ξ1 + σ)2 + ‖ξ′‖2

= σ2(−a2c−2 + 1) + 2σ(−aτc−2 + ξ1)− c−2τ 2 + ‖ξ‖2,

and for ‖ξ′‖ = 1, τ = 0, ξ1 = 0 (so that (τ, ξ) ∧ ν 6= 0) we have

q(σ) = σ2 (−a2c−2 + 1)︸ ︷︷ ︸
>0

+1,

whose roots are purely imaginary.

For strictly hyperbolic operators, we can apply a variant of the energy method

described in (the previous) Section 1.1.1 and prove some well-posedness inequalities

for such evolution equations. We want now to show that without hyperbolicity, no

well-posedness could be expected. In fact, we shall see that

Strict Hyperbolicity =⇒ Well-posedness =⇒ Hyperbolicity.

The first implication is proven in Section 1.1.1 for the wave equation and the second

implication is known by the generic name of Lax-Mizohata Theorem2. Hyperbolicity

will mean here for a scalar operator that the roots in (1.1.11) are real-valued but not

2 Peter Lax is a Hungarian-born (1926) American mathematician. Shigeru Mizohata (1924–
2002) is a Japanese mathematician.
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necessarily distinct. To start with a simple example, closely linked with Carleman’s

interests, we shall consider the following evolution equation

∂2
t u+ ∂2

xu = 0, u(0, x) = u0(x), (t, x) ∈ R2. (1.1.12)

The operator ∂2
t +∂2

x is simply the (elliptic) Laplace operator, which is not hyperbolic

(with respect to any hypersurface): the roots of τ 7→ τ 2+ξ2 = 0 are purely imaginary.

We cannot expect a control of the solution of (1.1.12) at a positive time t by the

initial datum: we cannot have, say for N large integer, K,L relatively compact open

subsets of R2

‖u(t)‖H−N (K) ≤ CN,K,L‖u(0)‖HN (L).

Taking for instance u(0, x) = cos(λx), we find that u(t, x) = eλt cos(λx) solves

(1.1.12). At time t = 0, we have ‖u(0)‖HN (L) ≤ CLλ
N and for t > 0, ‖u(t)‖H−N (K) ≥

eλtcKλ
−N , cK > 0. The inequality above would imply for some t > 0 and any

positive λ

eλtcKλ
−N ≤ ‖u(t)‖H−N (K) ≤ CN,K,L‖u(0)‖HN (L) ≤ CN,K,LCLλ

N ,

and we would have for some t > 0 lim supλ→+∞ e
λtλ−2N < +∞, which is absurd.

We may rephrase this by saying that the Cauchy problem for the Laplace equation

is ill-posed: strong oscillations in the initial data (cosλx) keep that data bounded,

but trigger an exponential increase in time (eλt cosλx).

The paper [17] by P. Lax and the article [27] by S. Mizohata provided a more

general statement, proving that a well-posed problem must be hyperbolic. Further

developments were given by the Ivrii-Petkov article [16]. We reproduce here their

arguments in a more specialized framework. We consider a N ×N system of PDE

with constant coefficients in one space dimension: for a N × N real-valued matrix

A, our evolution equation is

∂t



u1
...
uN


−A∂x



u1
...
uN


 = 0,



u1(0, x)

...
uN(0, x)


 =



ν1(x)

...
νN(x)


 .

Let us assume that this system is not hyperbolic, i.e. the matrix A has a non-real

eigenvalue λ+ iµ, µ 6= 0. We have for a non-zero vector X + iY in CN ,

A(X + iY ) = (λ+ iµ)(X + iY )

and since A is real-valued, we get AX = λX − µY, AY = µX + λY. We note that

X ∧ Y 6= 0, otherwise if X 6= 0 (resp. Y 6= 0), we have Y = αX (resp. X = αY )

and X + iY = (1 + iα)X (resp. X + iY = (α + i)Y ) and thus

(1 + iα)AX = A(X + iY ) = (λ+ iµ)(X + iY ) = (λ+ iµ)(1 + iα)X,

(resp. (α + i)AY = A(X + iY ) = (λ+ iµ)(X + iY ) = (λ+ iµ)(α + i)Y ),
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implying AX = (λ+ iµ)X (resp. AY = (λ+ iµ)Y ) which is not possible since AX

is real-valued and µX 6= 0 (resp. µY 6= 0). We calculate then

(A− λ)2Y = (A− λ)µX = −µ2Y =⇒ (A− λ)2kY = (−1)kµ2kY.

As a result for τ ∈ R, we have

eiτAY = eiτλeiτ(A−λ)Y

= eiτλ
(∑

k≥0

i2kτ 2k

(2k)!
(−1)kµ2kY +

∑

k≥0

i2k+1τ 2k+1

(2k + 1)!
(−1)kµ2k(A− λ)Y

)

= eiτλ
(
cosh(µτ)Y + i sinh(µτ)X

)
.

Assuming that we have a solution valued in C1([0, T ]; S ′(R;RN)) for some T > 0

and for an initial data in the Schwartz space S (R;RN), considering v(t, ξ) the

Fourier transform with respect to x of u, we get

v̇(t, ξ) = i2πξA v(t, ξ), v(0, ξ) = ν̂(ξ).

Let χ ∈ C∞c (R), equal to 1 in a neighborhood of 0 and let ε > 0 be given. We

consider the compactly supported distribution χ(εξ)v(t, ξ) and we have

d

dt
〈
(
e−2iπtξAχ(εξ)v(t, ξ)

)
, φ(ξ)〉

= −〈2iπξAe−2iπtξAχ(εξ)v(t, ξ), φ(ξ)〉+ 〈e−2iπtξAχ(εξ)2iπξAv(t, ξ), φ(ξ)〉 = 0,

so that e−2iπtξAχ(εξ)v(t, ξ) = χ(εξ)ν̂(ξ) and thus

χ(εξ)v(t, ξ) = χ(εξ)e2iπtξAν̂(ξ).

Choosing ν̂(ξ) = ω(ξ)Y = e−(1+ξ2)1/4Y (a vector in the Schwartz space), we find

χ(εξ)v(t, ξ) = χ(εξ)ω(ξ)ei2πtξλ
(
cosh(µ2πtξ)Y + i sinh(µ2πtξ)X

)
.

The weak limit of the lhs is v(t, ξ) and testing on φ ∈ C∞c (R), the equality above

implies that

〈v(t, ξ), φ(ξ)〉S ′(R;RN ),S (R)

=

∫
φ(ξ)ei2πtξλ

(
cosh(µ2πtξ)Y + i sinh(µ2πtξ)X

)
ω(ξ)dξ.

In particular this implies that the linear form defined for φ ∈ C∞c (R) by the lhs is a

tempered distribution: this is not the case since for

φ(ξ) = e−2iπtξλe−(1+ξ2)1/4χ(εξ)κ(ξ)

(κ ∈ C∞(R;R+), suppκ = [0,+∞), κ = 1 on [1,+∞)), that would imply that

Iε =

∫ +∞

0

χ(εξ)κ(ξ) cosh(µ2πtξ)e−2(1+ξ2)1/4dξ,
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has a finite limit when ε goes to 0 which is not the case: by Fatou’s lemma

lim inf Iε ≥
∫ +∞

0

κ(ξ) cosh(µ2πtξ)e−2(1+ξ2)1/4dξ = +∞.

As a result our very mild assumption of well-posedness, i.e. for an initial data in

the Schwartz space, there exists a solution in C1([0, T ]; S ′(R;RN)) for some T > 0,

cannot hold and the problem is ill-posed in that sense.

1.1.3 Holmgren’s Uniqueness Theorems

Theorem 1.1.4 (Holmgren’s Uniqueness Theorem).3 Let

P (x,D) =
∑

|α|≤m
aα(x)Dα

x ,

be a linear operator with analytic coefficients on some open subset Ω of Rn and

let Σ be a non-characteristic C1 hypersurface4, so that we have a partition Ω =

Ω− ∪ Σ ∪ Ω+,Ω±open. Let u be a distribution on Ω such that u|Ω− = 0. Then u = 0

in an open neighborhood of Σ.

For a proof of this result, see for instance Theorem 8.6.5 in [12] or Section 21

in [36]. Note that this result implies that the Laplace equation ∆u = V u with V

analytic has the Cauchy uniqueness with respect to any hypersurface (the ellipticity

implies that any hypersurface is non-characteristic). However, it leaves wide open

the Cauchy uniqueness for the same problem when V is not analytic.

1.1.4 Carleman’s idea

Let us choose a model problem, simple enough to get an easy exposition of Car-

leman’s main initial ideas. We are interested in proving that for u ∈ C1(R2
t,x;C),

a ∈ L∞(R2),
∂tu+ i∂xu = a(t, x)u,
u(t, x) = 0 for t < 0,

}
=⇒ u = 0. (1.1.13)

Although Carleman’s question was concerned by the Laplace operator, the problem

above is dealing with the ∂̄ equation, still an elliptic operator (but with complex

coefficients). As already mentioned, this result is not a consequence of Holmgren’s

Theorem since the function a fails to be analytic.

Carleman’s idea dealt with proving some weighted estimate, say for smooth com-

pactly supported functions w, a real-valued function φ and a large parameter λ: there

exists C > 0 such that for all w ∈ C1
c (R2) and all λ ≥ 1,

C‖e−λφ(∂t + i∂x)w‖L2(R2) ≥ λ1/2‖e−λφw‖L2(R2). (1.1.14)

3Erik Holmgren (1872–1943) is a Swedish mathematician who proved a special case of this
theorem. The German-born American Mathematician Fritz John (1910–1994) proved this result
for classical solutions. This result fails to generalize to non-linear equations as proven by [25].

4Σ = {x ∈ Ω, ρ(x) = 0}, ρ ∈ C1(Ω;R), dρ 6= 0 at ρ = 0, pm(x, dρ(x)) 6= 0, pm(x, ξ) =∑
|α|=m aα(x)ξα.
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Before embarking on the proof of such an inequality, let us show that a good choice

of the function φ will lead to a proof of the sought uniqueness property. Let us take

φ(t, x) = t+ αx2 − t2

2
, α > 0 to be chosen later.

and let us apply (1.1.14) to w = χu , where χ is a smooth cutoff function,

χ = 1 on t2 + x2 ≤ 1 and supported in t2 + x2 ≤ β2, β > 1 to be chosen later.

We find with L2 norms, since (∂t + i∂x)u = au

λ1/2‖e−λφχu‖ ≤ C‖e−λφ[∂t + i∂x, χ]u‖+ C‖e−λφχau‖
≤ C‖e−λφ(χ′t + iχ′x)u‖+ C‖a‖L∞(suppχ)‖e−λφχu‖.

We note that supp(χ′t+iχ
′
x)u ⊂ {1 ≤ t2+x2 ≤ β2, t ≥ 0} = K since∇χ is supported

in the ring 1 ≤ t2 + x2 ≤ β2 and suppu ⊂ {t ≥ 0}. As a result, on the support of

(χ′t + iχ′x)u, we have

φ = t− t
2

2
+αx2 ≥ t− t

2

2
+α(1− t2) ≥ t− t2(

1

2
+α)+α ≥ t− tβ(

1

2
+α)+α ≥ α > 0

if we choose

1 < β ≤ 1
1
2

+ α
=

2

1 + 2α
, i.e. 0 < α < 1/2.

As a result we have

(
λ1/2 − C‖a‖L∞(suppχ)

)
‖e−λφχu‖ ≤ C‖∇χ‖L∞e−λα‖u‖L2(K),

so that for λ1/2 ≥ 2C‖a‖L∞(suppχ)

λ1/2‖e−λφχu‖ ≤ 2C‖∇χ‖L∞e−αλ‖u‖L2(K).

On the other hand, on t2 + x2 ≤ α4, we have

φ(t, x) ≤ t+ x2 − t2

2
≤ α2 + α4

and this implies for λ large enough,

λ1/2e−λ(α2+α4)‖u‖L2(t2+x2≤α4) ≤ λ1/2‖e−λφu‖L2(t2+x2≤α4) ≤ λ1/2‖e−λφχu‖
≤ 2C‖∇χ‖L∞e−λα‖u‖L2(K),

implying that u vanishes on t2 + x2 ≤ α4, since for α small enough

α > α2 + α4, true e.g. when 0 < α < 1/2.

Since the problem is translation invariant with respect to x, we get that u vanishes

on t ≤ α2 and by a connexity argument that u vanishes on R2.
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We are left with the proof of the estimate (1.1.14). Defining v = e−λφw, it

amounts to prove

C‖e−λφ(∂t + i∂x)e
λφv‖L2(R2) = C‖(∂t + iλφ′x + i∂x + λφ′t)v‖L2(R2) ≥ λ1/2‖v‖L2(R2).

We note that

‖(∂t + iλφ′x + i∂x + λφ′t)v‖2 = ‖(∂t + iλφ′x)v‖2 + ‖(i∂x + λφ′t)v‖2

+ 2 Re〈(∂t + iλφ′x)v, (i∂x + λφ′t)v〉.

We have

2 Re〈(∂t + iλφ′x)v, (i∂x + λφ′t)v〉
= 〈(∂t + iλφ′x)v, (i∂x + λφ′t)v〉+ 〈(i∂x + λφ′t)v, (∂t + iλφ′x)v〉

= 〈−(∂t + iλφ′x)(i∂x + λφ′t)v + (i∂x + λφ′t)(∂t + iλφ′x)v, v〉.

We need to calculate the commutator

[i∂x + λφ′t, ∂t + iλφ′x] = −λφ′′xx − λφ′′tt = λ(1− 2α).

As a result, for 0 < α ≤ 1/4, we have

‖(∂t + iλφ′x + i∂x + λφ′t)v‖2 ≥ λ

2
‖v‖2,

providing (1.1.14).
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The hypersurface Σ separates the reference open set Ω in disjoint open subsets

Ω+(above Σ) and Ω− (below Σ). In our picture, Σ is the hyperplane xn = 0, which

can always be achieved by a C1 changes of variables. Although it is tempting to

choose the weight φ to be equal to xn, it is not a good idea and some convexification

should be performed: In particular the level set φ = 0 should contain a point of Σ,

be included in Ω− and such that φ > 0 on suppχ ∩ Ω+.
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We have

2 Reh(@t + i��0
x)v, (i@x + ��0

t)vi
= h(@t + i��0

x)v, (i@x + ��0
t)vi + h(i@x + ��0

t)v, (@t + i��0
x)vi

= h�(@t + i��0
x)(i@x + ��0

t)v + (i@x + ��0
t)(@t + i��0

x)v, vi.

We need to calculate the commutator

[i@x + ��0
t, @t + i��0

x] = ���00
xx � ��00

tt = �(1 � 2↵).

As a result, for 0 < ↵  1/4, we have

k(@t + i��0
x + i@x + ��0

t)vk2 � �

2
kvk2,

providing (1.1.14).

1.2 Conjugation identities

� = 0 � � ↵ > 0 on support r� supp ur�

18 CHAPTER 1. BASIC TOOLS

We have

2 Reh(@t + i��0
x)v, (i@x + ��0

t)vi
= h(@t + i��0

x)v, (i@x + ��0
t)vi + h(i@x + ��0

t)v, (@t + i��0
x)vi

= h�(@t + i��0
x)(i@x + ��0

t)v + (i@x + ��0
t)(@t + i��0

x)v, vi.

We need to calculate the commutator

[i@x + ��0
t, @t + i��0

x] = ���00
xx � ��00

tt = �(1 � 2↵).

As a result, for 0 < ↵  1/4, we have

k(@t + i��0
x + i@x + ��0

t)vk2 � �

2
kvk2,

providing (1.1.14).

1.2 Conjugation identities

� = 0 � � ↵ > 0 on support r� supp ur� ⌃

1.2. CONJUGATION IDENTITIES 19

18 CHAPTER 1. BASIC TOOLS

We have

2 Reh(@t + i��0
x)v, (i@x + ��0

t)vi
= h(@t + i��0

x)v, (i@x + ��0
t)vi + h(i@x + ��0

t)v, (@t + i��0
x)vi

= h�(@t + i��0
x)(i@x + ��0

t)v + (i@x + ��0
t)(@t + i��0

x)v, vi.

We need to calculate the commutator

[i@x + ��0
t, @t + i��0

x] = ���00
xx � ��00

tt = �(1 � 2↵).

As a result, for 0 < ↵  1/4, we have

k(@t + i��0
x + i@x + ��0

t)vk2 � �

2
kvk2,

providing (1.1.14).

1.2 Conjugation identities

� = 0 � � ↵ > 0 on support r� supp ur�

18 CHAPTER 1. BASIC TOOLS

We have

2 Reh(@t + i��0
x)v, (i@x + ��0

t)vi
= h(@t + i��0

x)v, (i@x + ��0
t)vi + h(i@x + ��0

t)v, (@t + i��0
x)vi

= h�(@t + i��0
x)(i@x + ��0

t)v + (i@x + ��0
t)(@t + i��0

x)v, vi.

We need to calculate the commutator

[i@x + ��0
t, @t + i��0

x] = ���00
xx � ��00

tt = �(1 � 2↵).

As a result, for 0 < ↵  1/4, we have

k(@t + i��0
x + i@x + ��0

t)vk2 � �

2
kvk2,

providing (1.1.14).

1.2 Conjugation identities

� = 0 � � ↵ > 0 on support r� supp ur� ⌃

Figure 1.2: Convexification. 1.pic.002

1.2 Conjugation identities

� = 0 � � ↵ > 0 on supp ur� supp ur� ⌃

Figure 1.3: Convexification.
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1.2 Conjugation identities

1.2.1 Conjugation

We have several things to understand in the previous calculations. A first task is

understand the method by which we were able to prove the estimate (1.1.14). Let

us start with a differential operator

Pm(x,D) =
∑

|α|=m
aα(x)Dα

x , (1.2.1)

where aα are smooth functions defined in an open subset Ω of Rn. We do not care so

much about lower order terms, since we shall be interested in differential inequalities

of type

|(Pmu)(x)| ≤
∑

0≤j<m
Vj(x)|∇ju(x)|, (1.2.2)

say with Vj non-negative locally bounded. We want to know if the hypothesis (1.2.2)

along with the vanishing of u in some open subset of Ω could imply that u vanishes

all over Ω. We have seen that a well-chosen real-valued weight φ and an inequality

of type

∃C > 0,∃λ0 ≥ 1,∀λ ≥ λ0,∀w ∈ C∞c (Ω),

C‖e−λφPmw‖L2 ≥
∑

0≤j<m
λm−

1
2
−j‖e−λφ∇jw‖L2 , (1.2.3)

will be enough to tackle our unique continuation problem.

Lemma 1.2.1. Let us assume that the function φ is smooth, bounded on Ω as well

as all its derivatives of order less than m. Property (1.2.3) is equivalent to

∃C > 0,∃λ0 ≥ 1,∀λ ≥ λ0,∀w ∈ C∞c (Ω),

C‖Pm(x,D − iλdφ)v‖L2 ≥
∑

0≤j<m
λm−

1
2
−j‖v‖Hj . (1.2.4)

Proof. We assume that (1.2.4) holds and for w ∈ C∞c (Ω), we define v = e−λφw. We

note that

e−λφDje
λφ = Dj − iλ

∂φ

∂xj
=⇒ e−λφDxe

λφ = Dx − iλdφ(x),

so that

e−λφPm(x,D)w =
∑

|α|=m
aαe

−λφDα
xe

λφv = Pm(x,D − iλdφ)v. (1.2.5)

We calculate now

e−λφ∇jw = e−λφ∇jeλφv = (∇+ λdφ)jv.
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This implies that

∑

0≤j≤m−1

λm−j‖e−λφ∇jw‖L2 =
∑

0≤j≤m−1

λm−j‖(∇+ λdφ)jv‖L2

≤ C
∑

0≤j≤m−1

λm−j
∑

j1+j2≤j
λj1‖v‖Hj2 ≤ C

∑

0≤j≤m−1

λm−j
∑

j1≤j
λj1‖v‖Hj−j1

≤ C
∑

0≤j≤m−1

∑

j1≤j
λm−(j−j1)‖v‖Hj−j1 ≤ C ′

∑

0≤k≤m−1

λm−k‖v‖Hk .

Using (1.2.4) and (1.2.5), we find that
∑

0≤j≤m−1

λm−j‖e−λφ∇jw‖L2 ≤ C ′′λ1/2‖e−λφPm eλφv︸︷︷︸
=w

‖,

which is (1.2.3).

Conversely, let us assume that (1.2.3) holds. Let v ∈ C∞c (Ω) and let us apply

(1.2.3) to w = eλφv: we obtain

C‖ e−λφPmeλφv︸ ︷︷ ︸
=Pm(x,D−iλdφ)v

from (1.2.5)

‖L2 ≥
∑

0≤j<m
λm−

1
2
−j‖ e−λφ∇jeλφv︸ ︷︷ ︸

(∇+λdφ)jv

‖L2 .

We have also ∇j = (∇+ λdφ− λdφ)j which implies that

‖λm−j∇jv‖L2 ≤ C
∑

j′+j′′=j

‖λm−j+j′′(∇+ λdφ)j
′
v‖L2 + ‖ rm−1(λ,∇)︸ ︷︷ ︸

polynomial
with degree m− 1

v‖L2

≤ C
∑

j′≤j
λm−j

′‖(∇+ λdφ)j
′
v‖+ C1

∑

0≤k≤l≤m−1

λm−1−l‖∇kv‖.

We have thus for λ ≥ 1,

∑

0≤j≤m−1

λm−j−
1
2‖∇jv‖

≤ C2

∑

0≤j≤m−1

λm−j−
1
2‖(∇+ λdφ)jv‖+ C3

∑

0≤k≤l≤m−1

λm−
3
2
−l‖∇kv‖

(since −l ≤ −k) ≤ C4‖e−λφPmeλφv‖+ C5λ
−1

∑

0≤j≤m−1

λm−j−
1
2‖∇jv‖,

which gives (1.2.4) for λ large enough. We note also that since there exist positive

constant cm, Cm such that

cm(λ2 + |ξ|2)m−1 ≤
∑

0≤j≤m−1

λ2(m−1−j)|ξ|2j ≤ Cm(λ2 + |ξ|2)m−1,

we can replace for λ ≥ 1 the rhs of (1.2.4) by λ1/2‖v‖Hm−1
λ

with

‖v‖Hkλ = ‖(λ+ |D|)kv‖L2 . (1.2.6)
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We are then left with the study of the conjugate operator Pm(x,D− iλdφ) which

is a polynomial of degree m in D,λ, whose symbol is

pm(x, ξ − iλdφ(x)) + rm−1(x, ξ, λ),

where rm−1 is a polynomial in (ξ, λ) (with coefficients depending on x) with degree

≤ m− 1. Since we expect to proving an estimate

C‖Pm(x,D − iλdφ)v‖ ≥ λ1/2‖v‖Hm−1
λ

,

the term rm−1 is unimportant since the rhs of the above inequality will absorb this

for λ large enough, thanks to the following lemma.

Lemma 1.2.2.

(1) Let q(x, ξ, λ) be a polynomial of degree µ in the variables (ξ, λ) ∈ Rn × [1,+∞)

with coefficients smooth functions of x ∈ Ω open subset of Rn. Then for any compact

subset K of Ω, there exists a constant CK such that, for all v ∈ C∞K (Ω),

‖q(x,Dx, λ)v‖L2 ≤ CK‖v‖Hµλ ,

where Hµ
λ is defined in (1.2.6).

(2) Let Q(x, ξ, λ) be a polynomial of degree 2µ in the variables (ξ, λ) ∈ Rn× [1,+∞)

with coefficients smooth functions of x ∈ Ω open subset of Rn. Then for any compact

subset K of Ω, there exists a constant CK such that, for all v ∈ C∞K (Ω),

|〈Q(x,Dx, λ)v, v〉| ≤ CK‖v‖2
Hµλ
.

Proof. (1) We have q(x,Dx, λ) =
∑
|α|+k≤µ aα(x)λkDα

x and thus

‖q(x,Dx, λ)v‖L2 ≤
∑

|α|+k≤µ
‖aα‖L∞(K)λ

k‖Dα
xv‖L2 ≤ CK‖v‖Hµ ,

since, for |α|+k ≤ µ, the Fourier multiplier λkξα has an absolute value smaller than

λk|ξ||α| ≤ (λ+ |ξ|)µ.

(2) We have 〈Q(x,Dx, λ)v, v〉 =
∑
|α|+k≤2µ λ

k〈aα(x)Dα
xv, v〉 and with χK ∈ C∞c (Ω)

equal to 1 on K,

〈aα(x)Dα
xv, v〉 = 〈〈Dx〉−µχK(x)aα(x)Dα

x 〈Dx〉−µ〈Dx〉µv, 〈Dx〉µv〉.

It is thus enough to prove that the operator 〈Dx〉−µb(x)Dα
x 〈Dx〉−µ is bounded on

L2(Rn) for |α| ≤ 2µ and b ∈ C∞c (Rn): we write

〈Dx〉−µb(x)Dα
x 〈Dx〉−µ = 〈Dx〉−µb(x)〈Dx〉µ 〈Dx〉−µDα

x 〈Dx〉−µ︸ ︷︷ ︸
bounded on L2(Rn)
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so that it is enough5 to prove that 〈Dx〉−µb(x)〈Dx〉µ is bounded on L2. We have

with u, v ∈ S (Rn),

〈〈Dx〉−µb(x)〈Dx〉µu, v〉 =

∫∫∫
b(x)e2iπx·(ξ−η)〈ξ〉µû(ξ)〈η〉−µv̂(η)dηdξdx

=

∫∫
b̂(η − ξ)〈ξ〉µû(ξ)〈η〉−µv̂(η)dηdξ.

Since b̂ belongs to the Schwartz class, the kernel κ(ξ, η) = b̂(η − ξ)〈ξ〉µ〈η〉−µ is such

that for N ≥ 2 max(µ, n+ 1),

∫
|κ(ξ, η)|dη ≤ CN〈ξ〉µ

∫
(1 + |ξ − η|)−N(1 + |η|)−µdη

≤ CN〈ξ〉µ
∫

(1 + |ξ − η|)−N/2(1 + |η|+ |ξ − η|)−µdη ≤ C ′N

and a similar estimate holds for supη
∫
|κ(ξ, η)|dξ. The Schur criterion gives thus

the L2 boundedness.

1.2.2 Symbol of the conjugate

We may somehow concentrate our attention on the symbol

a(x, ξ, λ) = pm(x, ξ − iλdφ(x)) (1.2.7)

which is an homogeneous polynomial of degree m in ξ, λ. Proving a Carleman esti-

mate for P amounts to proving an a priori estimate for the operator with symbol a

under the condition that λ ≥ λ0 ≥ 1.

Let Q(x,D) =
∑
|α|≤m cα(x)Dα

x be a differential operator on Rn with smooth

coefficients. We define the adjoint operator Q∗(x,D) by the identity

∀u, v ∈ C∞c (Rn), 〈Q(x,D)∗u, v〉L2 = 〈u,Q(x,D)v〉L2 .

We see at once that

Q(x,D)∗ =
∑

|α|≤m
Dα
xcα(x). (1.2.8)

Lemma 1.2.3. Let Q(x,D) =
∑
|α|≤m cα(x)Dα

x be a differential operator on Rn with

smooth coefficients. We define

J =
1

2
(Q+Q∗) (self-adjoint part), K =

1

2
(Q−Q∗) (anti-adjoint part).

5For k + |α| ≤ 2µ, we write as above

λk〈aα(x)Dα
xv, v〉 = λk〈〈Dx〉−

|α|
2 aα(x)Dα

x 〈Dx〉−
|α|
2

︸ ︷︷ ︸
L2 bounded

〈Dx〉
|α|
2 v, 〈Dx〉

|α|
2 v〉

so that |λk〈aα(x)Dα
xv, v〉| ≤ C‖λk/2〈Dx〉

|α|
2 v‖2 ≤ C‖v‖2Hµλ
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We have J = J∗, K∗ = −K and for u ∈ C∞c (Rn),

‖Qv‖2
L2 = ‖Jv‖2

L2 + ‖Kv‖2
L2 + 〈[J,K]v, v〉L2 .

In particular, we have always ‖Qv‖2
L2 ≥ 〈[J,K]v, v〉L2 .

Proof. We have Q∗∗ = Q so that the properties of J,K are obvious. Moreover, we

have for v ∈ C∞c (Rn),

‖Qv‖2
L2 = ‖Jv‖2 + ‖Kv‖2

L2 + 〈Jv,Kv〉+ 〈Kv, Jv〉︸ ︷︷ ︸
〈K∗Jv,v〉+〈J∗Kv,v〉

so that

2 Re〈Jv,Kv〉 = 〈(−KJ + JK)v, v〉 = 〈[J,K]v, v〉,
which is the sought result.

Remark 1.2.4. Note that the differential operator [J,K] is self-adjoint since

[J,K]∗ = (JK)∗ − (KJ)∗ = K∗J∗ − J∗K∗ = −KJ + JK = [J,K].

Definition 1.2.5. Let Ω be an open subset of Rn and let m be a non-negative

integer. Σm(Ω) is defined as the set of polynomials of degree ≤ m in the variables

(ξ, λ) ∈ Rn × R with coefficients smooth functions of x ∈ Ω.

Theorem 1.2.6. Let pj(x, ξ, λ) ∈ Σmj , j = 1, 2. We define Pj = pj(x,Dx, λ) and

we shall say that the polynomial p is the symbol of the operator Pj. We shall write

as well Pj = op(pj). Then P1P2 = q(x,Dx, λ) where q ∈ Σm1+m2 and more precisely

q(x, ξ, λ) = p1(x, ξ, λ)p2(x, ξ, λ) +
1

i
(
∂p1

∂ξ
· ∂p2

∂x
)(x, ξ, λ) + rm1+m2−2(x, ξ, λ), (1.2.9)

with rm1+m2−2 ∈ Σm1+m2−2. We have also [P1, P2] = T with T = t(x,Dx, λ) and

t =
1

i
{p1, p2}+ sm1+m2−2, sm1+m2−2 ∈ Σm1+m2−2, (1.2.10)

and where the Poisson bracket {p1, p2} is defined as

{p1, p2} (x, ξ, λ) = (
∂p1

∂ξ
· ∂p2

∂x
)(x, ξ, λ)− (

∂p1

∂x
· ∂p2

∂ξ
)(x, ξ, λ) (1.2.11)

=
∑

1≤j≤n

(∂p1

∂ξj

∂p2

∂xj
− ∂p1

∂xj

∂p2

∂ξj

)
.

The symbol of P ∗1 is equal to

p∗1(x, ξ, λ) = p1(x, ξ, λ) +
1

i

∑

1≤j≤n

∂2p1

∂ξj∂xj
(x, ξ, λ), modulo Σm−2. (1.2.12)
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Proof. This is a standard consequence of elementary identities for pseudodifferential

operators, but it is certainly simpler to derive here a direct proof. We note that

(1.2.10) follows from (1.2.9). By linearity, it is enough to consider

a1(x)Dα1
x λ

k1a2(x)Dα2
x λ

k2

= λk1+k2a1(x)i−|α1|
∑

β+γ=α1

(∂βxa2)∂γxD
α2
x

α1!

β!γ!

= λk1+k2a1(x)a2(x)Dα1+α2
x +

∑

1≤j≤n
λk1+k2a1(x)i−|α1|∂xja2∂

α1−ej
x Dα2

x

α1!

1!(α1 − ej)!
+ Σm1+m2−2

= λk1+k2a1(x)a2(x)Dα1+α2
x +

1

i

∑

1≤j≤n
λk1+k2a1(x)∂xja2α1,jD

α1−ej
x Dα2

x

+ rm1+m2−2 ∈ Σm1+m2−2,

an operator whose symbol is p1p2 + 1
i

∑
1≤j≤n

∂p1
∂ξj

∂p2
∂xj

modulo Σm1+m2−2, which is the

sought formula. The last assertion follows from the fact that with

Q =
∑

|α|+k≤m
cα(x)λkDα

x , q(x, ξ, λ) =
∑

|α|+k≤m
cα(x)λkξα

and from (1.2.8), we see that Q∗ =
∑
|α|+k≤m λ

kDα
xcα(x) whose symbol is, modulo

Σm−2,

∑

|α|+k≤m
cα(x)λkξα +

∑

|α|+k≤m
|α|≥1

λk
1

i

∑

1≤j≤n

∂cα
∂xj

∂ξj(ξ
α) = q +

1

i

∑

1≤j≤n

∂2q

∂ξj∂xj
,

completing the proof.

Lemma 1.2.7. Let q ∈ Σµ be a real-valued symbol. Then

q∗(x,Dx, λ)q(x,Dx, λ) = q(x, ξ, λ)2 + r2µ−1 modulo Σ2µ−2,

with r2µ−1 ∈ Σ2µ−1 is purely imaginary. We have also for v ∈ C∞K (Ω),

‖q(x,Dx, λ)v‖2 = Re〈q2(x,Dx, λ)v, v〉+O(‖v‖2
Hµ−1
λ

), (1.2.13)

where Hµ is defined in (1.2.6).

Proof. Since q∗ = q + 1
i
∂2q̄
∂x·∂ξ + Σµ−2, the symbol of q∗(x,Dx, λ)q(x,Dx, λ) is

(
q +

1

i

∂2q̄

∂x · ∂ξ
)
q +

1

i

∂
(
q + 1

i
∂2q̄
∂x·∂ξ

)

∂ξ
· ∂q
∂x

modulo Σ2µ−2,

that is, since q is real-valued, q2 + 1
i
∂2q
∂x·∂ξq + 1

i
∂q
∂ξ
· ∂q
∂x

modulo Σ2µ−2, providing the

first formula. We note than that

r∗2µ−1 = −r2µ−1 modulo Σ2µ−2,
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and since

‖q(x,Dx, λ)v‖2 = Re〈op(q2)v, v〉+ Re〈op(r2µ−1)v, v〉︸ ︷︷ ︸
= 1

2
〈(op(r2µ−1)+op(r∗2µ−1))v,v〉

,

Lemma 1.2.2 gives the answer.

Proposition 1.2.8. Let a be given by (1.2.7), where pm(x, ξ) is an homogeneous

polynomial in the variables ξ ∈ Rn with smooth coefficients of x ∈ Ω where Ω is an

open subset of Rn. We define

c2m−1,φ(x, ξ, λ)

= Im

(
∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)

)
− λφ′′(x)

∂pm
∂ξ

(x, ζ)
∂pm
∂ξ

(x, ζ), (1.2.14)

with ζ = ξ − iλdφ(x). The notations above stand for

∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ) =
∑

1≤j≤n

∂pm
∂ξj

(x, ζ) · ∂pm
∂xj

(x, ζ),

φ′′(x)
∂pm
∂ξ

(x, ζ)
∂pm
∂ξ

(x, ζ) =
∑

1≤j,k≤n

∂2φ

∂xj∂xk
(x)

∂pm
∂ξk

(x, ζ)
∂pm
∂ξj

(x, ζ).

For every compact subset K of Ω, there exists a constant C such that for all v ∈
C∞K (Ω)

C‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ ‖op(Re am)v‖2

L2 + ‖op(Im am)v‖2
L2

+ Re〈op(c2m−1,φ)v, v〉.

N.B. We may notice that the latter quantity in (1.2.14) is real-valued whenever φ

is real-valued since its complex-conjugate is

∑

1≤j,k≤n

∂2φ

∂xj∂xk
(x)

∂pm
∂ξj

(x, ζ)
∂pm
∂ξk

(x, ζ) =
∑

1≤j,k≤n

∂2φ

∂xj∂xk
(x)

∂pm
∂ξk

(x, ζ)
∂pm
∂ξj

(x, ζ),

by symmetry of the matrix φ′′(x).

Proof. The proof is a direct application of Theorem 1.2.6. The symbol of the oper-

ator Pm(x,D − iλdφ) is pm(x, ξ − iλdφ) + rm−1 with rm−1 ∈ Σm−1. As a result for

v ∈ C∞K (Ω), we have,

C‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ ‖op(pm(x, ζ))v‖2

L2 .

Now, according to the last statement in Theorem 1.2.6 and to Lemmas 1.2.3 and

1.2.2, we have, with am(x, ξ, λ) = pm(x, ζ), rm−1, sm−1 ∈ Σm−1, r2m−2 ∈ Σ2m−2,

‖op(am)v‖2
L2 = ‖op(Re am + rm−1)v‖2

L2 + ‖op(Im am + sm−1)v‖2
L2

+ Re〈[op(Re am), iop(Im am)]v, v〉+ 〈op(r2m−2)v, v〉,
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so that

C1‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ ‖op(Re am)v‖2

L2 + ‖op(Im am)v‖2
L2

+ Re〈[op(Re am), iop(Im am)]v, v〉.

Using now (1.2.13) and Theorem 1.2.6, we obtain

C2‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥

‖op(Re am)v‖2
L2 + ‖op(Im am)v‖2

L2 + Re〈op({Re am, Im am}
)
)v, v〉.

We note also that

2i Im
(∂am
∂ξ
· ∂am
∂x

)
=
∂am
∂ξ
· ∂am
∂x
− ∂am

∂ξ
· ∂am
∂x

= {am, am}

= {Re am − i Im am,Re am + i Im am} = 2i {Re am, Im am} ,

so that

{Re am, Im am} = Im
(∂am
∂ξ
· ∂am
∂x

)
,

entailing the sought result since

∂am
∂ξ
· ∂am
∂x

=
∂pm
∂ξ

(x, ζ) ·
(∂pm
∂x

(x, ζ)− λφ′′(x)
∂pm
∂ξ

(x, ζ)
)
.

Lemma 1.2.9. Let ρ be a C∞ real-valued function defined on an open set Ω of Rn

such that dρ(x) 6= 0 at ρ(x) = 0. Let x0 ∈ Ω such that ρ(x0) = 0. We define for

µ > 0

φρ,µ(x) = ρ(x)− µρ(x)2 +
1

2µ
|x− x0|2. (1.2.15)

Then there exists a neighborhood V of x0 in Ω such that

{x ∈ V, φρ,µ(x) = 0}\{x0} ⊂ {x ∈ V, ρ(x) < 0}.

For any compact subset K of V \{x0}, we have infx∈K,ρ(x)≥0 φρ,µ(x) > 0. In partic-

ular, if we consider χ ∈ C∞c (V ), which is equal to 1 on a neighborhood of x0, we

have

inf
x∈supp∇χ,ρ(x)≥0

φρ,µ(x) > 0.

Proof. If x ∈ Ω is such that ρ(x) − µρ(x)2 + 1
2µ
|x − x0|2 = 0, x 6= x0, this implies

that

ρ(x)
(
1− µρ(x)

)
< 0.

Defining V = {x ∈ Ω, ρ(x) < 1/µ} (which is a neighborhood of x0), we obtain the

sought inclusion. We have also for x ∈ V and ρ(x) ≥ 0,

ρ(x)− µρ(x)2 +
1

2µ
|x− x0|2 = ρ(x)

(
1− µρ(x)

)
+

1

2µ
|x− x0|2 ≥

1

2µ
|x− x0|2,
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so that {x ∈ V, x 6= x0, ρ(x) ≥ 0} ⊂ {x ∈ V, φρ,µ(x) > 0} and for any compact

subset K of {x ∈ V, x 6= x0}, we have infx∈K,ρ(x)≥0 φρ,µ(x) > 0. The last statement

follows from the choice K = supp∇χ.

Lemma 1.2.10. Let ρ be a C∞ real-valued function defined on an open set Ω of Rn

such that dρ(x) 6= 0 at ρ(x) = 0. Let x0 ∈ Ω such that ρ(x0) = 0. We define for

µ > 0

Φρ,µ(x) = ρ′(x0)(x− x0) +
1

2
ρ′′(x0)(x− x0)2 − µ

(
ρ′(x0)(x− x0)

)2
+

1

2µ
|x− x0|2.

(1.2.16)

Then there exists a neighborhood V of x0 in Ω such that

{x ∈ V,Φρ,µ(x) = 0}\{x0} ⊂ {x ∈ V, ρ(x) < 0}.

For any compact subset K of V \{x0}, we have infx∈K,ρ(x)≥0 Φρ,µ(x) > 0. In partic-

ular, if we consider χ ∈ C∞c (V ), which is equal to 1 on a neighborhood of x0, we

have

inf
x∈supp∇χ,ρ(x)≥0

Φρ,µ(x) > 0.

Proof. If x ∈ Ω is such that

ρ′(x0)(x− x0) +
1

2
ρ′′(x0)(x− x0)2 − µ

(
ρ′(x0)(x− x0)

)2
+

1

2µ
|x− x0|2 = 0,

this implies, with σj bounded in a fixed neighborhood of x0,

ρ(x) + σ3(x)(x− x0)3 − µ
(
ρ(x) + σ2(x)(x− x0)2

)2
= − 1

2µ
|x− x0|2,

so that with Cj positive constants independent of µ,

ρ(x)− µρ(x)2 ≤ − 1

2µ
|x− x0|2 + (C0 + C1µ)|x− x0|3

= − 1

2µ
|x− x0|2

(
1− 2µ(C0 + C1µ)|x− x0|

)
.

We may assume that 2µ(C0 + C1µ)|x− x0| ≤ 1/2, and this implies that

ρ(x)
(
1− µρ(x)

)
< 0.

Defining

V = {x ∈ Ω, ρ(x) < 1/µ, 2µ(C0 + C1µ)|x− x0| < 1/2}
(which is a neighborhood of x0), we obtain the sought inclusion. We have also for

x ∈ V and ρ(x) ≥ 0,

Φρ,µ(x) = ρ(x) + σ3(x)(x− x0)3 − µ
(
ρ(x) + σ2(x)(x− x0)2

)2
+

1

2µ
|x− x0|2,
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so that Φρ,µ(x) ≥ ρ(x)− µρ(x)2 + 1
2µ
|x− x0|2 − (C0 + C1µ)|x− x0|3 and

Φρ,µ(x) ≥ ρ(x)− µρ(x)2 +
1

2µ
|x− x0|2

(
1− 2µ(C0 + C1µ)|x− x0|

)
.

As a result {x ∈ V, x 6= x0, ρ(x) ≥ 0} ⊂ {x ∈ V,Φρ,µ(x) > 0} and for any compact

subset K of {x ∈ V, x 6= x0}, we have infx∈K,ρ(x)≥0 Φρ,µ(x) > 0. The last statement

follows from the choice K = supp∇χ.

1.2.3 Simple characteristics

Let us now discuss the case of simple characteristics. We may assume that our

oriented hypersurface is given by the equation t = 0 near 0 ∈ R1
t ×Rd

x and that our

differential operator has the principal symbol (a polynomial with degree m in ξ, τ),

pm(t, x; τ, ξ).

Let φ(t, x) = t − µt2

2
+ |x|2

2µ
be a real-valued weight function (µ > 0). We calculate

c2m−1,φ as given by (1.2.14) and we obtain with

ζ =
(
τ − iλ(1− µt), ξ − iλx

µ

)
∈ C1+d,

c2m−1,φ(t, x, τ, ξ, λ) =

Im

(
∂pm
∂τ

(t, x, ζ) · ∂pm
∂t

(t, x, ζ)

)
+ Im

(
∂pm
∂ξ

(t, x, ζ) · ∂pm
∂x

(t, x, ζ)

)

+ λµ

∣∣∣∣
∂pm
∂τ

(t, x, ζ)

∣∣∣∣
2

− λ

µ

∣∣∣∣
∂pm
∂ξ

(t, x, ζ)

∣∣∣∣
2

. (1.2.17)

We see that the dominant term in that symbol is λµ
∣∣∂pm
∂τ

(t, x, ζ)
∣∣2. We shall assume

that the characteristics are simple: for (τ, ξ, λ) ∈ (R× Rd × R+)\{0}

pm(0, 0, τ − iλ, ξ) = 0 =⇒ ∂pm
∂τ

(0, 0, τ − iλ, ξ) 6= 0. (1.2.18)

Note that above hypothesis implies that the hypersurface with equation t = 0 is non-

characteristic for P , i.e. pm(0, 0; 1, 0) 6= 0, otherwise, the polynomial pm(0, 0; τ, 0)

would be the zero polynomial. That hypothesis means simply that the m roots of

the (complex-valued) polynomial τ 7→ pm(0, 0; τ, ξ) are simple for ξ ∈ Rd\{0}: if

ξ = 0, we have

pm(0, 0; τ − iλ, 0) = pm(0, 0; 1, 0)(τ − iλ)m

which is not zero for τ − iλ 6= 0.

Lemma 1.2.11. Let pm(x, t, ξ, τ) be a polynomial of degree m with real coefficients

such that (1.2.18) holds. There exists a constant µ > 0 such that for (t, x) ∈ Wµ =

{(t, x) ∈ R1+d, |t|+ |x| ≤ µ−2}, for (τ, ξ, λ) ∈ R× Rd × (0,+∞),

µ|pm(t, x, ζ)|2(λ2 + τ 2 + |ξ|2)−1/2 + c2m−1,φ(t, x, τ, ξ, λ) ≥ µ−1λ(λ2 + τ 2 + |ξ|2)m−1.
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Proof. Since both sides of the inequality are homogeneous with degree 2m− 1 with

respect to (τ, ξ, λ), it is enough to prove that on the half-sphere λ2 + τ 2 + |ξ|2 =

1, λ > 0. By reductio ad absurdum, a violation of the previous inequality would

mean that there exists a sequence (tk, xk) ∈ Wk and a sequence (λk, τk, ξk) on the

half-sphere such that

k|pm(tk, xk, τk − iλk(1− ktk), ξk − iλkk−1xk)|2 + c2m−1,φ(tk, xk, τk, ξk, λk) <
λk
k
.

(1.2.19)

By compactness of the closure of the half-sphere, we may assume that (λk, τk, ξk) is

converging to (λ0, τ0, ξ0) on the closure of half-sphere. Since ktk goes to 0, multiply-

ing the previous inequality by k−1 provides

pm(0, 0; τ0 − iλ0, ξ0) = 0. (1.2.20)

We assume first that λ0 > 0. We have

c2m−1,φ(tk, xk, τk, ξk, λk) = λkk

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(1)

and multiplying Inequality (1.2.19) by 1/kλk (kλk goes to +∞ with k), we get

∂pm
∂τ

(0, 0, τ0 − iλ0, ξ0) = 0.

From our assumption (1.2.18), this is impossible since (τ0, ξ0, λ0) 6= 0.

We assume now that λ0 = 0, so that τ 2
0 + ξ2

0 = 1. We have

c2m−1,φ(tk, xk, τk, ξk, λk)

= λkk

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(λk) +
1

2i
{pm, pm} (tk, xk; τk, ξk).

We have assumed that pm has real coefficients, so that {pm, pm} (tk, xk; τk, ξk) is

identically 0. Multiplying (1.2.19) by 1/kλk (λk is positive), we get

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(1/k) <
1

k2

implying that ∂pm
∂τ

(0, 0, τ0, ξ0) = 0. Since we have already pm(0, 0, τ0, ξ0) = 0 from

(1.2.20) and λ0 = 0, this is impossible since τ 2
0 + ξ2

0 = 1. The proof of the lemma is

complete.

Using now the last inequality in Proposition 1.2.8, we get for λ ≥ µ that

C‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ µ‖op(Re am)v‖2

H−1/2 + µ‖op(Im am)v‖2
H−1/2

+ Re〈op(c2m−1,φ)v, v〉.
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and Lemma 1.2.11 , (1.2.13) (with µ = m− 1), along with G̊arding’s inequality (see

our Appendix, Section 4.2) implies

C1‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ λ

µ
‖v‖2

Hm−1
λ

,

entailing (1.2.4) and thus (1.2.3). Applying the convexity property of Lemma 1.2.10,

we obtain the following uniqueness result, essentially due to A. Calderón [4].

Theorem 1.2.12. Let P be a differential operator of order m with C∞ real-valued

coefficients in the principal part, L∞ complex-valued for lower order terms, in some

open subset Ω of Rn. Let Σ be a C1 hypersurface of Ω given by an equation ρ(x) = 0,

with dρ 6= 0 at Σ. Let x0 ∈ Σ; we assume that for (ξ, λ) ∈ (Rn × R+)\{0}

pm(x0, ξ − iλdρ(x0)) = 0 =⇒ {pm, ρ} (x0, ξ − iλdρ(x0)) 6= 0. (1.2.21)

If u is an Hm
loc function, supported in {x ∈ W, ρ(x) ≥ 0} where W is a neighborhood

of x0, is such that

|(Pu)(x)| ≤
∑

0≤j<m
Vj(x)|∇ju(x)|, Vj ∈ L∞loc,

then u is vanishing in a neighborhood of x0.

N.B. Using a more specific G̊arding’s inequality as in Section 8.3 and 8.4 of [8], it

is possible to reduce the regularity requirements for the principal part in the above

theorem to C1. Some refinements of these methods, taking into account that the

operators involved are differential (and not general pseudodifferential operators),

are presented in [33] and allow a version of the previous theorem for Lipschitz reg-

ularity in the principal part. This is in some sense optimal, as far as regularity

is concerned, since some counterexamples are available for operators with Hölder

continuous coefficients of any order < 1.

1.3 Pseudo-convexity

1.3.1 Checking the symbol of the conjugate operator

Let us now discuss the next case, when the characteristics may fail to be simple.

We may assume that our oriented hypersurface is given by the equation t = 0 near

0 ∈ R1
t×Rd

x and that our differential operator has the principal symbol (a polynomial

with degree m in ξ, τ),

pm(t, x; τ, ξ).

Let φ(t, x) = t − µt2

2
+ |x|2

2µ
be a real-valued weight function (µ > 0). We calculate

c2m−1,φ as given by (1.2.14) and we obtain with

ζ =
(
τ − iλ(1− µt), ξ − iλx

µ

)
∈ C1+d,
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c2m−1,φ(t, x, τ, ξ, λ) =

Im

(
∂pm
∂τ

(t, x, ζ) · ∂pm
∂t

(t, x, ζ)

)
+ Im

(
∂pm
∂ξ

(t, x, ζ) · ∂pm
∂x

(t, x, ζ)

)

+ λµ

∣∣∣∣
∂pm
∂τ

(t, x, ζ)

∣∣∣∣
2

− λ

µ

∣∣∣∣
∂pm
∂ξ

(t, x, ζ)

∣∣∣∣
2

. (1.3.1)

When the characteristics are simple, we have seen that that the dominant term in

that symbol is λµ
∣∣∂pm
∂τ

(t, x, ζ)
∣∣2. However, we want to deal with some cases when

this term is actually vanishing. We may have for some (τ, ξ, λ) ∈ (R×Rd×R+)\{0}

pm(0, 0, τ − iλ, ξ) = 0 and
∂pm
∂τ

(0, 0, τ − iλ, ξ) = 0. (1.3.2)

We have then to focus our attention on the second term of (1.3.1) (the first is

vanishing and the very last one will be proven unimportant, thanks to the occurrence

of the large term µ in the denominator). We note first that

c2m−1,φ(t, x, τ, ξ, 0) = 0. (1.3.3)

since, as pm has real-valued coefficients,

Im

(
∂pm
∂τ

(t, x, τ, ξ) · ∂pm
∂t

(t, x, τ, ξ)

)
+ Im

(
∂pm
∂ξ

(t, x, τ, ξ) · ∂pm
∂x

(t, x, τ, ξ)

)

=
1

2i
{pm, pm} ≡ 0.

We shall assume that for λ ≥ 0, (τ, ξ, λ) 6= (0, 0, 0),

pm(0, 0, τ − iλ, ξ) =
∂pm
∂τ

(0, 0, τ − iλ, ξ) = 0 =⇒

lim
ε→0+

1

λ+ ε

(
Im
(∂pm
∂τ
· ∂pm
∂t

)
(0, 0, τ − i(λ+ ε), ξ)

+ Im
(∂pm
∂ξ
· ∂pm
∂x

)
(0, 0, τ − i(λ+ ε), ξ)

)
> 0. (1.3.4)

Note that for λ > 0 the limit is useless and for λ = 0, this assumption means only

that for (τ, ξ) 6= (0, 0),

∂σ2m−1,φ

∂λ
(0, 0, τ, ξ, λ)|λ=0 > 0 at pm(0, 0, τ, ξ) =

∂pm
∂τ

(0, 0, τ, ξ) = 0,

with

σ2m−1,φ(t, x, τ, ξ, λ)

= Im

(
∂pm
∂ξ

(t, x, τ − iλ∂tφ, ξ − iλ∂xφ) · ∂pm
∂x

(t, x, τ − iλ∂tφ, ξ − iλ∂xφ)

)

+ Im

(
∂pm
∂ξ

(t, x, τ − iλ∂tφ, ξ − iλ∂xφ) · ∂pm
∂x

(t, x, τ − iλ∂tφ, ξ − iλ∂xφ)

)
.
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Lemma 1.3.1. Let pm(x, t, ξ, τ) be a polynomial of degree m with real coefficients

such that (1.3.4) holds. There exists a constant µ > 0 such that for (t, x) ∈ Wµ =

{(t, x) ∈ R1+d, |t|+ |x| ≤ µ−2}, for (τ, ξ, λ) ∈ R× Rd × (0,+∞),

µ|pm(t, x, ζ)|2(λ2 + τ 2 + |ξ|2)−1/2 + c2m−1,φ(t, x, τ, ξ, λ) ≥ µ−1λ(λ2 + τ 2 + |ξ|2)m−1.

Proof. Since both sides of the inequality are homogeneous with degree 2m− 1 with

respect to (τ, ξ, λ), it is enough to prove that on the half-sphere λ2 + τ 2 + |ξ|2 =

1, λ > 0. By reductio ad absurdum, a violation of the previous inequality would

mean that there exists a sequence (tk, xk) ∈ Wk and a sequence (λk, τk, ξk) on the

half-sphere such that

k|pm(tk, xk, τk−iλk(1−ktk), ξk−iλkk−1xk)|2+c2m−1,φ(tk, xk, τk, ξk, λk) <
λk
k
. (1.3.5)

By compactness of the closure of the half-sphere, we may assume that (λk, τk, ξk) is

converging to (λ0, τ0, ξ0) on the closure of half-sphere. Since ktk goes to 0, multiply-

ing the previous inequality by k−1 provides

pm(0, 0; τ0 − iλ0, ξ0) = 0. (1.3.6)

We assume first that λ0 > 0. We have

c2m−1,φ(tk, xk, τk, ξk, λk) = λkk

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(1)

and multiplying Inequality (1.3.5) by 1/kλk (kλk goes to +∞ with k), we get

∂pm
∂τ

(0, 0, τ0 − iλ0, ξ0) = 0.

From (1.3.5), we obtain that

1

λk
Im

(
∂pm
∂τ

(tk, xk, ζk) ·
∂pm
∂t

(tk, xk, ζk)

)

+
1

λk
Im

(
∂pm
∂ξ

(tk, xk, ζk) ·
∂pm
∂x

(tk, xk, ζk)

)

− 1

k

∣∣∣∣
∂pm
∂ξ

(tk, xk, ζk)

∣∣∣∣
2

<
1

k
,

which is incompatible with (1.3.4).

We assume now that λ0 = 0, so that τ 2
0 + ξ2

0 = 1. We have

c2m−1,φ(tk, xk, τk, ξk, λk)

= λkk

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(λk) +
1

2i
{pm, pm} (tk, xk; τk, ξk). (1.3.7)
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We have assumed that pm has real coefficients, so that {pm, pm} (tk, xk; τk, ξk) is

identically 0. Multiplying (1.3.5) by 1/kλk (λk is positive), we get

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

+O(1/k) <
1

k2

implying that ∂pm
∂τ

(0, 0, τ0, ξ0) = 0. From (1.3.5), we obtain that (note that λk > 0

with limit 0)

1

λk
Im

(
∂pm
∂τ

(tk, xk, ζk) ·
∂pm
∂t

(tk, xk, ζk)

)

+
1

λk
Im

(
∂pm
∂ξ

(tk, xk, ζk) ·
∂pm
∂x

(tk, xk, ζk)

)

+ k

∣∣∣∣
∂pm
∂τ

(tk, xk, ζk)

∣∣∣∣
2

<
1

k

∣∣∣∣
∂pm
∂ξ

(tk, xk, ζk)

∣∣∣∣
2

+
1

k
.

We have thus

1

λk
Im

(
∂pm
∂τ

(tk, xk, ζk) ·
∂pm
∂t

(tk, xk, ζk)

)

+
1

λk
Im

(
∂pm
∂ξ

(tk, xk, ζk) ·
∂pm
∂x

(tk, xk, ζk)

)

=
σ̃2m−1(tk, xk, ζk)− σ̃2m−1(tk, xk, ξk)

λk
≤ O(1/k).

Thanks to the hypothesis (1.3.4), the lhs has the positive limit

∂σ2m−1,φ

∂λ
(0, 0, τ0, ξ0, 0)

which is incompatible with the previous inequality. The proof of the lemma is

complete.

Using now the last inequality in Proposition 1.2.8, we get for λ ≥ µ that

C‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ µ‖op(Re am)v‖2

H−1/2 + ‖op(Im am)v‖2
H−1/2

+ Re〈op(c2m−1,φ)v, v〉.

and Lemma 1.2.11 , (1.2.13) along with G̊arding’s inequality (see our Appendix,

Section 4.2) implies

C1‖v‖2
Hm−1
λ

+ ‖Pm(x,D − iλdφ)v‖2
L2 ≥ λ

µ
‖v‖2

Hm−1
λ

,

entailing (1.2.4) and thus (1.2.3). Applying the convexity property of Lemma 1.2.10,

we obtain the following uniqueness result, due to L. Hörmander [9], Chapter 28.
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Theorem 1.3.2. Let P be a differential operator of order m with C∞ real-valued

coefficients in the principal part, L∞ complex-valued for lower order terms, in some

open subset Ω of Rn. Let Σ be a C2 hypersurface of Ω given by an equation ρ(x) = 0,

with dρ 6= 0 at Σ. Let x0 ∈ Σ; we assume that for (ξ, λ) ∈ (Rn × R+)\{0}

pm(x0, ξ − iλdρ(x0)) = {pm, ρ} (x0, ξ − iλdρ(x0)) = 0 =⇒

lim
ε→0+
ε>0

1

λ+ ε
Im
(∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
− ρ′′(x0)

∂pm
∂ξ

(x0, ζ)
∂pm
∂ξ

(x0, ζ) > 0,

(1.3.8)

with ζ = ξ− i(λ+ ε)dρ(x0). If u is an Hm
loc function, supported in {x ∈ W, ρ(x) ≥ 0}

where W is a neighborhood of x0, is such that

|(Pu)(x)| ≤
∑

0≤j<m
Vj(x)|∇ju(x)|, Vj ∈ L∞loc,

then u is vanishing in a neighborhood of x0.

N.B. Using a more specific G̊arding’s inequality as in Section 8.3 and 8.4 of [8], it

is possible to reduce the regularity requirements for the principal part in the above

theorem to C2. Some refinements of these methods, taking into account that the

operators involved are differential (and not general pseudodifferential operators), are

presented in [33] and seem to allow a version of the previous theorem for Lipschitz

regularity in the principal part; however, the pseudo-convexity assumption would

have to be modified to be meaningful for the derivative of a Lipschitz-continuous

function, which is not defined pointwise but only as a bounded measurable function.

1.3.2 Comments

(a) Invariance of the assumptions by change of coordinates

We consider a reference open subset Ω of Rn and Σ an oriented C1 hypersurface of

Ω:

Σ = {x ∈ Ω, ρ(x) = 0}

where ρ : Ω → R is a C1 function such that ρ(x) = 0 implies dρ(x) 6= 0. Note

that, applying the implicit function theorem, this implies that, for any x0 ∈ Σ, there

exists a neighborhood V0 = W0× J0 of x0, where W0 is an open ball in Rn−1 and J0

is an open interval of R, a C1 function α defined on W0 such that

R(Σ ∩ V0) = {(x′, xn) ∈ W0 × J0, xn = α(x′)},

where R ∈ O(n). We have the following partition of Ω:

Ω = Ω− ∪ Σ ∪ Ω+, Ω± = {x ∈ Ω,±ρ(x) > 0}
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and the open sets Ω± have closure Ω± ∪ Σ in Ω: the inclusion of the closure of Ω+

into Ω+ ∪ Σ is obvious, since a limit point x of a sequence (xk) such that ρ(xk) > 0

should satisfy ρ(x) ≥ 0 and conversely if x0 is such that ρ(x0) = 0, we find a system

of (linear) coordinates on a neighborhood V0 of x0, centered at x0, such that Σ

appears as the graph of a C1 function α as above, with α(0) = 0. Then 0Rn is the

limit of (0Rn−1 , ε) which belong to Ω+.6 An oriented hypersurface of Ω does not

have a unique equation ρ, but if we are given two C1 equations ρ1, ρ2 such that

ρj(x) = 0 =⇒ dρj(x) 6= 0, with Σ = {x ∈ Ω, ρj(x) = 0},Ω± = {±ρj > 0}, j = 1, 2,

by the implicit function reasoning displayed above, we get near a distinguished point

x0 a system of linear coordinates such that

ρj(x) = ej(x)
(
xn − α(x′)

)
, ej > 0 continuous.

As a result the conormal bundle Σ⊥ of Σ is well-defined, by

Σ⊥ = {(x, ξ) ∈ Ω× Rn, ρ(x) = 0, ξ ∧ dρ(x) = 0}. (1.3.9)

Note that ρ = 0 is one constraint, and since dρ(x) 6= 0 at ρ(x) = 0, ξ ∧ dρ(x) = 0

means that ξ is proportional to dρ(x), that is n−1 constraints: the conormal bundle

is n dimensional. To take into account the orientation of the hypersurface Σ, we

may also define the positive conormal bundle

Σ⊥+ = {(x, ξ) ∈ Ω× Rn, ρ(x) = 0, ξ ∈ R+dρ(x)}, (1.3.10)

which is a closed subset of the conormal bundle. Note that these objects are intrin-

sically defined, nonetheless independently of a choice of coordinates, but also are

not dependent of a choice of a defining function ρ for the oriented hypersurface Σ.

We consider now a differential operator P =
∑
|α|≤m aα(x)Dα

x whose coefficients

aα are C2(Ω) functions for |α| = m and L∞(Ω) for |α| < m. If we perform a C∞

change of coordinates U 3 y 7→ κ(y) = x ∈ Ω, κ−1 = ν, we have for u ∈ C∞(Ω), v =

u ◦ κ ∈ C∞(U)

(Pu)(x) = (Pu)(κ(y)) =
∑

|α|≤m
aα(κ(y))

∏

1≤j≤n

( ∑

1≤k≤n

∂yk
∂xj

Dyk

)αjv.

Considering the mapping

Rn 3 η = (η1, . . . , ηn) 7→
( ∑

1≤k≤n

∂yk
∂xj

ηk
)

1≤j≤n = tν ′(x)η = tν ′(κ(y))η = tκ′−1(y)η

6Same story for Ω−. Note that, for a smooth function ρ, the closure of the set {ρ > 0} is
included in but not always equal to {ρ ≥ 0}: take for instance a function ρ defined on R such that
ρ vanishes on [−1, 1] and is positive outside this interval: we have then

{ρ > 0} = (−∞,−1] ∪ [1,+∞), {ρ ≥ 0} = R.

Of course that function has critical points at ρ = 0, which is excluded by our assumption.
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we may write that

(Pu)(x) =
∑

|α|=m
aα(κ(y))

(
tκ′(y)−1Dy

)α
v + lower order terms.

Defining the principal symbol of the operator P on Ω × Rn = T ∗(Ω) (cotangent

bundle of Ω) by

pm(x, ξ) =
∑

|α|=m
aα(x)ξα,

we obtain that the operator κ∗Pκ∗ is also a differential operator of order m: here

we used the notation κ∗ for the pullback by κ and κ∗ for the pushforward (i.e. the

pullback by κ−1). We have for v ∈ C∞(U), κ∗v = v ◦ ν = u,

(κ∗Pκ∗v)(y) =
(
Pκ∗v

)
(κ(y)) =

(
P (v ◦ ν)

)
(κ(y)).

Moreover the principal symbol of the differential operator κ∗Pκ∗ is

qm(y, η) = pm
(
κ(y), tκ′(y)−1η

)
. (1.3.11)

We have proven that the principal symbol of the differential operator P is invariantly

defined on the cotangent bundle of Ω: for (x, ξ) ∈ T ∗(Ω), and κ as above, we have

the canonical mapping

T ∗(U) 3 (y, η) 7→
(
κ(y), tκ′(y)−1η

)
∈ T ∗(Ω)

and Formula (1.3.11) proves the invariance by diffeomorphism of the principal sym-

bol of a differential operator.

Let us go back to our assumptions in Theorem 1.3.2. We are given an oriented

hypersurface Σ, a differential operator P and a distinguished point x0 in Σ. The

operator P has the principal symbol p, ρ is a defining function for Σ. We require

for ζ = ξ − iλdρ(x0) with λ > 0, whenever p(x0, ζ) = {p, ρ}(x0, ζ) = 0





if λ > 0 1
λ

Im
(
∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
− ρ′′(x0)∂pm

∂ξ
(x, ζ)∂pm

∂ξ
(x, ζ) > 0,

if λ = 0 ∂
∂λ

Im
(
∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
|λ=0
− ρ′′(x0)∂pm

∂ξ
(x, ξ)∂pm

∂ξ
(x, ξ) > 0.

We note that the points ζ belong to the complexified cotangent space at x0 and also

that − Im ζ ∈ Σ⊥+(x0) : 0 6= ζ ∈ T ∗x0(Ω)− iΣ⊥+(x0).

Poisson bracket. We consider an open subset Ω of Rn and the cotangent bundle

T ∗(Ω) = Ω× Rn. Let a, b be C1 functions defined on T ∗(Ω). We define the Poisson

bracket {a, b} by

{a, b} =
∂a

∂ξ
· ∂b
∂x
− ∂a

∂x
· ∂b
∂ξ
. (1.3.12)

With the two-form σ defined by

σ =
∑

1≤j≤n
dξj ∧ dxj, (1.3.13)
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we define the Hamiltonian vector field Ha of a by

σy Ha = −da =⇒ 〈da,X〉 = X(a) = σ(X,Ha) for a vector field X,

i.e. p · ∂xa+ q · ∂ξa = q · ∂ξa− p · (−∂xa), Ha = ∂ξa∂x − ∂xa∂ξ and

Ha(b) = {a, b} = σ(Ha, Hb). (1.3.14)

If we perform a C∞ change of coordinates U 3 y 7→ κ(y) = x ∈ Ω, κ−1 = ν, this

induces the diffeomorphism κ̃

T ∗(U) 3 (y, η) 7→
(
κ(y), tκ′(y)−1η

)
∈ T ∗(Ω),

and the pullback of σ by κ̃ is, written with Einstein’s convention,

κ̃∗(σ) = κ̃∗(dξj ∧ dxj) =
∂νk
∂xj

dηk ∧
∂κj
∂yl

dyl = dηk ∧ dyk.

We infer that, for a, b smooth on T ∗(Ω),

{a ◦ κ̃, b ◦ κ̃} = κ̃∗(σ)
(
Ha◦κ̃, Hb◦κ̃

)
= σ(T (κ̃)Ha◦κ̃, T (κ̃)Hb◦κ̃) = σ(Ha, Hb) ◦ κ̃.

We have

{p, ρ} =
∂p

∂ξ
· ∂ρ
∂x
.

We note as well that

Im
(∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)
)

=
1

2i

(∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)− ∂pm
∂x

(x, ζ) · ∂pm
∂ξ

(x, ζ)
)

=
1

2i

{
pm(x, ξ + iη), pm(x, ξ + iη)

}
|η=Im ζ

. (1.3.15)

Let us calculate, with ζ = ξ − iλdρ(x0),

∂

∂λ
Im
(∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)

= Im
(∂2pm
∂ξ2

(x0, ζ)(−idρ(x0)) · ∂pm
∂x

(x0, ζ) +
∂pm
∂ξ

(x0, ζ) · ∂
2pm
∂x∂ξ

(x0, ζ)(−idρ(x0))
)

= Re
(∂2pm
∂ξ2

(x0, ζ)dρ(x0) · ∂pm
∂x

(x0, ζ)− ∂pm
∂ξ

(x0, ζ) · ∂
2pm
∂x∂ξ

(x0, ζ)dρ(x0)
)
,

so that

∂

∂λ
Im
(∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
|λ=0
− ρ′′(x0)

∂pm
∂ξ

(x, ξ)
∂pm
∂ξ

(x, ξ)

= Re
(∂2pm
∂ξ2

(x0, ξ)dρ(x0) · ∂pm
∂x

(x0, ξ)−
∂pm
∂ξ

(x0, ξ) ·
∂2pm
∂x∂ξ

(x0, ξ)dρ(x0)
)

− ρ′′(x0)
∂pm
∂ξ

(x, ξ)
∂pm
∂ξ

(x, ξ).
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We note as well that

{p, {p, ρ}} = ∂ξp · ∂x
(
∂ξp · ∂xρ

)
− ∂xp · ∂ξ

(
∂ξp · ∂xρ

)

= ∂ξp · ∂x∂ξp · ∂xρ+ ∂ξp · ∂ξp · ∂2
xρ− ∂xp · ∂2

ξp · ∂xρ,

entailing

− Re
(
{pm, {pm, ρ}} (x, ξ)

)

=
∂

∂λ
Im
(∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
|λ=0
− ρ′′(x0)

∂pm
∂ξ

(x, ξ)
∂pm
∂ξ

(x, ξ).

We have thus proven the following

Lemma 1.3.3. With the above notations, the pseudo-convexity hypothesis is: for

ζ = ξ − iλdρ(x0) with λ ≥ 0, whenever pm(x0, ζ) = {pm, ρ}(x0, ζ) = 0 and (ξ, λ) ∈
(Rn × R+)\{0, 0)},

{
if λ > 0 1

λ
Im ∂ξpm(x0, ζ) · ∂xpm(x0, ζ)− ρ′′(x0)∂pm

∂ξ
(x, ζ)∂pm

∂ξ
(x0, ζ) > 0,

if λ = 0 Re
(
{pm, {pm, ρ}} (x0, ξ)

)
< 0.

(b) Invariance of the assumptions by change of defining function for Σ

We have defined in (1.3.10) the positive conormal bundle and we see that 0 6= ζ ∈
T ∗x0(Ω)−iΣ⊥+(x0): the condition {pm, ρ}(x0, ζ) = 0 means that the vector ∂ξpm(x0, ζ)

is in the kernel of the covector ∂xρ(x0), i.e. in the kernel of all covectors in Σ⊥+(x0).

Now, if a vector T is such that the bracket of duality 〈dρ(x0), T 〉 = 0, the quantity

〈ρ′′(x0)T, T 〉 =
1

2

d2

dt2
(
ρ(x0 + tT )

)
|t=0

,

so that, replacing ρ by eρ, with a positive function e near x0 such that ρ(x0) = 0,

we obtain

(eρ)′′(x0)T 2 =
1

2

d2

dt2
(
(eρ)(x0 + tT )

)
|t=0

=
1

2

d2

dt2
e(x0 + tT ) ρ(x0)︸ ︷︷ ︸

=0

+
d

dt
(e(x0 + tT ) 〈dρ(x0), T 〉︸ ︷︷ ︸

=0

+e(x0)〈ρ′′(x0)T, T 〉.

As a result with ζ̃ = ξ − iλe(x0)dρ(x0) and e(x0) > 0, pm(x0, ζ̃) = {pm, eρ} (x0, ζ̃) =

0, we have with

1

λ
Im ∂ξpm(x0, ζ̃) · ∂xpm(x0, ζ̃)− e(x0)ρ′′(x0)

∂pm
∂ξ

(x, ζ̃)
∂pm
∂ξ

(x0, ζ̃)

= e(x0)
(1

λ
Im ∂ξpm(x0, ζ̃) · ∂xpm(x0, ζ̃)− ρ′′(x0)

∂pm
∂ξ

(x, ζ̃)
∂pm
∂ξ

(x0, ζ̃)
)
> 0

from the assumption of pseudo-convexity.



1.3. PSEUDO-CONVEXITY 41

1.3.3 Examples

Simple characteristics

A reminder of a discussion above. We may assume that our oriented hypersurface

is given by the equation t = 0 near 0 ∈ R1
t × Rd

x and that our differential operator

has a real-valued principal symbol (a polynomial with degree m in ξ, τ),

pm(t, x; τ, ξ).

We assume for (τ, ξ, λ) ∈ R× Rn−1 × R+\{(0, 0, 0)},

pm(0, 0; τ − iλ, ξ) = 0 =⇒ ∂τpm(0, 0; τ − iλ, ξ) 6= 0.

Note that above hypothesis implies that the hypersurface with equation t = 0 is non-

characteristic for P , i.e. pm(0, 0; 1, 0) 6= 0, otherwise, the polynomial pm(0, 0; τ, 0)

would be the zero polynomial. That hypothesis means simply that the m roots of

the polynomial τ 7→ pm(0, 0; τ, ξ) are simple for ξ ∈ Rd\{0}: if ξ = 0, we have

pm(0, 0; τ − iλ, 0) = pm(0, 0; 1, 0)(τ − iλ)m

which is not zero for τ − iλ 6= 0. We may note as well that, since pm is a polynomial

with real coefficients, the roots go by conjugate pairs, so that requiring that a non-

real root with negative imaginary part is simple entails that the conjugate root is

simple as well.

Lemma 1.3.4. A second-order elliptic operator P with real smooth coefficients in

the principal part, L∞loc for the lower order terms, such as the Laplace operator, is

such that any hypersurface is pseudo-convex and thus has unique continuation from

any open subset: if Ω is a connected open set of Rn and if Ω0 6= ∅ is open ⊂ Ω,

Pu = 0 in Ω, u|Ω0 = 0, u ∈ H2
loc(Ω),

this implies that u = 0 in Ω.

Proof. In particular let p2(x, ξ) be a second-order elliptic polynomial with real co-

efficients and let ρ be a (real-valued) function such that ρ = 0 =⇒ dρ 6= 0. Let us

assume that for some (ξ, λ) 6= (0, 0)

p2(x, ξ − iλdρ(x)) = 0.

Then from the ellipticity property, we have λ 6= 0 and we cannot have

∂ξp2(x, ξ − iλdρ(x)) · dρ(x) = 0,

otherwise since p2 has real coefficients,

p2(x, ξ ± iλdρ(x)) =
d

dλ

(
p2(x, ξ ± iλdρ(x))

)
= 0,
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and the polynomial σ 7→ p2(x, ξ − iσdρ(x)) will have two distinct double zeroes at

σ = ±λ, which is not possible since it is a polynomial of degree 2 with leading

coefficient −p2(x, dρ(x)) 6= 0 from the ellipticity. To prove unique continuation from

the non-empty open set Ω0, we need to use the connexity of Ω as follows.

(i) If ∂(suppu) = ∅, then suppu = interior(suppu) and thus is closed and open.

Since (suppu)c is non-empty, we must have suppu = ∅.

(ii) We assume now that ∂(suppu) 6= ∅ and we consider a point x0 ∈ ∂(suppu).

Since x0 ∈ Ω, there exists r0 > 0 such that B(x0, r0) ⊂ Ω. We also know that

x0 is not an interior point of suppu, so that B(x0, r0/4) ∩ (suppu)c 6= ∅. Let x1 ∈
B(x0, r0/4) ∩ (suppu)c. We note that

B(x1, r0/4) ⊂ B(x0, r0/2)(⊂ Ω) since |y − x1| < r0/4 =⇒ |y − x0| < r0/2.

We consider

R = {r ∈ (0,+∞), B(x1, r) ⊂ (suppu)c}.
The set R is not empty since x1 belongs to the open set (suppu)c. On the other

hand, an upper bound for R is r0/4 since |x1 − x0| < r0/4 and x0 ∈ suppu. Let

r1 = supR : we have 0 < r1 ≤ r0/4 and the ball B(x1, r1) ⊂ (suppu)c since

B(x1, r1) = ∪k∈NB(x1, r1 − εk), εk > 0, lim
k
εk = 0.

Using that B(x1, r1) ⊂ B(x0, r0/2) ⊂ Ω, and that the sphere |x − x1| = r1 is a

smooth hypersurface of Ω, Cauchy uniqueness with respect to that sphere shows

that u must vanish in a neighborhood of the compact set B̄(x1, r1), in particular in

B(x1, r) with r > r1, contradicting the supremum property of r1. The hypothesis

(ii) is absurd.

Lemma 1.3.5. Let P be an operator of order m with smooth real-valued coefficients

and let Σ be a smooth hypersurface with a defining function ρ. Let us assume that

P is strictly hyperbolic with respect to Σ, i.e. for ξ ∧ dρ(x) 6= 0,

the roots of σ 7→ pm(x, ξ + σdρ(x)) are real and simple and pm(x, dρ(x)) 6= 0.

Then Σ is strictly pseudo-convex with respect to P and P has unique continuation

from Σ±.

Proof. We may assume that ρ is a coordinate t and for Rn−1 3 ξ 6= 0

pm(t, x, 1, 0) 6= 0, τ 7→ pm(t, x, τ, ξ) has simple real roots.

Then the assumption of simple characteristics holds since for ξ 6= 0

pm(t, x, τ − iλ, ξ) = 0 =⇒ λ = 0, ∂τpm 6= 0

and if ξ = 0, pm(t, x, τ − iλ, 0) = (τ − iλ)m pm(x, t, 1, 0)︸ ︷︷ ︸
6=0

6= 0 if (τ, λ) 6= (0, 0).
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More generally, we have

Lemma 1.3.6. Let P be an operator of order m with real coefficients and let Σ be a

non-characteristic hypersurface with a defining function ρ such that for ξ∧dρ(x) 6= 0

the roots of σ 7→ pm(x, ξ + σdρ(x)) are simple.

Then Σ is pseudo-convex with respect to P and P has unique continuation from Σ±.

We may notice that all these simple characteristics results are already encompass-

ing many interesting cases, including the strictly hyperbolic cases and the elliptic

operators with degree two and real coefficients. Also of course for these problems,

the orientation of the hypersurface does not matter, a kind of reversibility property.

We shall see that it is a sharp contrast with the pseudo convexity assumptions where

the orientation of Σ plays an important rôle.

Pseudoconvexity

We may assume that our oriented hypersurface is given by the equation t = 0 near

0 ∈ R1
t × Rd

x and that our differential operator has a real-valued principal symbol

(a polynomial with degree m in ξ, τ),

pm(t, x; τ, ξ).

We shall assume that for λ ≥ 0, (τ, ξ, λ) 6= (0, 0, 0),

pm(0, 0, τ − iλ, ξ) =
∂pm
∂τ

(0, 0, τ − iλ, ξ) = 0 =⇒
{

for λ > 0, 1
λ

Im
(
∂pm
∂ξ
· ∂pm
∂x

)
(0, 0, τ − iλ, ξ) > 0,

for λ = 0, H2
pm(t)(0, 0, τ, ξ) < 0.

(1.3.16)

In particular, if the non-real roots are simple, i.e. for λ > 0,

pm(0, 0, τ − iλ, ξ) = 0 =⇒ ∂pm
∂τ

(0, 0, τ − iλ, ξ) 6= 0, (1.3.17)

then we need only to check that for (τ, ξ) 6= (0, 0), at (0, 0, τ, ξ),

pm = Hpm(t) = 0 =⇒ H2
pm(t) < 0. (1.3.18)

Going back to general coordinates and equation for Σ, we see that this condition

is pm = Hpm(ρ) = 0 =⇒ H2
pm(ρ) < 0 and can be illustrated geometrically. To say

that Hpm(ρ) = 0 means that the Hamiltonian vector field of pm is tangent to the

hypersurface Σ, viewed as a hypersurface of T ∗(Ω). So Condition (1.3.18) expresses

the fact the bicharacteristic curves of pm, i.e. the integral curves of Hpm , whenever

they are tangent to Σ, must have the concavity property H2
pm(ρ) < 0. This appears

clearly in Picture 1.3.
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In other words, Σ is “above” the tangential characteristics, a sort of convexity

assumption. The integral curves of Hp in the phase space are the bicharacteristic

curves and the characteristic curves are simply their first projection. The bicharac-

teristics are defined by

ẋ(t) =
∂p

∂ξ
(x(t), ξ(t)), ξ̇(t) = −∂p

∂x
(x(t), ξ(t))

so that, calculating

Σ

Σ+

Σ −

Figure 1.4: Pseudoconvex Σ with respect to the characteristic curves of P

d

dt

(
ρ(x(t))

)
= Hp(ρ)(x(t), ξ(t)),

d2

dt2
(
ρ(x(t))

)
= H2

p (ρ)(x(t), ξ(t))

and with ρ(x0) = Hp(ρ)(x0, ξ0) = 0, the pseudo-convexity condition is indeed

H2
p (ρ)(x0, ξ0) < 0.

Pseudoconvexity for real second order operators

In that case, we shall assume that our oriented hypersurface is non-characteristic

and given by the equation t = 0 near 0 ∈ R1
t ×Rd

x and that our differential operator

has a real-valued principal symbol (a polynomial with degree 2 in ξ, τ),

p2(t, x; τ, ξ).
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We recall that our pseudo-convexity assumption is given by (1.3.8); we note also

that if λ 6= 0, (τ, ξ) ∈ R× Rn−1,

p2(0, 0; τ − iλ, ξ) = ∂τp2(0, 0; τ − iλ, ξ) = 0

implies by conjugation

p2(0, 0; τ + iλ, ξ) = ∂τp2(0, 0; τ + iλ, ξ) = 0,

which gives that the polynomial τ 7→ p2(0, 0; τ, ξ) has two double-roots τ ± iλ,

which is impossible. If P is a second order operator with real coefficients in the

principal part the pseudo-convexity hypothesis with respect to a non-characteristic

hypersurface means that for Rn 3 ξ 6= 0

p(x0, ξ) = {p, ρ} (x0, ξ) = 0 =⇒ {p, {p, ρ}} (x0, ξ) < 0. (1.3.19)

In fact non-real roots cannot be double since they occur in conjugate pair.

Tricomi operator

We consider the Tricomi operator

T = D2
n + xn|D′|2, Σ+ ≡ xn > 0. (1.3.20)

This is a second-order operator with real coefficients and Σ is non-characteristic.

ξn = 0 is a double root of the equation p(0; ξ′, ξn) = 0 and

{p, ρ} = 2ξn, {p, {p, ρ}} = 2
{
ξ2
n + xn|ξ′|2, ξn

}
= −2|ξ′|2 < 0,

so that Σ is strongly pseudo-convex at Σ with respect to T . Looking at the bichar-

acteristic curves starting at (x′0, 0; ξ′0, 0) with |ξ′0| = 1, we have

dxn
dt

= 2ξn,
dx′

dt
= 2xnξ

′,
dξn
dt

= −|ξ′|2, dξ′

dt
= 0,

so that ξ′ = ξ′0, ξn = −t, xn = −t2, x′ = x′0 − 2t3

3
ξ′0.
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Σ+ ≡ xn > 0

Figure 1.5: Projection of the bicharacteristic curves of the Tricomi operator T .

Constant coefficients

• When P has constant coefficients and Σ non-characteristic with respect to P is

given by the equation xn = f(x′) with f(0) = 0, f ′(0) = 0, the pseudoconvexity

condition is

∀(ξ′, ξn, τ) ∈ Rn−1 × R× R+\{0}, p(ξ′, ξn − iτ) =
∂p

∂ξn
(ξ′, ξn − iτ) = 0

=⇒ f ′′(0)
∂p

∂ξ′
(ξ′, ξn − iτ)

∂p

∂ξ′
(ξ′, ξn − iτ) > 0

and for principal type operators, this follows from the convexity of f , i.e. of Σ+.

• Note however that for a constant coefficients operator such as

�c = c−2∂2
t −∆x,

an oriented hypersurface Σ can be pseudo-convex and Σ+ may fail to be convex: let

us consider a one-sheet hyperboloid Hσ with equation

|x|2 = 1 + σ2t2.

Then with ρ = |x|2 − 1− σ2t2, σ > c > 0, p = −c−2τ 2 + |ξ|2, we have

dρ = 2x · dx− 2σ2tdt 6= 0, at ρ = 0 (t = 0 =⇒ |x| = 1),

p(dρ) = −c−2(−2σ2t)2 + 4|x|2 = 4
(
|x|2 − σ4c−2t2

)

= 4
(
1 + σ2t2 − σ4c−2t2

)
> 0 at t = 0,
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so that Hσ is time-like (and in particular non-characteristic) at t = 0. Assuming

p = {p, ρ} = 0 = ρ, means

τ 2 = c2|ξ|2, |x|2 = 1 + σ2t2, −2c−2τ(−2tσ2) + 2ξ · 2x = 0,

so that we may assume |ξ| = 1, and at t = 0 we have |x| = 1,

|τ | = c, ξ · x = 0.

We have then

1

4
H2
p (ρ) = ∂τp∂t

{
ξ · x+ τtσ2c−2

}
+ ∂ξp∂x

{
ξ · x+ τtσ2c−2

}

= −2τc−2τσ2c−2 + 2ξ · ξ = 2− 2τ 2c−4σ2 = 2− 2 c−2σ2 < 0,

since σ > c > 0, proving pseudo-convexity for Hσ with respect to �c at t = 0.

However, Σ+ fails to be convex: for x′, x′′ ∈ Sn−1, x′ 6= x′′, we have (x′, t = 0), (x′′, t =

0) ∈ Σ+ and
(1

2
(x′ + x′′), t = 0) ∈ Σ̊−

since 1
4
|x′ + x′′|2 = 1

2
(1 + 〈x′, x′′〉) < 1 : we have indeed from Cauchy-Schwarz

inequality and x′, x′′ ∈ Sn−1, x′ 6= x′′, that 〈x′, x′′〉 < 1 (Cauchy-Schwarz provides

the large inequality |〈x′, x′′〉| ≤ 1 and the equality would imply x′ ∧ x′′ = 0, i.e.

x′ = x′′ (excluded) or x′ = −x′′ inducing 〈x′, x′′〉 = −1).

A short summary

Let P (x,Dx) =
∑
|α|≤m aα(x)Dα

x be a differential operator of order m on an open

subset Ω of Rn with coefficients in L∞loc, with a smooth principal part with real

coefficients. Let Σ be a C2 hypersurface, given by {x ∈ Ω, ρ(x) = 0} where ρ is

C1 with dρ 6= 0 at ρ = 0. We note

pm(x, ξ) =
∑

|α|=m
aα(x)ξα.

Let x0 ∈ Σ. The simple characteristics assumption is

∀(ξ, λ) ∈ (Rn × R+)\{(0, 0)},

pm(x0, ξ − iλdρ(x0)) = 0 =⇒ ∂pm
∂ξ

(x0, ξ − iλdρ(x0)) · dρ(x0) 6= 0. (1.3.21)

Carleman estimate. Assumption (1.3.21) implies a Carleman inequality: there

exists λ0 ≥ 0 and a neighborhood V0 of x0 such that for all v ∈ C∞c (V0),

C‖Pλ,φv‖L2 ≥ λ1/2‖v‖Hm−1
λ

, ‖v‖2
Hm−1
λ

=

∫
|v̂(ξ)|2(|ξ|2 + λ2)m−1dξ, (1.3.22)
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where φ is a real-valued C∞ function with a non-vanishing gradient, “convexifying”

i.e. such that

{x ∈ V0, φ(x) = 0}\{x0} ⊂ {ρ < 0}.
For elliptic operators, the natural Carleman estimate is

C‖Pλ,φv‖L2 ≥ λ−1/2‖v‖Hmλ . (1.3.23)

The pseudo-convexity assumption is ∀(ξ, λ) ∈ (Rn × R+)\{(0, 0)}

pm(x0,

ζ︷ ︸︸ ︷
ξ − iλdρ(x0)) =

∂pm
∂ξ

(x0, ξ − iλdρ(x0)) · dρ(x0) = 0 =⇒
{

if λ > 0, λ−1 Im
(
∂ξpm(x0, ζ) · ∂xpm(x0, ζ)

)
− ρ′′(x0)∂ξpm(x0, ζ)∂ξpm(x0, ζ) > 0,

if λ = 0, H2
pm(ρ)(x0, ζ) < 0.

(1.3.24)

That hypothesis implies as well the Carleman estimate (1.3.22) and (1.3.23) in the

elliptic case.

1.4 Complex coefficients and principal normality

The reader may have noticed that we have assumed so far that the coefficients of

our operators are real-valued. It turns out that it is possible to extend the pseudo-

convexity hypothesis to some complex-valued operators and to retain the conclusions

about Carleman inequalities and uniqueness. The fact that the coefficients were real

was technically helpful in controlling the term {pm, pm} in (1.3.7). Here we shall

only review quickly some elements related to these questions.

1.4.1 Principal normality

To control the above Poisson bracket, we shall introduce the following definition.

Definition 1.4.1 (see Definition 28.2.4 in [9] ). Let P be a differential operator

of degree m on an open subset of Rn with principal symbol pm. We shall say

that P is principally normal whenever for each (x0, ξ0) ∈ Ω × (Rn\{0}) such that

pm(x0, ξ0) = 0, there exists a neighborhood V of (x0, ξ0/|ξ0|) in Ω× Sn−1 and C > 0

such that for all (x, ξ) ∈ V ,

| {pm, pm} (x, ξ)| ≤ C|pm(x, ξ)|. (1.4.1)

In particular differential operators with real coefficients are principally normal.

The terminology principally normal comes from the fact the principal symbol of

the adjoint of P is pm, so that the principal symbol of the commutator [P ∗, P ] is

1

i
{pm, pm}
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so that the vanishing of this Poisson bracket at pm = 0 appears as a mild com-

mutation property of P with its adjoint, i.e. a commutation at the level of the

principal symbols. The following properties of Poisson brackets will be useful for

the forthcoming calculations.

Lemma 1.4.2. For a C1 complex-valued symbol p, we have

{p, p} = 2i {Re p, Im p} ∈ iR, (1.4.2)

Im {p, p} =
1

i
{p, p} = 2 {Re p, Im p} . (1.4.3)

Proof. It is enough to prove (1.4.2): we have with a = Re p, b = Im p,

{p, p} = {a− ib, a+ ib} = {a, ib}+ {−ib, a} = 2i {a, b} .

Some examples

The operator with (complex) symbol

p = τ 2 + t(ξ2
1 + ξ2

2)− ietξ2
1 (1.4.4)

is principally normal since for τ 2 + ξ2
1 + ξ2

2 = 1,

− 1

2i
{p̄, p} =

{
τ 2 + t(ξ2

1 + ξ2
2), etξ2

1

}
= 2τetξ2

1 =⇒ |{p̄, p} | ≤ 4|τ || Im p| ≤ 4| Im p|.

We may note also that Condition (1.4.1) may be replaced by the apparently weaker

(]) Im {pm, pm} (x, ξ) ≥ −C|pm(x, ξ)||ξ|m−1,

but since Im {pm, pm} is a polynomial with degree 2m − 1 in the ξ variable, (])

implies

Im {pm, pm} (x,−ξ) ≥ −C|pm(x,−ξ)||ξ|m−1

=⇒ Im {pm, pm} (x, ξ) ≤ C|pm(x, ξ)||ξ|m−1

=⇒ | Im {pm, pm} (x, ξ)| ≤ C|pm(x, ξ)||ξ|m−1 i.e. (1.4.1).

Carleman estimates and local solvability

We note as well that a Carleman estimate of type (1.2.3) would imply local solvability

for P so that the Nirenberg-Treves’ condition (P ) should be satisfied for an operator

satisfying a Carleman estimate: for a complex-valued (homogeneous) symbol p of

principal type with dξ Re p 6= 0, condition (P ) requires that the imaginary part of p

does not change sign along the bicharacteristic curves of the real part; in particular

if γ0 = (x0, ξ0) is a characteristic point for p and if

γ̇(t) = HRe p(γ), γ(0) = γ0, t 7→ (Im p)(γ(t)) does not change sign.
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If it stays non-negative, this implies that

(Im p)(γ(0)) = 0, HRe p(Im p)(γ(0)) = 0, i.e. {Re p, Im p} (γ(0)) = 0.

We know that for a principal type operator

Carleman estimate =⇒ Local solvability⇐⇒︸︷︷︸
see [3]

Condition (P ),

and since we expect pseudo-convexity and principal normality to imply a Carleman

estimate, we can check that (1.4.1) implies condition (P ): with the above notations,

we have near γ0 that | {Re p, Im p} | ≤ C|p||ξ|m−1 which implies, since Re p(γ(t)) ≡ 0,

| d
dt

Im p(γ(t))| ≤ C|p(γ(t))||ξ(t)|m−1 = C| Im p(γ(t))||ξ(t)|m−1

and thus, by Gronwall’s inequality Im p(γ(t)) ≡ 0, a very strong form of Condition

(P ).

The operator

Dt + it2Dx (1.4.5)

is not principally normal since {τ, t2ξ} = 2tξ so that the imaginary part does not

vanish identically as principal normality would imply. However, it satisfies Condition

(P ) since the function t 7→ t2ξ is either always non-negative or always non-positive.

It is a known result that for (non-vanishing) complex vector field, Condition (P )

ensures uniqueness for the Cauchy problem with respect to a non-characteristic

hypersurface: a very complete study on complex vector fields is given in the paper

[32] by X. Saint Raymond. The book [37] by C. Zuily is providing a proof of a

Carleman estimate for vector fields satisfying Condition (P ).

1.4.2 Fefferman-Phong inequality, Weyl quantization

Theorem 1.4.3 (Fefferman-Phong inequality). Let Ω be an open subset of Rn and

let m be an integer ≥ 2. Let a ∈ Σm(Ω) (see Definition 1.2.5) be a nonnegative

symbol and let K be a compact subset of Ω. Then there exists a constant C such

that for all u ∈ C∞K (Ω),∀λ ≥ 1,

Re〈a(x,Dx, λ)u, u〉+ C‖u‖2

H
m−2

2
λ

≥ 0, (1.4.6)

where the Sobolev space Hs
λ is defined in (1.2.6).

We give some references and comments on this inequality in our Appendix 4.4.

We shall use this inequality as a tool to handle our Carleman estimates for operators

with complex symbols in a rather similar way as we have used G̊arding’s inequality.

However, the reader must be aware that the proof of the Fefferman-Phong inequality

is much more involved than the proof of the lowerbound given by G̊arding’s inequal-

ity, so that the technical apparatus used for principally normal operators increases
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dramatically with that inequality entering the game. On the other hand, a drawback

of this tool is that it is greedy with derivatives and it is not so easy to determine

the number of derivatives needed for the method to work: for this reason, we shall

always assume some smoothness in these cases.

Another tool which shall simplify our discussion is Weyl quantization. We refer

the reader to our Appendix 4.3 and to the book [24].

1.4.3 Pseudo-convexity for principally normal operators

We may then go back to our discussion of the symbol of the conjugate operators:

we have to deal with

a(x, ξ, λ) = pm(x, ξ − iλdφ(x))

and we may calculate the composition

ā]a ≡ |a|2 +
1

2i
{ā, a} ≡ |pm(x, ξ − iλdφ(x))|2 + c2m−1,φ(x, ξ, λ), mod Σ2m−2

where c2m−1,φ is given by (1.2.14). Choosing φ as in (1.2.15) we shall prove

Lemma 1.4.4. Let pm(x, ξ) be a principally normal symbol such that the pseudo-

convexity hypothesis (1.3.8) holds for a function ρ at a point x0. There exists a

constant µ > 0 such that for x ∈ Wµ = {x ∈ Rn, |x − x0| ≤ µ−2}, for (ξ, λ) ∈
Rn × (µ2,+∞),

|pm(x, ξ − iλdφ(x))|2 + c2m−1,φ(x, ξ, λ) ≥ µ−1λ(λ2 + |ξ|2)m−1,

with the quadratic weight

φ(x) = ρ′(x0) · (x − x0) +
1

2
ρ′′(x0)(x − x0)2 − µ

2
(ρ′(x0) · (x − x0))2 +

|x− x0|2
2µ2

.

Proof. The discussion follows the same lines as in the proof of Lemma 1.3.1 and

we shall use here as well a reductio ad absurdum. We find sequences (xk, ξk, λk),

assuming as we may that x0 = 0, |dρ(0)| = 1, with

|xk| ≤ k−2, (ξk, λk) = (λ2
k + |ξk|2)1/2(Ξk,Λk), lim

k
(Ξk,Λk) = (Ξ0,Λ0),

with

Λk > 0,Λ0 ≥ 0, Λ2
k + |Ξk|2 = 1 = Λ2

0 + |Ξ0|2,
so that, with ζk = ξk − iλkdφk(xk), λk ≥ k2,

|pm(xk, ζk)|2 + c2m−1,φ(xk, ξk, λk) < k−1λk(λ
2
k + |ξk|2)m−1. (1.4.7)

We note that, since |xk| ≤ k−2,

dφk(xk) = ρ′(0) + ρ′′(0)xk − kρ′(0)xkρ
′(0) + k−2xk =⇒ lim

k
dφk(xk) = dρ(0) 6= 0.
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We have thus

|ζk|2 = |ξk|2 + λ2
k|dφk(xk)|2, lim

k

|ζk|2
|ξk|2 + λ2

k

= |Ξ0|2 + |dρ(0)|2Λ2
0 = 1.

Dividing both sides by |ζk|2m, we obtain with Zk = ζk/|ζk|

lim
k
Zk = Ξ0 − iΛ0dφ(0) = Z0, |pm(xk, Zk)|2 ≤ O(|ζk|−1) =⇒ pm(x0, Z0) = 0.

We have also

c2m−1,φ = Im
(
∂ξpm(x, ζ) · ∂xpm(x, ζ)

)
− λφ′′(0)(∂ξpm)(x, ζ)(∂ξpm)(x, ζ)

with φ′′(0) = ρ′′(0)− µρ′(0)2 + µ−2 so that (1.4.7) implies

|pm(xk, ζk)|2 + kλk|ρ′(0) · (∂ξpm)(xk, ζk)|2

+ Im
(
∂ξpm · ∂xpm

)
(xk, ξk) ≤ λkO(|ζk|2m−2). (1.4.8)

Previously the term Im
(
∂ξpm ·∂xpm

)
(xk, ξk) was identically 0 since we had supposed

our operator with real coefficients (true as well for a constant coefficient operator);

we (badly) need to control that term in the case where Λ0 = 0. Let us start by

checking the

Case Λ0 > 0. Then we have

λk|ζk|2m−2 =
λk
|ζk|
|ζk|2m−1 ≥ Λ0

2
|ζk|2m−1, for k large enough,

and thus dividing (1.4.8) by kλk|ζk|2m−2 (note that λk > 0), we find that

lim
k

∣∣Im
(
∂ξpm · ∂xpm

)
(xk, ξk)

∣∣ (kλk|ζk|2m−2)−1 ≤ lim
k

|ζk|2m−1

kΛ0

2
|ζk|2m−1 = 0.

and this proves

0 = lim
k
|ρ′(0) · (∂ξpm)(xk, Zk)|2 = {pm, ρ} (0, Z0). (1.4.9)

Case Λ0 = 0. Here we shall use the principal normality assumption: we know

that

Im
(
∂ξpm · ∂xpm

)
(xk, ξk) ≥ −C0|ξk|m−1|pm(xk, ξk)|

so that we infer from (1.4.8)

|pm(xk, ζk)|2 + kλk|ρ′(0) · (∂ξpm)(xk, ζk)|2

≤ C0|ξk|m−1|pm(xk, ξk)|+ λkO(|ζk|2m−2)

≤ |pm(xk, ζk)||ζk|m−1C0 + λkO(|ζk|2m−2)

≤ 1

2
|pm(xk, ζk)|2 +

1

2
C2

0 |ζk|2m−2 + λkO(|ζk|2m−2),
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an inequality that we can divide by kλk|ζk|2m−2 to obtain

|ρ′(0) · (∂ξpm)(xk, Zk)|2 ≤
C2

0

2kλk
+O(k−1)

and since kλk ≥ k, we obtain in that case as well {pm, ρ} (0, Z0) = 0. In both cases

we have found a point Z0 where

pm(0, Z0) = {pm, ρ} (0, Z0) = 0.

We may now apply the pseudo-convexity hypothesis. Developing the expression of

(1.4.8), we get

|pm(xk, ζk)|2 + kλk|ρ′(0) · (∂ξpm)(xk, ζk)|2 − λkρ′′(0)∂ξpm(xk, ζk)∂ξpm(xk, ζk)

+ Im
(
∂ξpm(xk, ζk) · ∂xpm(xk, ζk)

)
≤ k−1λkO(|ζk|2m−2).

If Λ0 > 0 we may divide this inequality by λk|ζk|2m−2 to reach a contradiction.

Let us assume now that Λ0 = 0. We have

|pm(xk, ζk)|2 + kλk|ρ′(0) · (∂ξpm)(xk, ζk)|2 − λkρ′′(0)∂ξpm(xk, ζk)∂ξpm(xk, ζk)

+ λk
∂

∂λ

(
Im
(
∂ξpm(xk, ξk − iλdφk(xk)) · ∂xpm(xk, ξk − iλdφ(xk))

))
|λ=0

+ Im
(
∂ξpm · ∂xpm

)
(xk, ξk) ≤ k−1λkO(|ζk|2m−2) +O(λ2

k|ζk|2m−3),

which gives, using principal normality,

|pm(xk, ζk)|2 + kλk|ρ′(0) · (∂ξpm)(xk, ζk)|2 − λkρ′′(0)∂ξpm(xk, ζk)∂ξpm(xk, ζk)

+ λk
∂

∂λ

(
Im
(
∂ξpm(xk, ξk − iλdφk(xk)) · ∂xpm(xk, ξk − iλdφ(xk))

))
|λ=0

≤ C0|ξk|m−1|pm(xk, ξk)|+ k−1λkO(|ζk|2m−2) +O(λ2
k|ζk|2m−3)

≤ C0|ζk|m−1|pm(xk, ζk)|+ o(λk|ζk|2m−2)

+ k−1λkO(|ζk|2m−2) +O(λ2
k|ζk|2m−3)

≤ 1

2
|pm(xk, ζk)|2 +O(|ζk|2m−2) + o(λk|ζk|2m−2) + k−1λkO(|ζk|2m−2)

+O(λ2
k|ζk|2m−3).

We divide this inequality by λk|ζk|2m−2 to obtain (note that λk ≥ k2)

− ρ′′(0)∂ξpm(xk, Zk)∂ξpm(xk, Zk) +
∂

∂λ
Im
(
∂ξpm(xk, Zk) · ∂xpm(xk, Zk)

)

≤ o(1) +O(Λk).

This is incompatible with (1.3.8) for Λ0 = 0.
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Theorem 1.4.5. Let P be a principally normal differential operator of order m with

C∞ coefficients in the principal part, L∞ complex-valued for lower order terms, in

some open subset Ω of Rn. Let Σ be a C1 hypersurface of Ω given by an equation

ρ(x) = 0, with dρ 6= 0 at Σ. Let x0 ∈ Σ; we assume that for (ξ, λ) ∈ (Rn×R+)\{0}

pm(x0, ξ − iλdρ(x0)) = {pm, ρ} (x0, ξ − iλdρ(x0)) = 0 =⇒

lim
ε→0+

1

λ+ ε
Im
(∂pm
∂ξ

(x0, ζ) · ∂pm
∂x

(x0, ζ)
)
− ρ′′(x0)

∂pm
∂ξ

(x, ζ)
∂pm
∂ξ

(x, ζ) > 0, (1.4.10)

with ζ = ξ− i(λ+ ε)dφ(x0). If u is an Hm
loc function, supported in {x ∈ W, ρ(x) ≥ 0}

where W is a neighborhood of x0, is such that

|(Pu)(x)| ≤
∑

0≤j<m
Vj(x)|∇ju(x)|, Vj ∈ L∞loc,

then u is vanishing in a neighborhood of x0.

Proof. An immediate consequence of Lemma 1.4.4 and of Fefferman-Phong inequal-

ity.

We note that the proof, although technically more complicated is conceptually

quite simple: we start with the symbol

pm(x, ξ − iλdφ(x)) = a(x, ξ, λ),

we calculate c = a]a, prove that c(x, ξ, λ) ≥ µ−1λ(λ2 + |ξ|2)m−1, apply Fefferman-

Phong inequality to obtain

‖Pλu‖2
L2 − µ−1λ‖u‖2

Hm−1
λ

+ C0‖u‖2
Hm−1
λ
≥ 0,

providing the following Carleman estimate for λ large enough

2‖Pλu‖L2 ≥ µ−1/2λ1/2‖u‖Hm−1
λ

.



Chapter 2

Inequalities for elliptic operators
with jumps at an interface

2.1 Introduction

This chapter is based upon the joint paper [18] of the author with Jérôme Le

Rousseau, which appeared in Analysis & PDE.

2.1.1 Preliminaries

We have seen in the first chapter that a Carleman estimate could be proven for

second-order elliptic operators, say with real-valued coefficients which are regular

enough. Inspecting our proofs, it can be established that Lipschitz continuity is

enough to handle uniqueness properties for second-order elliptic operators with real-

valued coefficients.

Furthermore, it was shown by A. Plís [29] that Hölder continuity is not enough

to get unique continuation: this author constructed a real homogeneous linear dif-

ferential equation of second order and of elliptic type on R3 without the unique

continuation property although the coefficients are Hölder-continuous with any ex-

ponent less than one. The constructions by K. Miller in [26], and later by N. Filonov

in [7], showed that Hölder continuity is not sufficient to obtain unique continuation

for second-order elliptic operators, even in divergence form.

Reminders on pseudo-convexity

Let P (x,Dx) =
∑
|α|≤m aα(x)Dα

x be a differential operator of order m on an open

subset Ω of Rn with coefficients in L∞loc, with a smooth principal part with real

coefficients. Let Σ be a C2 hypersurface, given by {x ∈ Ω, ρ(x) = 0} where ρ is

C1 with dρ 6= 0 at ρ = 0. We note

pm(x, ξ) =
∑

|α|=m
aα(x)ξα.

55
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Let x0 ∈ Σ. The simple characteristics assumption is

∀(ξ, λ) ∈ (Rn × R+)\{(0, 0)},

pm(x0, ξ − iλdρ(x0)) = 0 =⇒ ∂pm
∂ξ

(x0, ξ − iλdρ(x0)) · dρ(x0) 6= 0. (2.1.1)

Carleman estimate. Assumption (2.1.1) implies a Carleman inequality: there

exists λ0 ≥ 0 and a neighborhood V0 of x0 such that for all v ∈ C∞c (V0),

C‖Pλ,φv‖L2 ≥ λ1/2‖v‖Hm−1
λ

, ‖v‖2
Hm−1
λ

=

∫
|v̂(ξ)|2(|ξ|2 + λ2)m−1dξ, (2.1.2)

where φ is a real-valued C∞ function with a non-vanishing gradient, “convexifying”

i.e. such that

{x ∈ V0, φ(x) = 0}\{x0} ⊂ {ρ < 0}.
For elliptic operators, the natural Carleman estimate is

C‖Pλ,φv‖L2 ≥ λ−1/2‖v‖Hmλ . (2.1.3)

The pseudo-convexity assumption is ∀(ξ, λ) ∈ (Rn × R+)\{(0, 0)}

pm(x0,

ζ︷ ︸︸ ︷
ξ − iλdρ(x0)) =

∂pm
∂ξ

(x0, ξ − iλdρ(x0)) · dρ(x0) = 0 =⇒
{

if λ > 0, λ−1 Im
(
∂ξpm(x0, ζ) · ∂xpm(x0, ζ)

)
− ρ′′(x0)∂ξpm(x0, ζ)∂ξpm(x0, ζ) > 0,

if λ = 0, H2
pm(ρ)(x0, ζ) < 0.

(2.1.4)

That hypothesis implies as well the Carleman estimate (2.1.2) and (2.1.3) in the

elliptic case.

Second order elliptic operators with real coefficients. We consider an oper-

ator defined on an open set Ω of Rn

P =
∑

1≤j,k≤n
ajk(x)DjDk, A(x) =

(
ajk(x)

)
1≤j≤n
1≤k≤n

, symmetric � 0, (2.1.5)

A(x) smooth real-valued, ∃c0 > 0,∀(x, ξ) ∈ Ω× Rn, 〈A(x)ξ, ξ〉 ≥ c0|ξ|2. (2.1.6)

Lemma 2.1.1. Let P,Ω be as above. Let ρ be a C1 real-valued function in Ω with

a non-vanishing gradient. Then the simple characteristics assumption (2.1.1) holds

at every point of Ω. As a result, unique continuation holds for P across any C1

hypersurface.

Proof. If pm(x, ζ) = 〈A(x)(ξ − iλdρ(x)), (ξ − iλdρ(x))〉 = 0, since A is real-valued

we get {
〈A(x)ξ, ξ〉 = λ2〈A(x)dρ(x), dρ(x)〉
λ〈A(x)ξ, dρ(x)〉 = 0.

(2.1.7)
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If we have moreover ∂ξpm(x, ζ) · dρ(x) = 0, this means

〈A(x)(ξ − iλdρ(x), dρ(x)〉 = 0

and thus 〈A(x)ξ, dρ(x)〉 = λ〈A(x)dρ(x), dρ(x)〉 = 0. As a result, we get 〈A(x)ξ, ξ〉 =

0 and thus ξ = 0 by ellipticity of A. Moreover, since dρ(x) is non-vanishing, we find

λ = 0, proving the lemma.

2.1.2 Jump discontinuities

Although the situation seems to be almost completely clarified by the previous re-

sults, with a minimal and somewhat necessary condition on Lipschitz continuity, we

are interested in the following second-order elliptic operator L ,

Lw = − div(A(x)∇w), (2.1.8)

A(x) = (ajk(x))1≤j,k≤n = AT (x), inf
‖ξ‖Rn=1

〈A(x)ξ, ξ〉 > 0,

in which the matrix A has a jump discontinuity across a smooth hypersurface. How-

ever we shall impose some stringent – yet natural – restrictions on the domain of

functions w, which will be required to satisfy some homogeneous transmission con-

ditions, detailed in the next sections. Roughly speaking, it means that w must

belong to the domain of the operator, with continuity at the interface, so that ∇w
remains bounded and continuity of the flux across the interface, so that div(A∇w)

remains bounded, avoiding in particular the occurrence of a simple or multiple layer

at the interface. The article [6] by A. Doubova, A. Osses, and J.-P. Puel tackled

that problem, in the isotropic case (the matrix A is scalar c Id) with a monotonicity

assumption: the observation takes place in the region where the diffusion coefficient

c is the ‘lowest’. The case of an arbitrary dimension without any monotonicity con-

dition in the elliptic case was solved by J. Le Rousseau and L. Robbiano in [19]:

there the isotropic case is treated as well as a particular case of anisotropic medium.

We want here to show that a Carleman estimate can be proven for any operator

of type (2.1.8) without an isotropy assumption: A(x) is a symmetric positive-definite

matrix with a jump discontinuity across a smooth hypersurface. We also provide

conditions on the Carleman weight function that are rather simple to handle and

can be proven to be sharp.

The approach we follow differs from that of [19] where the authors base their anal-

ysis on the usual Carleman method for certain microlocal regions and on Calderón

projectors for others. The regions they introduce are determined by the ellipticity

or non-ellipticity of the conjugated operator. Here, our approach is somewhat closer

to A. Calderón’s original work on unique continuation [4]: the conjugated opera-

tor is factored out in first-order (pseudo-differential) operators for which estimates

are derived. Naturally, the quality of these estimates depends on their elliptic or

non-elliptic nature; we thus recover microlocal regions that correspond to those of

[19].
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2.1.3 Framework

Let Ω be an open subset of Rn and Σ be a C∞ oriented hypersurface of Ω: we have

the partition

Ω = Ω+ ∪ Σ ∪ Ω−, Ω± = Ω± ∪ Σ, Ω± open subsets of Rn, (2.1.9)

and we introduce the following Heaviside-type functions

H± = 1Ω± . (2.1.10)

We consider the elliptic second-order operator

L = D · AD = − div(A(x)∇), (D = −i∇), (2.1.11)

where A(x) is a symmetric positive-definite n× n matrix, such that

A = H−A− +H+A+, A± ∈ C∞(Ω). (2.1.12)

We shall consider functions w of the following type:

w = H−w− +H+w+, w± ∈ C∞(Ω). (2.1.13)

We have

dw = H−dw− +H+dw+ + (w+ − w−)δΣν,

where δΣ is the Euclidean hypersurface measure on Σ and ν is the unit conormal

vector field to Σ pointing into Ω+. To remove the singular term, we assume

w+ = w− at Σ, (2.1.14)

so that Adw = H−A−dw− +H+A+dw+ and we claim that

div (Adw) = H− div (A−dw−)+H+ div (A+dw+)+〈A+dw+−A−dw−, ν〉δΣ. (2.1.15)

In fact to get the latter formula, we may assume that Ω± = {x,±ρ(x) > 0} with ρ

a C1 function such that dρ 6= 0 at ρ = 0. We have then H± = H(±ρ(x)), where H

is the Heaviside function (characteristic function of R+). We have, using Einstein’s

convention on summation of repeated indices,

∂

∂xj

(
H(ρ(x))a+

jk(x)
∂w+

∂xk

)
= δ0(ρ)

∂ρ

∂xj
a+
jk(x)

∂w+

∂xk
+H(ρ(x))

∂

∂xj

(
a+
jk(x)

∂w+

∂xk

)

= δΣ νja
+
jk(x)

∂w+

∂xk︸ ︷︷ ︸
〈A+dw+,ν〉

+H(ρ(x))
∂

∂xj

(
a+
jk(x)

∂w+

∂xk

)

︸ ︷︷ ︸
H+ div (A+dw+)

∂

∂xj

(
H(−ρ(x))a−jk(x)

∂w−

∂xk

)
= −δ0(ρ)

∂ρ

∂xj
a−jk(x)

∂w−

∂xk
+H(−ρ(x))

∂

∂xj

(
a−jk(x)

∂w−

∂xk

)

= −δΣ νja
−
jk(x)

∂w−

∂xk︸ ︷︷ ︸
〈A−dw−,ν〉

+H(−ρ(x))
∂

∂xj

(
a−jk(x)

∂w−

∂xk

)

︸ ︷︷ ︸
H− div (A−dw−)

,
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and thus

div (Adw)−H− div (A−dw−)−H+ div (A+dw+) = δΣ〈A+dw+, ν〉
− δΣ〈A−dw−, ν〉,

which is (2.1.15). Moreover, we shall assume that

〈A+dw+ − A−dw−, ν〉 = 0 at Σ, i.e. 〈dw+, A+ν〉 = 〈dw−, A−ν〉, (2.1.16)

so that

div(Adw) = H− div (A−dw−) +H+ div (A+dw+). (2.1.17)

Conditions (2.1.14)-(2.1.16) will be called transmission conditions on the function

w and we define the vector space

W = {H−w− +H+w+}w±∈C∞(Ω) satisfying (2.1.14)-(2.1.16). (2.1.18)

Note that (2.1.14) is a continuity condition of w across Σ and (2.1.16) is concerned

with the continuity of 〈Adw, ν〉 across Σ, i.e. the continuity of the flux of the vector

field Adw across Σ. A weight function “suitable for observation from Ω−” is defined

as a Lipschitz continuous function ϕ on Ω such that

ϕ = H−ϕ− +H+ϕ+, ϕ± ∈ C∞(Ω), ϕ+ = ϕ−, 〈dϕ±, X〉 > 0 at Σ, (2.1.19)

for any positively transverse vector field X to Σ (i.e. 〈ν,X〉 > 0).

2.2 Carleman estimate

2.2.1 Theorem

Theorem 2.2.1. Let Ω,Σ,L ,W be as in (2.1.9), (2.1.11) and (2.1.18). Then for

any compact subset K of Ω, there exist a weight function ϕ satisfying (2.1.19) and

positive constants C, λ1 such that for all λ ≥ λ1 and all w ∈ W with suppw ⊂ K,

C‖e−λϕLw‖L2(Rn) ≥ (2.2.1)

λ3/2‖e−λϕw‖L2(Rn) + λ1/2‖H+e
−λϕ∇w+‖L2(Rn) + λ1/2‖H−e−λϕ∇w−‖L2(Rn)

+ λ3/2|(e−λϕw)|Σ|L2(Σ) + λ1/2|(e−λϕ∇w+)|Σ|L2(Σ) + λ1/2|(e−λϕ∇w−)|Σ|L2(Σ).

2.2.2 Comments

Remark 2.2.2. It is important to notice that whenever a true discontinuity occurs

for the vector field Aν, then the space W does not contain C∞(Ω): the inclusion

C∞(Ω) ⊂ W implies from (2.1.16) that for all w ∈ C∞(Ω), 〈dw,A+ν − A−ν〉 = 0

at Σ so that A+ν = A−ν at Σ, that is continuity for Aν. The Carleman estimate

which is proven in the present paper takes naturally into account these transmission

conditions on the function w and it is important to keep in mind that the occurrence

of a jump is excluding many smooth functions from the spaceW . On the other hand,

we have W ⊂ Lip(Ω).
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Remark 2.2.3. We can also point out the geometric content of our assumptions,

which do not depend on the choice of a coordinate system. For each x ∈ Ω, the

matrix A(x) is a positive-definite symmetric mapping from Tx(Ω)∗ onto Tx(Ω) so that

A(x)dw(x) belongs indeed to Tx(Ω) and Adw is a vector field with a L2 divergence

(Inequality (2.2.1) yields the L2 bound by density).

If we were to consider a more general framework in which the matrix A(x), sym-

metric, positive-definite belongs to BV (Ω)∩L∞(Ω), and w is a Lipschitz continuous

function on Ω the vector field Adw is in L∞(Ω): the second transmission condition

reads in that framework div(Adw) ∈ L∞(Ω). Proving a Carleman estimate in such

a case is a wide open question.

2.3 Proof for a model case

We provide in this subsection an outline of the main arguments used in our proof.

To avoid technicalities, we somewhat simplify the geometric data and the weight

function, keeping of course the anisotropy. We consider the operator

L0 =
∑

1≤j≤n
DjcjDj, (2.3.1)

cj(x) = H+c
+
j +H−c

−
j , c

±
j > 0 constants, H± = 1{±xn>0},

with Dj = ∂
i∂xj

, and the vector spaceW0 of functions H+w+ +H−w−, w± ∈ C∞c (Rn),

such that

at xn = 0, w+ = w−, c+
n ∂nw+ = c−n ∂nw−, (2.3.2)

(transmission conditions across xn = 0).

As a result, for w ∈ W0, we have Dnw = H+Dnw+ +H−Dnw− and

L0w =
∑

j

(H+c
+
j D

2
jw+ +H−c

−
j D

2
jw−). (2.3.3)

We also consider a weight function1

ϕ = (α+xn − βx2
n/2)︸ ︷︷ ︸

ϕ+

H+ + (α−xn − βx2
n/2)︸ ︷︷ ︸

ϕ−

H−, α± > 0, β > 0, (2.3.4)

a positive parameter λ and the vector space Wλ of functions H+v+ + H−v−, v± ∈
C∞c (Rn), such that at xn = 0,

v+ = v−, (2.3.5)

c+
n (Dnv+ − iλα+v+) = c−n (Dnv− − iλα−v−). (2.3.6)

1 We shall introduce later some minimal requirements on the weight function and suggest other
possible choices.
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Observe that w ∈ W0 is equivalent to v = e−λϕw ∈ Wλ. We have

e−λϕL0w = e−λϕL0e
λϕ

︸ ︷︷ ︸
Lλ

(e−λϕw)

so that proving a weighted a priori estimate ‖e−λϕL0w‖L2(Rn) & ‖e−λϕw‖L2(Rn) for

w ∈ W0 amounts to getting ‖Lλv‖L2(Rn) & ‖v‖L2(Rn) for v ∈ Wλ.

2.3.1 Pseudo-differential factorization

Using Einstein convention on repeated indices j ∈ {1, . . . , n− 1}, we have

Lλ = (Dn − iλϕ′)cn(Dn − iλϕ′) +DjcjDj

and for v ∈ Wλ, from (2.3.3), with

m± = m±(D′) = (c±n )−1/2(c±j D
2
j )

1/2, (2.3.7)

Lλv = H+c
+
n

(
(Dn − iλϕ′+)2 +m2

+

)
v+ +H−c

−
n

(
(Dn − iλϕ′−)2 +m2

−
)
v−,

so that

Lλv = H+c
+
n

(
Dn − i(

f+︷ ︸︸ ︷
λϕ′+ −m+)

)(
Dn − i(

e+︷ ︸︸ ︷
λϕ′+ +m+)

)
v+

+H−c
−
n

(
Dn − i(λϕ′− +m−︸ ︷︷ ︸

e−

)
)(
Dn − i(λϕ′− −m−︸ ︷︷ ︸

f−

)
)
v−. (2.3.8)

Note that e− is elliptic positive in the sense that

e− = λϕ′− +m− = λα− +m− − λβxn & λ+ |D′|, since xn ≤ 0.

Moreover e+ is elliptic positive at xn = 0 since

e+ = λϕ′+ +m+ = λα+ +m+ − λβxn & λ+ |D′|, at xn = 0.

We want at this point to use some natural estimates for these first-order factors on

the half-lines R±.

Lemma 2.3.1 (Half-line estimate, type e−). Let µ, γ be non-negative parameters.

Then for ω ∈ C1
c (R), we have
√

2‖Dtω − i(µ− γt)ω‖L2(R−) ≥ ‖µω‖L2(R−) + µ1/2|ω(0)|.

Proof. We have

‖Dtω − i(µ− γt)ω‖2
L2(R−) (2.3.9)

= ‖Dtω‖2
L2(R−) + ‖(µ− γt)ω‖2

L2(R−) + 2 Re〈Dtω,−iH(−t)(µ− γt)ω〉

≥
∫ 0

−∞

(
(µ− γt)2 + γ

)
|ω(t)|2dt+ µ|ω(0)|2 ≥ ‖µω‖2

L2(R−) + µ|ω(0)|2,

which is somehow a perfect estimate of elliptic type, suggesting that the first-order

factor containing e− should be easy to handle.
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Lemma 2.3.2 (Half-line estimate, type e+). Let µ be a real parameter and let γ be

a non-negative parameter. Then for ω ∈ C1
c (R), we have

‖Dtω − i(µ− γt)ω‖2
L2(R+) ≥ γ‖ω‖2

L2(R+) − µ|ω(0)|2.

Proof. We have

‖Dtω − i(µ− γt)ω‖2
L2(R+) (2.3.10)

= ‖Dtω‖2
L2(R+) + ‖(µ− γt)ω‖2

L2(R+) + 2 Re〈Dtω,−iH(t)(µ− γt)ω〉

≥
∫ +∞

0

(
(µ− γt)2 + γ

)
|ω(t)|2dt− µ|ω(0)|2 ≥ γ‖ω‖2

L2(R+) − µ|ω(0)|2,

an estimate of lesser quality, because we need to secure a control of ω(0) to handle

this type of factor when µ > 0. When µ ≤ 0, the estimate is similar to Lemma’s

2.3.1 result.

2.3.2 Sign discussion

From Lemma 2.3.1 and (2.3.8), we see that the factor containing e− should be easier

to handle. We have another factor

f− = λα− −m−︸ ︷︷ ︸
µ=f−(0)

− λβ︸︷︷︸
γ

xn,

and we note that f−(0) ≥ 0 =⇒ f− ≥ 0 on R− since f− is decreasing with xn.

Assuming f−(0) ≥ 0, we may apply twice Lemma 2.3.1:

2c−n ‖(Dn − ie−)(Dn − if−)v−‖L2(R−) ≥ c−n (λα− +m−)
√

2‖(Dn − if−)v−‖L2(R−)

≥ c−n (λα− +m−)
(
f−(0)‖v−‖L2(R−) + f−(0)1/2|v−(0)|

)
. (2.3.11)

We check now the case f−(0) < 0.

Applying Lemma 2.3.1, we get

2c−n ‖(Dn − ie−)(Dn − if−)v−‖L2(R−)

≥ c−n (λα− +m−)1/2
√

2|(Dn − if−)v−(0)|
≥ (λα− +m−)1/2

√
2
∣∣c−n (Dnv− − iλα−v−)(0) + ic−nm−v−(0)

∣∣ . (2.3.12)

Our key assumption will be that

f−(0) < 0 =⇒ f+(0) ≤ 0. (2.3.13)
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We shall explain this assumption later; let us go on with collecting our estimates.

We note in particular that since f+ is a decreasing function of the variable xn, this

implies that f+(xn) ≤ 0 on xn ≥ 0. Applying Lemma 2.3.2, we get

2c+
n ‖(Dn − if+)(Dn − ie+)v+‖L2(R+)

≥ c+
n (m+ − λα+)1/2

√
2|(Dn − ie+)v+(0)|

≥ (m+ − λα+)1/2
√

2
∣∣c+
n (Dnv+ − iλα+v+)(0)− ic+

nm+v+(0)
∣∣ . (2.3.14)

As a result, defining

N− = c−n (Dnv− − iλα−v−)(0) =︸︷︷︸
from (2.3.6)

N+ = c+
n (Dnv+ − iλα+v+)(0), (2.3.15)

we find that, with N = N− = N+,

2‖Lλv‖ ≥ (λα− +m−)1/2
∣∣N + ic−nm−v−(0)

∣∣+ (m+ − λα+)1/2
∣∣N − ic+

nm+v−(0)
∣∣ .

so that

2‖Lλv‖ ≥ min
(
(λα−+m−)1/2, (m+−λα+)1/2

)
|ic−nm−v−(0)+ic+

nm+v+(0)|. (2.3.16)

We note then that from (2.3.5), v−(0) = v+(0) = v(0) and also that

c−nm− + c+
nm+ ≥ σ0|ξ′|, for some positive σ0. (2.3.17)

2.3.3 Back to the Carleman estimate

With (2.3.8), we have

‖Lλv‖2
L2(R) = ‖c−n

(
Dn − ie−)(Dn − if−)v−

)
‖2
L2(R−)

+ ‖c+
n

(
Dn − if+)(Dn − ie+)v+

)
‖2
L2(R+).

Let κ > 0 to be chosen later.

If f−(0) = λα− −m−(ξ′) ≥ κ(λ+ |ξ′|),

we get from (2.3.11),

2‖c−n
(
Dn − ie−)(Dn − if−)v−

)
‖L2(R−)

≥ c−n (λα− +m−)
(
κ(λ+ |ξ′|)‖v−‖L2(R−) + κ1/2(λ+ |ξ′|)1/2|v−(0)|

)
, (2.3.18)

a satisfactory estimate. Note in particular that we get the surface term estimate

‖Lλv‖L2(R) & λ3/2|v(0)|. (2.3.19)
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If f−(0) = λα− − m−(ξ′) < κ(λ + |ξ′|), then we assume that f+(0) = λα+ −
m+(ξ′) ≤ −κ(λ+ |ξ′|).

We obtain from (2.3.14), (2.3.16) and (2.3.17),

2‖c+
n

(
Dn − if+)(Dn − ie+)v−

)
‖L2(R−) ≥ κ1/2(λ+ |ξ′|)1/2σ0|ξ′||v(0)|. (2.3.20)

We note also that

λα+ −m+(ξ′) ≤ −κ(λ+ |ξ′|) =⇒ C|ξ′| ≥ m+(ξ′) ≥ (κ+ α+)λ+ κ|ξ′|,

and for κ small enough, this gives |ξ′| & λ & |ξ′|. As a result we get with a fixed

constant C0

C0‖Lλv‖L2(R) ≥ κ1/2(λ+ |ξ′|)3/2|v(0)|, (2.3.21)

which implies the surface term estimate

‖Lλv‖L2(R) & λ3/2|v(0)|. (2.3.22)

We have now to prove that it is indeed possible to choose a small positive κ such

that

λα− −m−(ξ′) < κ(λ+ |ξ′|) =⇒ λα+ −m+(ξ′) ≤ −κ(λ+ |ξ′|).
By homogeneity, it means that we have to find κ > 0 such that on the half-sphere

λ2 + |ξ′|2 = 1, λ ≥ 0,

λα− −m−(ξ′) < κ =⇒ κ ≤ m+(ξ′)− λα+.

Lemma 2.3.3. Let m± be continuous positive and positively homogeneous functions

of degree 1 on Rn−1\{0}. We choose

α− = 1, α+ =
1

2
inf
Sn−2

m+(η)

m−(η)
, (2.3.23)

0 < κ ≤ 1/2, κ ≤ infSn−2 m+(η)

4α+ + 2
. (2.3.24)

Then for (ξ′, λ) ∈ Rn−1 × [0, 1] such that λ2 + |ξ′|2 = 1,

λα− −m−(ξ′) < κ =⇒ κ ≤ m+(ξ′)− λα+. (2.3.25)

Proof. (1) We assume first that ξ′ = 0 so that λ = 1 and m±(0) = 0. The implication

(2.3.25) holds true since 1 < κ does not occur.

(2) We assume λ2 + |ξ′|2 = 1, 0 ≤ λ ≤ infSn−2 m+/2α+. The implication (2.3.25)

holds true since its conclusion is verified:

κ+ λα+ ≤
1

2
m+(ξ′) +

1

2
m+(ξ′) = m+(ξ′)
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(3) We assume λ2 + |ξ′|2 = 1, λ ≥ infSn−2 m+/2α+. Then if λα− −m−(ξ′) < κ, we

have λα− − κ < m−(ξ′) and thus

m+(ξ′) ≥ 2m−(ξ′)α+ ≥ 2(λα− − κ)α+ = 2(λ− κ)α+,

so that

m+(ξ′)− λα+ − κ ≥ λα+ − 2κα+ − κ ≥ λα+ − (1 + 2α+)
infSn−2 m+(ξ′)

4α+ + 2

= λα+ −
1

2
inf
Sn−2

m+(ξ′) ≥ 0,

completing the proof of the lemma.

We have proven above the following

Proposition 2.3.4. Let Lλ be given by (2.3.8), m±(ξ′) by (2.3.7) (elliptic positive

homogeneous with degree 1). Let ϕ± be given by (2.3.4) such that the assumption

(2.3.23) holds. Then there exists a constant C such that for all

v = H(xn)v+(x′, xn) +H(−xn)v−(x′, xn)

with v± ∈ S (Rn) satisfying (2.3.5) and (2.3.6), we have

C‖Lλv‖L2(Rn) ≥ λ3/2|v(0, ·)|L2(Rn−1). (2.3.26)

This provides the fourth term in (2.2.1), which is a “surface term” and we have

to show now that we may obtain the other terms using the key estimate above.

2.3.4 Carleman estimate, continued

We shall start with rewriting the lemmas above.

Lemma 2.3.5. Let µ, γ be non-negative parameters. Then for ω ∈ S (R), we have

‖Dtω − i(µ− γt)ω‖2
L2(R−) ≥ ‖Dtω‖2

L2(R−) + ‖µω‖2
L2(R−) + µ|ω(0)|2.

Proof. We have

‖Dtω − i(µ− γt)ω‖2
L2(R−)

= ‖Dtω‖2
L2(R−) + ‖(µ− γt)ω‖2

L2(R−) + 2 Re〈Dtω,−iH(−t)(µ− γt)ω〉

= ‖Dtω‖2
L2(R−) +

∫ 0

−∞

(
(µ− γt)2 + γ

)
|ω(t)|2dt+ µ|ω(0)|2

≥ ‖Dtω‖2
L2(R−) + ‖µω‖2

L2(R−) + µ|ω(0)|2,

completing the proof.



66 CHAPTER 2. ELLIPTIC OPERATORS WITH JUMPS

Lemma 2.3.6.

(i) Let µ, γ be non-negative parameters. Then for ω ∈ S (R), we have

‖Dtω − i(µ− γt)ω‖2
L2(R+) + µ|ω(0)|2

≥ ‖Dtω‖2
L2(R+) + γ‖ω‖2

L2(R+) + ‖(µ− γt)ω‖2
L2(R+).

(ii) Let µ be a negative parameter and let γ be a non-negative parameter. Then for

ω ∈ S (R), we have

‖Dtω − i(µ− γt)ω‖2
L2(R+)

≥ ‖Dtω‖2
L2(R+) + ‖(µ− γt)ω‖2

L2(R+) + γ‖ω‖2
L2(R+) + |µ||ω(0)|2.

Proof. We have

‖Dtω − i(µ− γt)ω‖2
L2(R+)

= ‖Dtω‖2
L2(R+) + ‖(µ− γt)ω‖2

L2(R+) + 2 Re〈Dtω,−iH(t)(µ− γt)ω〉

≥ ‖Dtω‖2
L2(R+) +

∫ +∞

0

(
(µ− γt)2 + γ

)
|ω(t)|2dt− µ|ω(0)|2

≥ ‖Dtω‖2
L2(R+) + γ‖ω‖2

L2(R−) − µ|ω(0)|2,

proving the lemma.

Using Proposition 2.3.4, we want now to prove the estimate of Theorem 2.2.1.

We have from (2.3.8),

‖Lλv‖2
L2(R)

= (c+
n )

2‖(Dn − if+)(Dn − ie+)v+‖2
L2(R+) + (c−n )

2‖(Dn − ie−)(Dn − if−)v−‖2
L2(R−)

with

f± = λα± −m±(ξ′)− λβxn, e± = λα± +m±(ξ′)− λβxn, (2.3.27)

where β is a non-negative parameter and α± are determined by (2.3.23). Since the

coefficients c±n are positive and bounded away from 0, we find a constant C0 such

that

C0‖Lλv‖2
L2(R)

≥ ‖(Dn − if+)(Dn − ie+)v+‖2
L2(R+) + ‖(Dn − ie−)(Dn − if−)v−‖2

L2(R−). (2.3.28)

Let ε0 ∈ (0, 1] to be chosen later.

[1] We assume first that 1 + |ξ′| ≤ ε0λ. Then we have

f−(0) = λα− −m−(ξ′) ≥ λα− − |ξ′|‖m−‖L∞(Sn−2) ≥ λ
(
α− − ε0‖m−‖L∞(Sn−2)

)

≥ λα−/2,
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provided

2ε0‖m−‖L∞(Sn−2) ≤ α−. (2.3.29)

Under that condition, we may apply Lemma 2.3.5 to get

‖(Dn − ie−)(Dn − if−)v−‖2
L2(R−)

≥ e−(0)2‖(Dn − if−)v−‖2
L2(R−) + e−(0)|Dnv−(0)− if−(0)v−(0)|2

≥ λ2α2
−‖(Dn − if−)v−‖2

L2(R−) + λα−|Dnv−(0)− if−(0)v−(0)|2

≥ λ2α2
−‖Dnv−‖2

L2(R−) +
1

4
λ4α4

−‖v−‖2
L2(R−) + λα−|Dnv−(0)− if−(0)v−(0)|2.

This implies with a fixed constant C1 that

C1‖Lλv‖2
L2(R) ≥ λ2‖Dnv−‖2

L2(R−) + λ4‖v−‖2
L2(R−) + λ|Dnv−(0)− if−(0)v−(0)|2.

Using (2.3.26) and |f−(0)| ≤ λα−, we obtain with a fixed constant C2 that

C2‖Lλv‖2
L2(R) ≥ λ2‖Dnv−‖2

L2(R−) + λ4‖v−‖2
L2(R−) + λ|Dnv−(0)|2, (2.3.30)

a better estimate than what is required. We need now to handle the positive half-

line. We have

f+(0) = λα+ −m+(ξ′) ≥ λα+ − |ξ′|‖m+‖L∞(Sn−2) ≥ λ
(
α+ − ε0‖m−‖L∞(Sn−2)

)

≥ λα+/2,

provided

2ε0‖m+‖L∞(Sn−2) ≤ α+. (2.3.31)

We apply Lemma 2.3.6 (i)to get

‖(Dn − if+)(Dn − ie+)v‖2
L2(R+) + f+(0)|Dnv+(0)− ie+v+(0)|2

≥ λβ‖(Dn − ie+)v‖2. (2.3.32)

Thanks to (2.3.26) and (2.3.30), we have ‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 and

the transmission condition (2.3.6) implies thus, along with (2.3.30),

‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 + λ|Dnv+(0)|2

+ λ2‖Dnv−‖2
L2(R−) + λ4‖v−‖2

L2(R−). (2.3.33)

Since we have here |ξ′| ≤ λ, we have also

f+(0)|Dnv+(0)−ie+v+(0)|2 ≤ 2λα+|Dnv+(0)|2+2λ3α+|v+(0)|2(α++‖m+‖L∞(Sn−2))
2.

This implies that we have

‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 + λ|Dnv+(0)|2

+ λ2‖Dnv−‖2
L2(R−) + λ4‖v−‖2

L2(R−)

+ λβ‖(Dn − ie+)v+‖2
L2(R+). (2.3.34)
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Applying again Lemma 2.3.6 (i), we get

‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 + λ|Dnv+(0)|2

+ λ2‖Dnv−‖2
L2(R−) + λ4‖v−‖2

L2(R−)

+ λβ‖Dnv+‖2
L2(R+) + λβ‖e+v+‖2

L2(R+). (2.3.35)

We note that e+ ≥ λ(α+ − βxn) ≥ λα+/2, on the support of v, provided is v

supported in

xn ≤ β−1α+/2. (2.3.36)

so that we obtain eventually with ε0 ∈ (0, 1] satisfying (2.3.29), (2.3.31), β ≥ 1 and

supp v ⊂ (−∞, β−1α+/2]

‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 + λ|Dnv+(0)|2

+ λ2‖Dnv−‖2
L2(R−) + λ4‖v−‖2

L2(R−)

+ λ‖Dnv+‖2
L2(R+) + λ3‖v+‖2

L2(R+), (2.3.37)

which provides the sought estimate.

[2] We assume now that 1 ≤ λ ≤ ε0|ξ′|. Then we have

f−(0) = λα− −m−(ξ′)

≤ ε0|ξ′|α− − |ξ′| inf
Sn−2

m− = −|ξ′|
(

inf
Sn−2

m− − ε0α−
)
≤ −|ξ′|1

2
inf
Sn−2

m−,

provided

2ε0α− ≤ inf
Sn−2

m−. (2.3.38)

We have similarly

f+(0) = λα+ −m+(ξ′) ≤ −|ξ′|1
2

inf
Sn−2

m+

provided

2ε0α+ ≤ inf
Sn−2

m+. (2.3.39)

In that case we have thus

f±(0) ≈ −|ξ′|, e±(0) ≈ |ξ′|,

and using Proposition 2.3.4, we can follow the reasoning for the previous case (switch-

ing the role of the positive half-line with the negative half-line) to get

‖Lλv‖2
L2(R) & λ3|v(0)|2 + λ|Dnv−(0)|2 + λ|Dnv+(0)|2

+ λ2‖Dnv+‖2
L2(R+) + λ4‖v+‖2

L2(R+) + λ‖Dnv−‖2
L2(R−) + λ3‖v−‖2

L2(R−), (2.3.40)

provided v is supported in

xn ≥ −β−1α−/2. (2.3.41)
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[3] We are left with the main case ε0|ξ′| ≤ λ ≤ ε−1
0 + ε−1

0 |ξ′|. Since we may

assume that λ ≥ 2/ε0, we can assume that

ε0
2
≤ |ξ

′|
λ
≤ 1

ε0
.

We have always the elliptic terms e±(0) ≈ λ, but in that case f±(0) cannot be elliptic

and are in fact close to 0. We use the key Proposition 2.3.4 and Lemmas 2.3.5-2.3.6.

We check

E = ‖(Dn − if+)(Dn − ie+)v+‖2
L2(R+) + ‖(Dn − ie−)(Dn − if−)v−‖2

L2(R−).

From (2.3.18) in the case f−(0) = λα− −m−(ξ′) ≥ κ(λ+ |ξ′|) we find

‖(Dn − ie−)(Dn − if−)v−‖2
L2(R−) & λ4‖v−‖2

L2(R−) + λ3|v(0)|2.

We know that it is possible to find κ > 0 such that if

f−(0) = λα− −m−(ξ′) < κ(λ+ |ξ′|),

then f+(0) = λα+ −m+(ξ′) ≤ −κ(λ+ |ξ′|). Lemma 2.3.6 provides

‖(Dn−if+)(Dn−ie+)v+‖2
L2(R+) & λ‖(Dn−ie+)v+‖2

L2(R+) +λ|Dnv+(0)−ie+(0)v(0)|2.

Since we control also λ3|v(0)|2, this gives control of λ|Dnv+(0)|2 and with the trans-

mission condition of λ|Dnv−(0)|2. Lemma 2.3.6 and a support condition for v give

λ‖(Dn − ie+)v+‖2
L2(R+) & λ3‖v+‖2

L2(R+),

completing the proof.

2.4 Comments

2.4.1 Condition (Ψ)

We may take a look at the one-dimensional estimate

C‖Dtu− iλf(t)u‖L2(R) ≥ ‖u‖L2(R), (2.4.1)

where λ is a large positive parameter and f is a real-valued smooth function. Some

simple examples show that this estimate holds for several choices of f . We set

h = 1/λ in the sequel to get a semi-classical version of our estimates.
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Creation and Annihilation operators

The one-dimensional operators

C
[k]
+ = hDt + it2k+1, C

[k]
− = hDt − it2k+1 (2.4.2)

are similar to creation and annihilation operators for k ∈ N. In particular, we have

with ck > 0, for v ∈ S (R),

‖C [k]
+ v‖0 ≥ ckh

2k+1
2k+2‖v‖0, kerC

[k]
− = Ce−

πt2k+2

h(k+1)
. (2.4.3)

The second assertion is obvious whereas the first deserves a proof. With a linear

change of coordinate t 7→ th1/(2k+2), we see that C
[k]
+ is unitarily equivalent to

(Dt + it2k+1)h(2k+1)/(2k+2),

so it is enough to prove the estimate for h = 1. For v ∈ S (R), we know that

v̇ − 2πt2k+1v = 2iπC
[k]
+ v so that

v(t) =





2iπ
∫ t

+∞ e
−π(s

2k+2−t2k+2)
k+1 (C

[k]
+ v)(s)ds for t ≥ 0,

2iπ
∫ t
−∞ e

−π(s
2k+2−t2k+2)

k+1 (C
[k]
+ v)(s)ds for t ≤ 0,

and since for t ≥ 0 we have

∫
H(t)H(s− t)e−

π(s2k+2−t2k+2)
k+1 ds

=
1

2k + 2

∫ +∞

0

e−
πσ
k+1 (σ + t2k+2)−( 2k+1

2k+2
)dσ

≤ 1

2k + 2

∫ +∞

0

e−
πσ
k+1σ−( 2k+1

2k+2
)dσ = αk < +∞,

and also

sup
s

∫
H(t)H(s− t)e−

π(s2k+2−t2k+2)
k+1 dt

=
1

2k + 2

∫ s2k+2

0

e−
πσ
k+1 (s2k+2 − σ)−( 2k+1

2k+2
)dσ

≤ 1

2k + 2

∫ +∞

0

e−
πσ
k+1dσ +

1

2k + 2

∫ s2k+2

max(0,s2k+2−1)

e−
πσ
k+1 (s2k+2 − σ)−( 2k+1

2k+2
)dσ

≤ 1

2π
+ e−

πmax(0,s2k+2−1)
k+1 ≤ 1

2π
+ 1,

along with analogous estimates for t ≤ 0, Schur’s Lemma gives

‖v‖0 ≤ Ck‖C [k]
+ v‖0,

which proves (2.4.3).
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The operator C
[k]
+ with (dense) domain

Dk = {u ∈ L2(R), ∂tu ∈ L2(R), t2k+1u ∈ L2(R)} = {u ∈ L2(R), C
[k]
+ u ∈ L2(R)}

is injective and has a closed image (thanks to (2.4.3)) of codimension 1: it is a

Fredholm operator with index −1. The operator C
[k]
− is the adjoint of C

[k]
+ and is

onto with a one-dimensional kernel: it is a Fredholm operator with index +1.

Cauchy-type operators

For k ∈ N, we define

C
[k]
0 = hDt + t2k

√
−1. (2.4.4)

There exists ck > 0, such that for v ∈ S (R),

‖C [k]
0 v‖0 ≥ ckh

2k
2k+1‖v‖0. (2.4.5)

As above, the linear change of variable t 7→ th1/(2k+1) shows that C
[k]
0 is unitarily

equivalent to h2k/(2k+1)(Dt +
√
−1t2k) so that it suffices to prove (2.4.5) for h = 1.

Although a direct resolution of the ODE as for proving (2.4.3) would provide the

answer, we shall prove a more general lemma, implying both (2.4.4) and (2.4.3).

Lemma 2.4.1. Let φ ∈ C0(R;R) such that

φ(t) > 0, s > t =⇒ φ(s) ≥ 0. (2.4.6)

Then for all v ∈ W 1,1(R) with φv ∈ L1(R), we have

sup
t∈R
|v(t)| ≤

∫

R
|dv
dt
− φv|dt, (2.4.7)

and if v is compactly supported, diameter(supp v) ≤ δ, v ∈ H1(R), φv ∈ L2(R),

‖v‖L2(R) ≤ δ‖dv
dt
− φv‖L2(R). (2.4.8)

Moreover defining for λ > 0, m(λ) = |{t ∈ R, |φ(t)| ≤ λ−1}| and assuming that

κ(φ) = infλ>0(m(λ) + λ) < +∞, we have for v ∈ H1(R) with φv ∈ L2(R),

‖v‖L2(R) ≤ 2‖dv
dt
− φv‖L2(R)κ(φ). (2.4.9)

N.B. This lemma implies the estimates (2.4.5) and (2.4.3): first of all the hypothesis

(2.4.6) holds for t2k+1,±t2k (violated for −t2k+1). Moreover for φ = h−1tl, we have

κ(φ) ≤ |{t ∈ R, h−1|t|l ≤ h−
1
l+1}|+ h

1
l+1 ≤ 2h

1
l+1

and thus

‖v‖ ≤ 4h
1
l+1‖ d

idt
v + ih−1tlv‖,
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so that h
l
l+1‖v‖ ≤ 4‖h d

idt
v + itlv‖ and for l even the same estimate for h d

idt
v − itlv.

Also the reader may have noticed that the estimates (2.4.7) and (2.4.9) hold true

without any condition on the support of v; on the other hand κ(0) = +∞ and

although the estimate (2.4.8) holds for φ ≡ 0, no better estimate is true in that

simple case.

Proof of the Lemma. We define

T = inf{t ∈ R, φ(t) > 0} (T = ±∞ if ±φ ≤ 0).

The condition (2.4.6) ensures that

t > T =⇒∃t′ ∈ (T, t) with φ(t′) > 0 =⇒ φ(t) ≥ 0, (2.4.10)

t < T =⇒φ(t) ≤ 0. (2.4.11)

For v ∈ C1
c (R), we have with v̇ − φv = f , and t ≥ T

v(t) =

∫ t

+∞
f(s)e

∫ t
s φ(σ)dσds = −

∫ +∞

t

f(s)e−
∫ s
t φ(σ)dσds,

and since φ ≥ 0 on [T,+∞), we get

for t ≥ T , |v(t)| ≤
∫ +∞

t

|f(s)|ds,

and similarly for t ≤ T , |v(t)| ≤
∫ t
−∞ |f(s)|ds, so that (2.4.7) follows as well as its

immediate consequence (2.4.8). For future reference we give another proof of (2.4.7)

which uses a more flexible energy method. We calculate with L = d
idt

+ iφ and

v ∈ S (R)

for t′′ ≥ T , 2 Re〈Lv, iH(t− t′′)v〉 = |v(t′′)|2 + 2

∫ +∞

t′′
|φ(t)||v(t)|2dt,

for t′ ≤ T , 2 Re〈Lv,−iH(t′ − t)v〉 = |v(t′)|2 + 2

∫ t′

−∞
|φ(t)||v(t)|2dt,

and we get

sup
t∈R
|v(t)|2 + 2

∫

R
|φ(t)||v(t)|2dt ≤ 2

∫

R
|(Lv)(t)||v(t)|dt, (2.4.12)

proving (2.4.7) (with a constant 2), which implies also
∫

R
|φ(t)||v(t)|2dt ≤ ‖Lv‖L2‖v‖L2 . (2.4.13)

Now, we have also with λ > 0,
∫

R
|v(t)|2dt ≤

∫

λ|φ(t)|≤1

|v(t)|2dt+

∫

λ|φ(t)|>1

λ|φ(t)||v(t)|2dt

≤ |{t ∈ supp v, |φ(t)| ≤ 1/λ}| sup |v(t)|2 + λ‖Lv‖L2‖v‖L2

≤ 2‖Lv‖L2‖v‖L2

(
|{t ∈ supp v, |φ(t)| ≤ 1/λ}|+ λ/2

)
, (2.4.14)

which gives (2.4.9).
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The last estimate is of particular interest when the function φ has a polynomial

behaviour, in the sense of the following lemma.

Lemma 2.4.2. Let k ∈ N∗, δ > 0 and C > 0 be given. Let I be an interval of R
and q : I → R be a Ck function such that

inf
t∈I
|∂kt q| ≥ δ. (2.4.15)

Then for all h > 0, the set

{t ∈ I, |q(t)| ≤ Chk} ⊂1≤l≤k ∪Jl (2.4.16)

where Jl is an interval with length h(αkCδ
−1)1/k, αk = 22kk!. As a consequence, the

Lebesgue measure of {t ∈ I, |q(t)| ≤ Chk} is smaller than

hC1/kδ−1/k4k(k!)1/k ≤ hC1/kδ−1/k4k2.

Proof. Let k ∈ N∗, h > 0 and set Ek(h,C, q) = {t ∈ I, |q(t)| ≤ Chk}. Let us first

assume k = 1. Assume that t, t0 ∈ E1(h,C, q); then the mean value theorem and

(2.4.15) imply 2Ch ≥ |q(t)− q(t0)| ≥ δ|t− t0| so that

E1(h,C, q) ∩ {t, |t− t0| > h2Cδ−1} = ∅ :

otherwise we would have 2Ch > δh2C/δ. As a result, for any t0, t ∈ E1(h,C, q), we

have |t − t0| ≤ h2Cδ−1. Either E1(h,C, q) is empty or it is not empty and then

included in an interval with length ≤ h4Cδ−1.

Let us assume now that k ≥ 2. If Ek(h,C, q) = ∅, then (2.4.16) holds true. We

assume that there exists t0 ∈ Ek(h,C, q) and we write for t ∈ I,

q(t) = q(t0) +

∫ 1

0

q′(t0 + θ(t− t0))dθ

︸ ︷︷ ︸
Q(t)

(t− t0). (2.4.17)

Then if t ∈ Ek(h,C, q), we have 2Chk ≥ |Q(t)(t − t0)|. Now for a given ω > 0,

either |t− t0| ≤ ωh/2 and t ∈ [t0−ωh/2, t0 +ωh/2], or |t− t0| > ωh/2 and from the

previous inequality, we infer |Q(t)| ≤ ω−14Chk−1, i.e. we get that

Ek(h,C, q) ⊂ [t0 − ωh/2, t0 + ωh/2] ∪ Ek−1(h, ω−14C,Q). (2.4.18)

But the function Q satisfies the assumptions of the lemma with k − 1, δ/k instead

of k, δ: in fact for t ∈ I,

Q(k−1)(t) =

∫ 1

0

q(k)(t0 + θ(t− t0))θk−1dθ

and if q(k)(t) ≥ δ on I, we get Q(k−1)(t) ≥ δ/k. By induction on k and using (2.4.18),

we get that

Ek(h,C, q) ⊂ [t0 − ωh/2, t0 + ωh/2] ∪1≤l≤k−1 Jl, |Jl| ≤ h(4Cω−1kδ−1αk−1)1/(k−1).

(2.4.19)
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We choose now ω so that ω = (4Cω−1kδ−1αk−1)1/(k−1) i.e. ωk = 4Cδ−1kαk−1, that

is ω = (Cδ−14kαk−1)1/k, yielding the result if αk = 4kαk−1, i.e. with α1 = 2,

αk = (4k)(4(k − 1)) . . . (4× 2)α1 = 4k−1k!22 = 22kk!.

The proof of the lemma is complete.

A consequence of Lemma 2.4.2 and of the estimate (2.4.14) is that for q : R→ R
satisfying (2.4.15),(2.4.6) and h > 0,

‖v‖L2(R) ≤ 2‖v̇ − h−1q(t)v‖L2(R)

(h 1
k+1

2
+ |{t ∈ R, h−1|q(t)| ≤ h−

1
k+1}|

)

|{t ∈ R, h−1|q(t)| ≤ h−
1
k+1}| = |{t ∈ R, |q(t)| ≤ h

k
k+1}| ≤ 4k2h

1
k+1 δ−

1
k ,

so that

h
k
k+1‖v‖L2(R) ≤ ‖hv̇ − q(t)v‖L2(R)(1 + 8k2δ−1/k). (2.4.20)

On the other hand (2.4.13) implies as well

∫
h−1|q(t)||v(t)|2dt ≤ ‖v̇ − h−1q‖L2(R)‖v‖L2(R)

so that we have proven the following result.

Lemma 2.4.3. Let q ∈ C∞(R;R) such that (2.4.6) and (2.4.15) (for I = R and

some k ∈ N∗) hold. Then for all h > 0 and all v ∈ C∞c (R) we have

h
k
k+1‖v‖2

L2(R) +

∫
|q(t)||v(t)|2dt

≤ ‖hv̇ − q(t)v‖L2(R)‖v‖L2(R)(2 + 8k2δ−1/k). (2.4.21)

Condition (Ψ)

Going back to (2.4.1), we see using the previous results that the condition

f(t) < 0, s > t =⇒ f(s) ≤ 0, (2.4.22)

i.e. f does not change sign from − to + when t increases is sufficient to obtain

an a priori estimate of type (2.4.1). It can be proven as well that this condition is

necessary (see e.g. Section 3 in [24]); Condition (2.4.22) is called condition (Ψ) for

the adjoint operator Dt + iλf(t). When f is piecewise affine, as in our discussion,

it turns out that this condition is equivalent to our main requirement expressed by

(2.3.13). We have indeed

f−(t) = f−(0)− γt, f+(t) = f+(0)− γt.

Indeed, if f−(0) ≥ 0, this implies that f−(t) ≥ 0 for t ≤ 0 and since f+ is decreasing,

no change of sign from − to + could occur when t increases. On the other hand,
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if f−(0) < 0, since f− is decreasing, no change of sign from − to + could occur

for t ≤ 0, but we have to avoid f+(0) > 0, otherwise we would have a change of

sign from − to + when t increases for the discontinuous t 7→ f(t) near 0. So the

condition (2.3.13) is exactly the expression of Condition (Ψ) for the adjoint operator

Dt + iλf(t).
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2.4.2 Quasi-mode construction

Let us see what is happening when (2.4.22) does not hold, that is f−(0) < 0 and

f+(0) > 0. We want to show that (2.4.1) cannot hold. We have, with a, b, γ positive

f(t) = H(−t)
(
f−(0)− γt

)
+H(t)

(
f+(0)− γt

)
= −H(−t)

(
a+ γt

)
+H(t)

(
b− γt

)
,

and we check the equation Dtu− iλf(t)u = 0 which means

u̇+ λf(t)u = 0, i.e.

{
u̇− λ(a+ γt) = 0, for t ≤ 0,

u̇+ λ(b− γt) = 0, for t ≥ 0.

We get {
u = eλ(at+γt2/2)u(0), for t ≤ 0,

u = e−λ(bt−γt2/2)u(0) for t ≥ 0.

Let χ ∈ C∞c (R;R+) equal to 1 near 0 and supported where

γt2 ≤ min(a, b)|t|, i.e. |t| ≤ γ−1 min(a, b).

On the support of χ, we have

{
|u(t)| = eλ(at+γt2/2)|u(0)| ∈ [e−λa|t|, e−

1
2
λa|t|]|u(0)|, for t ≤ 0,

|u(t)| = e−λ(bt−γt2/2)|u(0)| ∈ [e−λb|t|, e−
1
2
λb|t|]|u(0)|, for t ≥ 0.
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As a result we have if χ = 1 on [−r, r], u(0) = 1,

‖χu‖2
L2 ≥ |u(0)|2

∫ r

−r
(H(t)e−2bλ|t| +H(−t)e−2aλ|t|)dt

=
1− e−2aλr

2aλ
+

1− e−2bλr

2bλ
. (2.4.23)

We have also
(
Dt− iλf(t)

)
(χu) = −iχ′(t)u(t) so that if χ is supported in [−2r, 2r],

we have

‖
(
Dt − iλf(t)

)
(χu)‖2

L2 =

∫
χ′(t)2|u(t)|2dt

≤
∫

r≤|t|≤2r

χ′(t)2
(
H(−t)e−λa|t| +H(t)e−λb|t|

)
dt

≤
∫

r≤|t|≤2r

χ′(t)2
(
H(−t)e−λar +H(t)e−λbr

)
dt

≤ e−λrmin(a,b)

∫

r≤|t|≤2r

χ′(t)2dt. (2.4.24)

The estimates (2.4.23) and (2.4.24) make (2.4.1) impossible for λ→ +∞: we would

have

1− e−2aλr

2aλ
+

1− e−2bλr

2bλ
≤ ‖χu‖2 ≤ C2‖(Dt − iλf(t))(χu)‖2

≤ C2e−λrmin(a,b)

∫

r≤|t|≤2r

χ′(t)2dt,

entailing

1− e−2aλr

2a
+

1− e−2bλr

2b
≤ λe−λrmin(a,b)C2

∫

r≤|t|≤2r

χ′(t)2dt,

with a lhs with a positive limit when λ goes to +∞ and a rhs with limit 0.

Since we can choose r > 0 as small as we like, Note that we have proven that there

is no neighborhood V of 0 such that there exists C > 0 so that for all u ∈ C∞c (V ),

and all λ ≥ C,

C‖Dtu− iλf(t)u‖L2 ≥ ‖u‖L2 .

2.5 Open problems

2.5.1 BV elliptic matrix

The same questions can be asked for BV elliptic matrix: If we were to consider

a more general framework in which the matrix A(x), symmetric, positive-definite
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belongs to BV (Ω)∩L∞(Ω), and w is a Lipschitz continuous function on Ω the vector

field Adw is in L∞(Ω): the second transmission condition reads in that framework

div(Adw) ∈ L∞(Ω). Proving a Carleman estimate in such a case is a wide open

question.

2.5.2 Elliptic matrix with infinitely many jumps

However, there are simpler questions related to BV elliptic matrices: for instance

take a sequence (tk)k≥1 of positive numbers strictly decreasing with limit 0. Consider

the bounded real elliptic matrix

A(x) = B1(−∞,0)(xn) +
∑

k≥1

Ak1(tk+1,tk)(xn) + A01(t1,+∞)(xn),

which has jumps on each hyperplane Σk = {x ∈ Rn, xn = tk} and at Σ0 = {x ∈
Rn, xn = 0}. The matrix A belongs to BV with a differential

dA =
(
−Bδ0 +

∑

k≥1

(Ak−1 − Ak)δ0(xn − tk)
)
dxn.

The transmission conditions can be easily derived and the unique continuation prob-

lem is not obvious to solve: take u satisfying the transmission conditions, vanishing

in some non-empty open subset of {xn < 0} satisfying a differential inequality

| div(A∇u)| ≤ C(|u|+ |∇u|). (2.5.1)

Using the ellipticity of B, we obtain easily that u should vanish on the whole half

space {xn < 0}. Now the main question is: does that imply that u is vanishing

everywhere? Of course, to deal with these questions one should start with the

present question, a priori much simpler than the previous one dealing with a general

elliptic BV matrix.

2.5.3 Strong unique continuation

Staying in the framework of the present chapter with a single jump at a smooth

hypersurface Σ, we may ask for a strong unique continuation property starting from

a point of Σ. Assume (2.5.1) and u vanishing of infinite order at a point x0 ∈ Σ, i.e.

∀N ∈ N, lim
r→0+

r−N
∫

|x−x0|≤r
|u(x)|pdx = 0,

for some p ∈ [2,+∞). Does that imply that u vanishes identically? Of course if the

point x0 is located outside Σ, the strong unique continuation property for Lipschitz

second order real elliptic operators entails that u should vanish on one side of Σ and

then by Cauchy uniqueness, we obtain the result.

If x0 belongs to Σ, we probably need to prove a Carleman estimate with singular

weights behaving like |x−x0|−λ near the point x0. However it is quite likely that the
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choice of the norm in that weight could not be isotropic and has to take into account

the jump across Σ, introducing a specific singularity due to the jump. Anyhow, this

problem is widely open.
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Chapter 3

Conditional pseudo-convexity

Foreword. We explore here the notion of conditional pseudoconvexity of an hyper-

surface with respect to a differential operator. This notion was introduced in a series

of papers by A. Ionescu & S. Klainerman ([14, 15]) and plays an important rôle in

the proof of unique continuation properties for Lorentzian wave operators. We adopt

here a phase space point of view and we provide a statement valid on a differentiable

manifold not necessarily equipped with a Lorentzian structure.

3.1 Examples and counterexamples

3.1.1 The Alinhac-Baouendi counterexample

Let us consider the wave operator in 2-space dimension ∂2
t − ∂2

x − ∂2
y = �. There

exists V, u ∈ C∞(R3) with

suppu = {y ≥ 0}, �u+ V u = 0. (3.1.1)

This result and some generalizations were proven by S. Alinhac and S. Baouendi

[2]. Note that this operator is with constant coefficients, so that the characteristics

are straight lines and the tangential ones are included in the boundary y = 0. This

problem is easily proven to be ill-posed since it is non hyperbolic with respect to the

timelike hypersurface y = 0.

The construction of this counterexample is a highly non-trivial task and this

result appears as the most significant counterexample to Cauchy uniqueness. We

note in particular that this constant coefficient operator (also of real principal type) is

locally solvable, which is not the case of P. Cohen’s vector fields counterexamples (see

e.g. Theorem 8.9.2) in [8]: typically the operator in two dimensions, ∂t + ib(t, x)∂x
fails to satisfy Cauchy uniqueness with respect to t = 0 if t 7→ b(t, x) is highly

oscillatory around 0; here also the construction is pretty involved but since the

Nirenberg-Treves condition (P ) is violated for this vector field, it is not locally

solvable. So the non-uniqueness property in that case is somehow less interesting

than for an operator having plenty of local solutions. The article [1] contains much

more information on non-uniqueness results.

81
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3.1.2 Hörmander-Tataru-Robbiano-Zuily’s uniqueness result

A recurrent question about the counterexample (3.1.1) was for long time if such

a phenomenon could hold if V does not depend on the time variable. A negative

answer was given by D. Tataru’s [35], L. Hörmander’s [11], L. Robbiano & C. Zuily

in [30] who proved uniqueness for � + V (t, x, y) with respect to {y = 0} when V

is a smooth function depending analytically of the variable t. Several geometric

statements are given in that series of articles which go much beyond this example.

3.2 Background

3.2.1 Cauchy uniqueness

Let P =
∑
|α|≤m aα(x)Dα

x be a differential operator1 and Σ be an oriented hypersur-

face of an open subset Ω of Rn; we have in particular the partition of Ω

Ω = Σ− ∪ Σ ∪ Σ+, Σ± open, Σ± ∪ Σ = Σ±.

We are interested in the uniqueness for the Cauchy problem for P across Σ in the

following sense. We shall say that P has the stable Cauchy uniqueness property

across the oriented Σ if the conditions

|(Pu)(x)| ≤
∑

|α|≤m−1

|Vα(x)Dα
xu(x)|, on Ω for some Vα ∈ L∞loc(Ω), (3.2.1)

u|Σ− = 0, (3.2.2)

imply u = 0 in a neighborhood of Σ.

3.2.2 Pseudo-convexity

The principal symbol of P is defined on Ω× Rn by

p(x, ξ) =
∑

|α|=m
aα(x)ξα.

We shall always assume that, if p(x, ξ) = 0, there exists a neighborhood V of (x, ξ)

in the sphere bundle, such that, on V , the following inequality holds:

{Re p, Im p} ≥ −C|p|. (3.2.3)

Note that this condition is trivially satisfied when the coefficients of P are real-valued

(the case which interests us here anyway) and moreover that, since the polynomial

{Re p, Im p} (in the ξ variable) has odd degree 2m− 1, this inequality is equivalent

to

| {Re p, Im p} (x, ξ)| ≤ C|p(x, ξ)||ξ|m−1, (3.2.4)

1We have used the standard notation Dxj = 1
i
∂
∂xj

, Dα
x = Dα1

x1
. . . Dαn

xn .



3.2. BACKGROUND 83

a property called principal normality. The hypersurface Σ is said to be strongly

pseudoconvex at x0 ∈ Σ if, whenever ϕ is a defining function of the oriented Σ,

(Σ = {x ∈ Ω, ϕ(x) = 0}, dϕ 6= 0 at Σ, Σ+ = {x ∈ Ω, ϕ(x) > 0}),

p(x0,

ζ0︷ ︸︸ ︷
ξ0 − iτ0dϕ(x0)) =

∂p

∂ξ
(x0, ζ0) · dϕ(x0) = 0, (3.2.5)

for some Rn × R+ 3 (ξ0, τ0) 6= (0, 0) imply with ζ = ξ0 − iτdϕ(x0) that

lim
τ→(τ0)+

1

τ
Im

(
∂p

∂ξ
(x0, ζ) · ∂p

∂x
(x0, ζ)

)

︸ ︷︷ ︸
q

−ϕ′′(x0)
∂p

∂ξ
(x0, ζ0) · ∂p

∂ξ
(x0, ζ0) > 0. (3.2.6)

Note that if τ0 > 0, the limit above is pointless and if τ0 = 0, the function q(τ) is

vanishing at τ = 0, thanks to (3.2.4) and the limit is simply q′(0). In other words,

one can rewrite (3.2.6) when τ0 = 0 as

Re {p̄, {p, ϕ}} (x0, ξ0) < 0. (3.2.7)

Note also that this notion does not depend on the choice of the function ϕ with a

non-vanishing gradient defining Σ: in the first place, the conditions (3.2.5) use only

the conormal vector N0 = dϕ(x0) of Σ at x0 and changing ϕ into aϕ with a positive

function a, will give a term

(aϕ′′ + 2∇a∇ϕ+ a′′ϕ)
∂p

∂ξ
(x0, ζ0) · ∂p

∂ξ
(x0, ζ0)

and since ϕ(x0) = 0 and ∇ϕ∂p
∂ξ

(x0, ζ0) = 0, the second term in (3.2.6) is only

multiplied by a(x0). Moreover ζ = ξ0 − iτa(x0)dϕ(x0) so that τ is also multiplied

by a(x0), thus as well as the first term. The positivity of (3.2.6) is left unchanged.

3.2.3 Examples

Simple roots

Let us assume that the hypersurface Σ is non-characteristic for the operator P at x0:

with N0 = dϕ(x0), it means that p(x0, N0) 6= 0, where p is the principal symbol of

P . Choosing the coordinate system such that the hypersurface Σ is the hyperplane

xn = 0, we get that

p(x′, xn; ξ′, ξn) (homogeneous polynomial of degree m in (ξ′, ξn) ∈ Rn−1 × R)

is a polynomial of degree m in the variable ξn. Now if the roots of ζn 7→ p(0, 0; ξ′, ζn)

are simple, i.e. if for Rn−1 3 ξ′ 6= 0,

p(0, 0; ξ′, ζn) = 0 =⇒ ∂p

∂ξn
(0, 0; ξ′, ζn) 6= 0 (3.2.8)

the pseudo-convexity hypothesis is satisfied since the situation (3.2.5) does not occur.

This is the hypothesis used by A. Calderón (say for operators with real coefficients).
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Second order real operators

If P is a second order operator with real coefficients in the principal part and Σ is

non-characteristic with respect to P , the pseudo-convexity hypothesis means that

for Rn 3 ξ 6= 0

p(x0, ξ) = {p, ϕ} (x0, ξ) = 0 =⇒ {p, {p, ϕ}} (x0, ξ) < 0. (3.2.9)

In fact non-real roots cannot be double since they occur in conjugate pair. In other

words, Σ is “above” the tangential characteristics, a sort of convexity assumption.

The integral curves of Hp in the phase space are the bicharacteristic curves and

the characteristic curves are simply their first projection. The bicharacteristics are

defined by

ẋ(t) =
∂p

∂ξ
(x(t), ξ(t)), ξ̇(t) = −∂p

∂x
(x(t), ξ(t))

so that, calculating

Σ

Σ+

Σ −

Figure 3.1: Pseudoconvex Σ with respect to the characteristic curves of P

d

dt

(
ϕ(x(t))

)
= Hp(ϕ)(x(t), ξ(t)),

d2

dt2
(
ϕ(x(t))

)
= H2

p (ϕ)(x(t), ξ(t))

and with ϕ(x0) = Hp(ϕ)(x0, ξ0) = 0, the pseudo-convexity condition is indeed

H2
p (ϕ)(x0, ξ0) < 0.
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Constant coefficients

When P has constant coefficients and Σ non-characteristic with respect to P is given

by the equation xn = f(x′) with f(0) = 0, f ′(0) = 0, the pseudoconvexity condition

is

p(ξ′, ξn − iτ) =
∂p

∂ξn
(ξ′, ξn − iτ) = 0 =⇒ f ′′(0)

∂p

∂ξ′
(ξ′, ξn − iτ)

∂p

∂ξ′
(ξ′, ξn − iτ) > 0

and for principal type operators, this follows from the convexity of f , i.e. of Σ+.

3.2.4 Uniqueness under pseudo-convexity

Theorem 3.2.1 (Calderón, Hörmander). Let P be a principally normal differential

operator with C∞ coefficients (resp. an operator with Lipschitz-continuous real co-

efficients in the principal part) and Σ a strongly pseudo-convex C2 hypersurface at

x0. Then there exists a neighborhood ω of x0 such that P has the stable uniqueness

for the Cauchy problem on ω with respect to the oriented Σ.

This theorem was proven by Calderón for operators with real coefficients and

simple roots, using a pseudodifferential factorization; as a matter of fact, the paper

[4] was the starting point of microlocal methods in local analysis of PDE and it is

somewhat paradoxical that L. Hörmander, who became one of the main architects

of pseudodifferential operator theory, found a generalization of Calderón’s result via

a local method of proof, introducing the notion of pseudo-convexity.

The regularity issues are important, in particular for applications to quasi-linear

equations. The most general notion (3.2.4) of principal normality given in Definition

28.2.4 of [10] (see also [20]) is useful only for non-real operators but seems to require

the strength of Fefferman-Phong inequality, a method greedy with derivatives (the

more restrictive notion of principal normality used in Definition 8.5.1 of [8] was

using only C2 regularity). However C1 (and even Lipschitz continuity) is enough

is the real case as well as in the elliptic case. Andrzej Plís has shown in 1963

([28]) that Hölder continuity (any index < 1) of the coefficients is not enough to get

unique continuation for real second-order elliptic operators, a result precised later

by K. Miller ([26]) and N. Filonov [7] with counterexamples in divergence form. We

know thus that for real second-order operator, Lipschitz continuity is enough to get

unique continuation under a pseudo-convexity hypothesis via a Carleman estimate,

whereas Hölder continuity alone could ruin unique continuation. However for elliptic

operators, coefficients jumping on a smooth hypersurface can be handled, and some

Carleman estimate can be proven in that case (see [18] and the references therein).

For operators with smooth complex coefficients, principal normality plays an im-

portant rôle and can be seen as a strengthening of Nirenberg-Treves condition (P ).

In fact, a Carleman estimate will imply local solvability which is characterized by

condition (P ) for differential operators of principal type. The first counterexample

to Cauchy uniqueness was found by P. Cohen (see e.g [31] and the references therein)
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and is a complex vector field violating condition (P ) (and thus principal normality);

in particular that vector field is not locally solvable2. On the contrary, the coun-

terexample by Alinhac & Baouendi [2] is the wave-operator in two dimensions with

respect to a timelike hypersurface: there exist smooth u, V in R3 such that

(∂2
t − ∂2

x1
− ∂2

x2
)u+ V (t, x1, x2)u = 0, suppu = {x1 ≥ 0}.

Note that V is complex-valued and that feature is important in the construction

(no counterexample is known for V real-valued for second-order operators). Of

course pseudo-convexity is violated since the characteristics are straight lines and

the tangent ones stay in the “initial” hypersurface {x1 = 0}. On the other hand

the paper [30] (see also the references therein) implies Cauchy uniqueness for the

operator & hypersurface above as soon as V is analytic with respect to t.

3.3 Conditional pseudo-convexity

3.3.1 The result

Definition 3.3.1. Let Ω be an open subset of Rn, P2 be a second order differential

operator with real Lipschitz-continuous coefficients and principal symbol p2, Σ be a

smooth hypersurface noncharacteristic with respect to P2 and x0 ∈ Σ. Let P1 be a

first-order differential operator with continuous coefficients and principal symbol p1.

We shall say that Σ is strongly pseudo-convex with respect to P2 conditionally with

respect to P1 at x0 if for all ξ ∈ Rn, ξ 6= 0,

p2(x0, ξ) = {p2, ϕ} (x0, ξ) = p1(x0, ξ) = 0 =⇒ H2
p2

(ϕ)(x0, ξ) < 0,

where Σ+ = {x ∈ Ω, ϕ(x) > 0}.

Theorem 3.3.2. Let Ω, P2, P1,Σ, ϕ, x0 as in Definition 3.3.1. Then there exists a

neighborhood V of x0 and a neighborhood V of ϕ in C2(V ) such that for any ψ ∈ V,

there exists a constant C > 0 such that for all v ∈ C∞c (V ), all τ ≥ C,

C‖e−τψP2v‖L2 + Cτ 1/2‖e−τψP1v‖L2 ≥ τ 3/2‖e−τψv‖L2 + τ 1/2‖e−τψ∇v‖L2 .

Corollary 3.3.3. Let Ω, P2, P1,Σ, ϕ, x0 as in Definition 3.3.1. Then there exists a

neighborhood W of x0 such that if on W

|(P2u)(x)| ≤ |V0(x)u(x)|+ |V1(x)∇u(x)|, |(P1u)(x)| ≤ |V0(x)u(x)|

with Vj ∈ L∞loc(Ω) and if suppu ⊂ Σ+, then u = 0 on W .

2Paul Cohen’s achievement in finding a smooth vector field without Cauchy uniqueness with
respect to a non-characteristic hypersurface remains a landmark in the history of mathematics and
we leave to the reader the philosophical question about the relevance of uniqueness for operators
without (much) solutions.
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3.3.2 A more general result

Definition 3.3.4. Let Ω be an open subset of Rn, Pm be a differential operator

of order m with C∞ coefficients, principally normal (i.e. satisfying (3.2.4)) with

principal symbol pm, Σ be a smooth hypersurface and x0 ∈ Σ. Let Pm−1 be a

differential operator with C∞ coefficients, of order m − 1 with principal symbol

pm−1.

We shall say that Σ is strongly pseudo-convex with respect to Pm conditionally

with respect to Pm−1 at x0 if for all ξ ∈ Rn, ξ 6= 0 such that pm−1(x0, ξ) = 0, (3.2.5)

implies (3.2.6) where Σ+ = {x ∈ Ω, ϕ(x) > 0}.

Theorem 3.3.5. Let Ω, Pm, Pm−1,Σ, ϕ, x0 as in Definition 3.3.4. Then there exists

a neighborhood V of x0 and a neighborhood V of ϕ in C2(V ) such that for any ψ ∈ V,

there exists a constant C > 0 such that for all v ∈ C∞c (V ), all τ ≥ C,

C‖e−τψPmv‖L2 + Cτ 1/2‖e−τψPm−1v‖L2 ≥
∑

0≤j≤m−1

τm−j−
1
2‖e−τψ∇jv‖L2 .

Corollary 3.3.6. Let Ω, Pm, P1,Σ, ϕ, x0 as in Definition 3.3.4. Then there exists a

neighborhood W of x0 such that if on W

|(Pmu)(x)| ≤
∑

0≤j≤m−1

|Vj(x)∇ju(x)|, |(Pm−1u)(x)| ≤
∑

0≤j≤m−2

|Vj(x)∇ju(x)|,

with Vj ∈ L∞loc(Ω) and if suppu ⊂ Σ+, then u = 0 on W .

3.4 Proofs

3.4.1 Proof of theorem 3.3.5

The most general result deals with operators with C∞ coefficients and can be proven

using Fefferman-Phong inequality, following the standard argument using pseudodif-

ferential calculus with large parameter. We assume that Σ is strongly pseudo-convex

with respect to Pm conditionally with respect to Pm−1 at x0 ∈ Σ. We introduce the

weight function

ψ(x) = ϕ(x)− µ

2
ϕ(x)2 +

1

2µ2
|x− x0|2

where ϕ is a defining function for the oriented Σ and µ is a positive parameter.

We note that there exists a neighborhood Ωµ of x0 in Ω such that the level surface

{x ∈ Ωµ, x 6= x0, ψ(x) = 0} is included in Σ− ∩ Ωµ = {x ∈ Ωµ, ϕ(x) < 0} and that

for b > 0 small enough, there exists a > 0 such that

{x, b ≤ |x− x0| ≤ 2b} ∩ Σ+ ⊂ {x ∈ Ωµ, ψ(x) ≥ a}.
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Σ

Σ+

Σ −

ψ(x) = 0

ϕ(x) = 0

ψ(x) = a

x0 •

Figure 3.2: Convexification: level surfaces of the weight ψ and Σ (a > 0).

We consider the symbol

a(x, ξ, τ) = pm(x, ξ − iτdψ(x))

and assuming as we may that a is defined globally on Rn
x ×Rn

ξ × [1,+∞)τ , we note

that we can as well assume that a ∈ Sm, i.e.

|(∂αx∂βξ a)(x, ξ, τ)| ≤ Cαβ(1 + |ξ|+ τ)m−|β|. (3.4.1)

Now, considering

e−τψPme
τψ =

∑

|α|=m
aα(x)(Dx − iτdϕ(x))α,

we see that the Weyl symbol of e−τψPmeτψ is equal to pm(x, ξ − iτdψ(x)) modulo

Sm−1. Similarly the Weyl symbol of τ 1/2e−τψPm−1e
τψ is equal to

b(x, ξ, τ) = τ 1/2pm−1(x, ξ − iτdψ(x))︸ ︷︷ ︸
∈Sm−1/2

modulo Sm−3/2.

We need to calculate (a]b is the composition of symbols, corresponding to the com-

position of operators)

ā]a+ µb̄]b ≡ |a|2 +
1

2i
{ā, a}+ µ|b|2 = c mod S2m−2.
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We have

c2m−1(x, ξ, τ) = |pm
(
x, ξ − iτdψ(x)︸ ︷︷ ︸

ζ

)
|2 + µτ |pm−1

(
x, ζ
)
|2

+ Im

(
∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)

)
− τψ′′(x)

∂pm
∂ξ

(x, ζ)
∂pm
∂ξ

(x, ζ),

so that using

ψ′′ = ϕ′′ − µϕ′2 − µϕϕ′′ + µ−2,

we get

c2m−1 = |pm(x, ζ)|2 + µτ |pm−1

(
x, ζ
)
|2 + µτ | {pm, ϕ} (x, ζ)|2

+ Im

(
∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)

)
− τϕ′′(1− µϕ)

∂pm
∂ξ

(x, ζ)
∂pm
∂ξ

(x, ζ)

− µ−2τ |∂pm
∂ξ

(x, ζ)|2. (3.4.2)

Lemma 3.4.1. There exists µ ≥ 1 such that for all (x, ξ, τ) with |x−x0| ≤ µ−2, ξ ∈
Rn, τ ≥ µ3,

c2m−1(x, ξ, τ) ≥ µ−1τ(|ξ|2 + τ 2)m−1,

with c2m−1 defined in (3.4.2).

Proof. Reductio ad absurdum: otherwise for all k ≥ 1, we would find xk, ξk, τk with

|xk − x0| ≤ k−2, ξk ∈ Rn, τk ≥ k3 so that

c2m−1(xk, ξk, τk) < k−1τk(|ξk|2 + τ 2
k )m−1. (3.4.3)

We note first that

ψ′(xk) = ϕ′(xk)− kϕ(xk)ϕ
′(xk) + k−2(xk − x0),

and since ϕ(x0) = 0, we have ϕ(xk) = O(k−2), we get that limk ψ
′(xk) = ϕ′(x0) =

N0 and we may assume that |N0| = 1. On the other hand, we may assume by

compactness (extracting a subsequence) that limk
(ξk,τk)

(|ξk|2+τ2k )1/2
= (Ξ0, σ0) ∈ Sn, so

that with

ζk = ξk − iτkψ′(xk), lim
k

(
Zk =

ζk
|ζk|
)

= Z0 = Ξ0 − iσ0N0, σ0 ≥ 0, |Ξ0|2 + σ2
0 = 1.

Multiplying the inequality (3.4.3) by |ζk|−2m, we obtain

|pm(xk, Zk)|2 +O(k|ζk|−1) ≤ O(k−1|ζk|−1),

and since |ζk| ≥ τk ≥ k3, this gives

pm(x0, Z0) = 0. (3.4.4)
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Multiplying the inequality (3.4.3) by k−1τ−1
k |ζk|2−2m, we obtain

|pm(xk, Zk)|2k−1τ−1
k |ζk|2 + |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

+ k−1τ−1
k |ζk|q2m−1(xk, Zk)

− k−1ϕ′′(xk)
(
1− kϕ(xk)︸ ︷︷ ︸

O(k−1)

)∂pm
∂ξ

(xk, Zk)
∂pm
∂ξ

(xk, Zk)− k−3|∂pm
∂ξ

(xk, Zk)|2

< k−2,

with q2m−1(x, ζ) = Im
(
∂pm
∂ξ

(x, ζ) · ∂pm
∂x

(x, ζ)
)

so that, with

Zk = Ξk − iσkNk,

(limkNk = N0, limk Zk = Z0 = Ξ0 − iσ0N0)

|pm(xk, Zk)|2k−1τ−1
k |ζk|2 + |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

+ k−1σ−1
k q2m−1(xk, Zk) ≤ O(k−1).

If σ0 > 0, we get

pm−1(x0, Z0) = 0, {pm, ϕ} (x0, Z0) = 0. (3.4.5)

If σ0 = 0, then |Ξ0| = 1 we know by the principal normality that near (x0,Ξ0) in

Rn × Sn−1,

q2m−1(x,Ξ) ≥ −C0|pm(x,Ξ)|

and thus

q2m−1(xk, Zk) ≥ −C0|pm(xk,Ξk)|+O(σk) ≥ −C0|pm(xk, Zk)|+O(σk),

implying

|pm(xk, Zk)|2k−1σ−1
k |ζk|+ |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

− C0k
−1σ−1

k |pm(xk, Zk)| ≤ O(k−1),

so that

|pm(xk, Zk)|2k−1σ−1
k |ζk|+ |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

− 1

2
k−1σ−1

k |pm(xk, Zk)|2|ζk| −
1

2
C2

0 k
−1σ−1

k |ζk|−1

︸ ︷︷ ︸
=k−1τ−1

k

≤ O(k−1),

implying as well (3.4.5). From the hypothesis, we obtain

pm(x0,Ξ0 − iσ0N0︸ ︷︷ ︸
Z0

) = {pm, ϕ} (x0, Z0) = pm−1(x0, Z0) = 0 =⇒ (3.2.6) > 0.
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Multiplying the inequality (3.4.3) by τ−1
k |ζk|2−2m, we obtain

|pm(xk, Zk)|2τ−1
k |ζk|2 + |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

+ σ−1
k q2m−1(xk, Zk)− ϕ′′(xk)

∂pm
∂ξ

(xk, Zk)
∂pm
∂ξ

(xk, Zk) ≤ O(k−1),

which is impossible if σ0 > 0 since the limit

σ−1
0 q2m−1(x0, Z0)− ϕ′′(x0)

∂pm
∂ξ

(x0, Z0)
∂pm
∂ξ

(x0, Z0) > 0.

If σ0 = 0, we get

|pm(xk, Zk)|2τ−1
k |ζk|2 + |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

+ σ−1
k q2m−1(xk, Zk)− ϕ′′(xk)

∂pm
∂ξ

(xk, Zk)
∂pm
∂ξ

(xk, Zk) ≤ O(k−1),

and we know also

q2m−1(xk, Zk) = q2m−1(xk,Ξk) + αkσk +O(σ2
k) ≥ αkσk − C0|pm(xk,Ξk)|+O(σ2

k)

with

lim
k
αk − ϕ′′(x0)

∂pm
∂ξ

(x0, Z0)
∂pm
∂ξ

(x0, Z0) > 0. (3.4.6)

To handle the next term, we note that

C0σ
−1
k |pm(xk,Ξk)| ≤

1

2
σ−1
k |ζk||pm(xk,Ξk)|2 +

C2
0

2
σ−1
k |ζk|−1

︸ ︷︷ ︸
=τ−1

k

,

and we obtain

1

2
|pm(xk, Zk)|2τ−1

k |ζk|2 + |pm−1(xk, Zk)|2 + | {pm, ϕ} (xk, Zk)|2

+ αk +O(σk) +O(τ−1
k )− ϕ′′(xk)

∂pm
∂ξ

(xk, Zk)
∂pm
∂ξ

(xk, Zk) ≤ O(k−1),

which is impossible from (3.4.6)

Lemma 3.4.2. The operator cw2m−1 with Weyl symbol c(x, ξ, τ) is such that

cw2m−1 −
τ

µ
(|Dx|2 + τ 2)m−1 ≥ −C(|Dx|2 + τ 2)m−1

when acting on functions supported near x0 and µ is large enough.

Proof. A simple consequence of the Fefferman-Phong inequality.

Theorem 3.3.5 is then an immediate consequence of the last lemma.
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3.4.2 Less generality

The proof above may seem to have two different downsides.

First of all, who cares about complex coefficients and why do you make your life

difficult with this principal normality business? Well, clearly complex coefficients

are not useful for many applications but Paul Cohen’s counterexample to Cauchy

uniqueness as well as Hans Lewy’s counterexample to local solvability where both

vector fields with smooth complex-valued coefficients and it sounds worth while to

understand the geometric defects explaining these pathologies.

Next, using the Fefferman-Phong inequality looks like an unnecessary refinement.

This is probably true and anyhow for non-characteristic second-order operators with

real coefficients, elementary proofs are already available (see e.g. [8], Theorems 8.3.1,

8.4.1); Lipschitz continuity should be sufficient.

3.4.3 Lorentzian geometry setting

We refer the reader to the appendix 4.5 for a reminder on Lorentzian geometry. The

principal symbol of the wave operator is

p(x, ξ) = 〈g(x)−1ξ︸ ︷︷ ︸
=X

, ξ〉 =
(
X,X

)
g
, (3.4.7)

and for a function φ of the variable x, we have

Hp(φ) =
∂p

∂ξ
· dφ(x) = 2g(x)−1ξ · dφ(x) = 2

(
g(x)−1ξ,∇φ

)
g

= 2
(
X,∇φ

)
g
. (3.4.8)

Moreover, we have

H2
p (φ) = 2g−1(x)ξ · ∂

∂x

(
2
(
g(x)−1ξ,∇φ

)
g

)

− ∂

∂x

(
〈g(x)−1ξ, ξ〉

)
· ∂
∂ξ

(
2g(x)−1ξ · dφ(x)

)

= 4DX

((
g(x)−1ξ,∇φ

)
g

)
− 2∇φ

(
〈g(x)−1ξ, ξ〉

)

= 4
(
DX∇φ,X

)
g

+ 4
(
∇φ,DXg(x)−1ξ

)
g
− 2D∇φ

(
〈g(x)−1ξ, ξ〉

)

= 4
(
DX∇φ,X

)
g

= 4(∇2φ)(X,X)

since DY (g) = 0. The pseudo-convexity hypothesis in this Lorentzian setting is thus

∀X 6= 0,
(
X,X

)
g

=
(
X,∇ρ

)
g

= 0 =⇒ (∇2ρ)(X,X) < 0. (3.4.9)

Let’s perform a coordinate-dependent calculation:

H2
pφ =

{
g−1ξ2, 2gjkξk

∂φ

∂xj

}

= 4g−1ξ · ∂(gjk∂jφ)

∂x
ξk − 2

∂(g−1ξ2)

∂x
· ∂(gjk∂jφξk)

∂ξ

= 4glmξm∂l(g
jk∂jφ)ξk − 2∂l(g

pq)ξpξqg
jl∂jφ
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= ξkξm

(
4glm∂l(g

jk)∂jφ+ 4glmgjk∂l∂jφ− 2∂l(g
km)gjl∂jφ

)

= 4gkpX
pgmqX

q
(
glm∂l(g

jk)∂jφ+ glmgjk∂l∂jφ−
1

2
∂l(g

km)gjl∂jφ
)

= 4XpXq
(
gkpgmqg

lm∂l(g
jk)∂jφ+ gkpgmqg

lmgjk∂l∂jφ−
1

2
gkpgmq∂l(g

km)gjl∂jφ
)

= 4XpXq
(
gkp∂q(g

jk)∂jφ+ gkpg
jk∂q∂jφ−

1

2
gkpgmq∂l(g

km)gjl∂jφ
)

= 4XpXq
(
∂q∂pφ+

(
gkp∂q(g

jk)− 1

2
gkpgmq∂l(g

km)gjl
)
∂jφ
)
.

We have in factor of ∂jφ

gkp∂q(g
jk)− 1

2
gkpgmq∂l(g

km)gjl = −∂q(gkp)gjk +
1

2
gkp∂l(gmq)g

kmgjl

= −∂q(gkp)gjk +
1

2
∂l(gpq)g

jl,

so that

H2
p (φ) = 4XpXq

(
∂q∂pφ− ∂jφ

[
∂q(gkp)g

jk − 1

2
∂k(gpq)g

jk
])

= 4XpXq
(
∂q∂pφ− (∂jφ)gjk

[1
2
∂p(gkq) +

1

2
∂q(gkp)−

1

2
∂k(gpq)

])

= 4XpXq
(
∂q∂pφ− (∂jφ)Γjpq

)
= 4(∇2φ)(X,X), qed.
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Chapter 4

Appendix

4.1 Fourier transformation

4.1.1 Fourier Transform of tempered distributions

The Fourier transformation on S (Rn)

Definition 4.1.1. Let n ≥ 1 be an integer. The Schwartz space S (Rn) is defined

as the vector space of C∞ functions u from Rn to C such that, for all multi-indices.

α, β ∈ Nn,

sup
x∈Rn
|xα∂βxu(x)| < +∞.

Here we have used the multi-index notation: for α = (α1, . . . , αn) ∈ Nn we define

xα = xα1
1 . . . xαnn , ∂αx = ∂α1

x1
. . . ∂αnxn , |α| =

∑

1≤j≤n
αj. (4.1.1)

A simple example of such a function is e−|x|
2
, (|x| is the Euclidean norm of x)

and more generally, if A is a symmetric positive definite n× n matrix, the function

vA(x) = e−π〈Ax,x〉 (4.1.2)

belongs to the Schwartz class. The space S (Rn) is a Fréchet space equipped with

the countable family of semi-norms (pk)k∈N

pk(u) = sup
x∈Rn
|α|,|β|≤k

|xα∂βxu(x)|. (4.1.3)

Definition 4.1.2. For u ∈ S (Rn), we define its Fourier transform û as

û(ξ) =

∫

Rn
e−2iπx·ξu(x)dx. (4.1.4)

Lemma 4.1.3. The Fourier transform sends continuously S (Rn) into itself.

95
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Proof. Just notice that

ξα∂βξ û(ξ) =

∫
e−2iπxξ∂αx (xβu)(x)dx(2iπ)|β|−|α|(−1)|β|,

and since supx∈Rn(1 + |x|)n+1|∂αx (xβu)(x)| < +∞, we get the result.

Lemma 4.1.4. For a symmetric positive definite n× n matrix A, we have

v̂A(ξ) = (detA)−1/2e−π〈A
−1ξ,ξ〉, (4.1.5)

where vA is given by (4.1.2).

Proof. In fact, diagonalizing the symmetric matrix A, it is enough to prove a one-

dimensional version, i.e. to check
∫
e−2iπxξe−πx

2

dx =

∫
e−π(x+iξ)2dxe−πξ

2

= e−πξ
2

,

where the second equality is obtained by taking the ξ-derivative of
∫
e−π(x+iξ)2dx :

we have indeed

d

dξ

(∫
e−π(x+iξ)2dx

)
=

∫
e−π(x+iξ)2(−2iπ)(x+ iξ)dx

= −i
∫

d

dx

(
e−π(x+iξ)2

)
dx = 0.

For a > 0, we obtain
∫
R e
−2iπxξe−πax

2
dx = a−1/2e−πa

−1ξ2 , which is the sought result

in one dimension. If n ≥ 2, and A is a positive definite symmetric matrix, there

exists an orthogonal n× n matrix P (i.e. tPP = Id) such that

D =tPAP, D = diag(λ1, . . . , λn), all λj > 0.

As a consequence, we have, since | detP | = 1,
∫

Rn
e−2iπx·ξe−π〈Ax,x〉dx =

∫

Rn
e−2iπ(Py)·ξe−π〈APy,Py〉dy

=

∫

Rn
e−2iπy·(tPξ)e−π〈Dy,y〉dy

(with η = tPξ) =
∏

1≤j≤n

∫

R
e−2iπyjηje−πλjy

2
j dyj =

∏

1≤j≤n
λ
−1/2
j e−πλ

−1
j η2j

= (detA)−1/2e−π〈D
−1η,η〉 = (detA)−1/2e−π〈

tPA−1P tPξ,tPξ〉

= (detA)−1/2e−π〈A
−1ξ,ξ〉.

Proposition 4.1.5. The Fourier transformation is an isomorphism of the Schwartz

class and for u ∈ S (Rn), we have

u(x) =

∫
e2iπxξû(ξ)dξ. (4.1.6)
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Proof. Using (4.1.5) we calculate for u ∈ S (Rn) and ε > 0, dealing with absolutely

converging integrals,

uε(x) =

∫
e2iπxξû(ξ)e−πε

2|ξ|2dξ

=

∫∫
e2iπxξe−πε

2|ξ|2u(y)e−2iπyξdydξ

=

∫
u(y)e−πε

−2|x−y|2ε−ndy

=

∫ (
u(x+ εy)− u(x)

)
︸ ︷︷ ︸

with absolute value≤ε|y|‖u′‖L∞

e−π|y|
2

dy + u(x).

Taking the limit when ε goes to zero, we get the Fourier inversion formula

u(x) =

∫
e2iπxξû(ξ)dξ. (4.1.7)

We have also proven for u ∈ S (Rn) and ǔ(x) = u(−x)

u =
ˇ̂
û. (4.1.8)

Since u 7→ û and u 7→ ǔ are continuous homomorphisms of S (Rn), this completes

the proof of the proposition.

Proposition 4.1.6. Using the notation

Dxj =
1

2iπ

∂

∂xj
, Dα

x =
n∏

j=1

Dαj
xj

with α = (α1, . . . , αn) ∈ Nn, (4.1.9)

we have, for u ∈ S (Rn)

D̂α
xu(ξ) = ξαû(ξ), (Dα

ξ û)(ξ) = (−1)|α|x̂αu(x)(ξ) (4.1.10)

Proof. We have for u ∈ S (Rn), û(ξ) =
∫
e−2iπx·ξu(x)dx and thus

(Dα
ξ û)(ξ) = (−1)|α|

∫
e−2iπx·ξxαu(x)dx,

ξαû(ξ) =

∫
(−2iπ)−|α|∂αx

(
e−2iπx·ξ)u(x)dx =

∫
e−2iπx·ξ(2iπ)−|α|(∂αxu)(x)dx,

proving both formulas.

N.B. The normalization factor 1
2iπ

leads to a simplification in Formula (4.1.10), but

the most important aspect of these formulas is certainly that the Fourier transfor-

mation exchanges the operation of derivation with the operation of multiplication.

For instance with

P (D) =
∑

|α|≤m
aαD

α
x ,
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we have for u ∈ S (Rn), P̂ u(ξ) =
∑
|α|≤m aαξ

αû(ξ) = P (ξ)û(ξ), and thus

(Pu)(x) =

∫

Rn
e2iπx·ξP (ξ)û(ξ)dξ. (4.1.11)

Proposition 4.1.7. Let φ, ψ be functions in S (Rn). Then the convolution φ ∗ ψ
belongs to the Schwartz space and the mapping

S (Rn)×S (Rn) 3 (φ, ψ) 7→ φ ∗ ψ ∈ S (Rn)

is continuous. Moreover we have

φ̂ ∗ ψ = φ̂ψ̂. (4.1.12)

Proof. The mapping (x, y) 7→ F (x, y) = φ(x− y)ψ(y) belongs to S (R2n) since x, y

derivatives of the smooth function F are linear combinations of products (∂αφ)(x−
y)(∂βψ)(y) and moreover

(1 + |x|+ |y|)N |(∂αφ)(x− y)(∂βψ)(y)|
≤ (1 + |x− y|)N |(∂αφ)(x− y)|(1 + 2|y|)N |(∂βψ)(y)|

≤ p(φ)q(ψ),

where p, q are semi-norms on S (Rn). This proves that the bilinear mapping (φ, ψ) 7→
F (φ, ψ) is continuous from S (Rn) × S (Rn) into S (R2n). We have now directly

∂αx (φ ∗ ψ) = (∂αxφ) ∗ ψ and

(1 + |x|)N |∂αx (φ ∗ ψ)| ≤
∫
|F (∂αφ, ψ)(x, y)|(1 + |x|)Ndy

≤
∫
|F (∂αφ, ψ)(x, y)|(1 + |x|)N(1 + |y|)n+1

︸ ︷︷ ︸
≤p(F )

(1 + |y|)−n−1dy,

where p is a semi-norm of F (thus bounded by a product of semi-norms of φ and

ψ), proving the continuity property. Also we obtain from Fubini’s Theorem

(φ̂ ∗ ψ)(ξ) =

∫∫
e−2iπ(x−y)·ξe−2iπy·ξφ(x− y)ψ(y)dydx = φ̂(ξ)ψ̂(ξ),

completing the proof of the proposition.

The Fourier transformation on S ′(Rn)

Definition 4.1.8. Let n be an integer ≥ 1. We define the space S ′(Rn) as the topo-

logical dual of the Fréchet space S (Rn): this space is called the space of tempered

distributions on Rn.
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We note that the mapping

S (Rn) 3 φ 7→ ∂φ

∂xj
∈ S (Rn),

is continuous since for all k ∈ N, pk(∂φ/∂xj) ≤ pk+1(φ), where the semi-norms pk
are defined in (4.1.3). This property allows us to define by duality the derivative of

a tempered distribution.

Definition 4.1.9. Let u ∈ S ′(Rn). We define ∂u/∂xj as an element of S ′(Rn) by

〈 ∂u
∂xj

, φ〉S ′,S = −〈u, ∂φ
∂xj
〉S ′,S . (4.1.13)

The mapping u 7→ ∂u/∂xj is a well-defined endomorphism of S ′(Rn) since the

estimates

∀φ ∈ S (Rn), |〈 ∂u
∂xj

, φ〉| ≤ Cupku(
∂φ

∂xj
) ≤ Cupku+1(φ),

ensure the continuity on S (Rn) of the linear form ∂u/∂xj.

Definition 4.1.10. Let u ∈ S ′(Rn) and let P be a polynomial in n variables with

complex coefficients. We define the product Pu as an element of S ′(Rn) by

〈Pu, φ〉S ′,S = 〈u, Pφ〉S ′,S . (4.1.14)

The mapping u 7→ Pu is a well-defined endomorphism of S ′(Rn) since the

estimates

∀φ ∈ S (Rn), |〈Pu, φ〉| ≤ Cupku(Pφ) ≤ Cupku+D(φ),

where D is the degree of P , ensure the continuity on S (Rn) of the linear form Pu.

Lemma 4.1.11. Let Ω be an open subset of Rn, f ∈ L1
loc(Ω) such that, for all

ϕ ∈ C∞c (Ω),
∫
f(x)ϕ(x)dx = 0. Then we have f = 0.

Proof. Let K be a compact subset of Ω and let χ ∈ C∞c (Ω) equal to 1 on a neigh-

borhood of K. With ρ ∈ C∞c with integral 1, we get that

lim
ε→0+

ρε ∗ (χf) = χf in L1(Rn).

We have
(
ρε ∗ (χf)

)
(x) =

∫
f(y)χ(y)ρ

(
(x− y)ε−1

)
ε−n︸ ︷︷ ︸

=ϕx(y)

dy, with suppϕx ⊂ suppχ,

ϕx ∈ C∞c (Ω), and from the assumption of the lemma, we obtain
(
ρε ∗ (χf)

)
(x) = 0

for all x, implying χf = 0 from the convergence result and thus f = 0, a.e. on K;

the conclusion of the lemma follows since Ω is a countable union of compact sets.
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Definition 4.1.12 (support of a distribution). For u ∈ S ′(Rn), we define the

support of u and we note suppu the closed subset of Rn defined by

(suppu)c = {x ∈ Rn, ∃V open ∈ Vx, u|V = 0}, (4.1.15)

where Vx stands for the set of neighborhoods of x and u|V = 0 means that for all

φ ∈ C∞c (V ), 〈u, φ〉 = 0.

Proposition 4.1.13.

(1) We have S ′(Rn) ⊃ ∪1≤p≤+∞Lp(Rn), with a continuous injection of each Lp(Rn)

into S ′(Rn). As a consequence S ′(Rn) contains as well all the derivatives in the

sense (4.1.13) of all the functions in some Lp(Rn).

(2) For u ∈ C1(Rn) such that

(
|u(x)|+ |du(x)|

)
(1 + |x|)−N ∈ L1(Rn), (4.1.16)

for some non-negative N , the derivative in the sense (4.1.13) coincides with the

ordinary derivative.

Proof. (1) For u ∈ Lp(Rn) and φ ∈ S (Rn), we can define

〈u, φ〉S ′,S =

∫

Rn
u(x)φ(x)dx, (4.1.17)

which is a continuous linear form on S (Rn):

|〈u, φ〉S ′,S | ≤ ‖u‖Lp(Rn)‖φ‖Lp′ (Rn),

‖φ‖Lp′ (Rn) ≤ sup
x∈Rn

(
(1 + |x|)

n+1
p′ |φ(x)|

)
Cn,p ≤ Cn,ppk(φ), for k ≥ kn,p =

n+ 1

p′
,

with pk given by (4.1.3) (when p = 1, we can take k = 0). We indeed have a

continuous injection of Lp(Rn) into S ′(Rn): in the first place the mapping described

above is well-defined and continuous from the estimate

|〈u, φ〉| ≤ ‖u‖LpCn,ppkn,p(φ).

Moreover, this mapping is linear and injective from Lemma 4.1.11.

(2) We have for φ ∈ S (Rn), χ0 ∈ C∞c (Rn), χ0 = 1 near the origin,

A = 〈 ∂u
∂xj

, φ〉S ′,S = −〈u, ∂φ
∂xj
〉S ′,S = −

∫

Rn
u(x)

∂φ

∂xj
(x)dx,

so that, using Lebesgue’s dominated convergence theorem, we find

A = − lim
ε→0+

∫

Rn
u(x)

∂φ

∂xj
(x)χ0(εx)dx.

Performing an integration by parts on C1 functions with compact support, we get

A = lim
ε→0+

{∫

Rn
(∂ju)(x)φ(x)χ0(εx)dx+ ε

∫

Rn
u(x)φ(x)(∂jχ0)(εx)dx

}
,
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with ∂ju standing for the ordinary derivative. We have also
∫

Rn
|u(x)φ(x)(∂jχ0)(εx)|dx ≤ ‖∂jχ0)‖L∞(Rn)

∫
|u(x)|(1 + |x|)−Ndx pN(φ) < +∞,

so that

〈 ∂u
∂xj

, φ〉S ′,S = lim
ε→0+

∫

Rn
(∂ju)(x)φ(x)χ0(εx)dx.

Since the lhs is a continuous linear form on S (Rn) so is the rhs. On the other hand

for φ ∈ C∞c (Rn), the rhs is
∫
Rn(∂ju)(x)φ(x)dx. Since C∞c (Rn) is dense in S (Rn)

(Exercise), we find that

〈 ∂u
∂xj

, φ〉S ′,S =

∫

Rn
(∂ju)(x)φ(x)dx,

since the mapping φ 7→
∫
Rn(∂ju)(x)φ(x)dx belongs to S ′(Rn), thanks to the as-

sumption on du in (4.1.16). This proves that ∂u
∂xj

= ∂ju.

The Fourier transformation can be extended to S ′(Rn). We start with noticing

that for T, φ in the Schwartz class we have, using Fubini Theorem,
∫
T̂ (ξ)φ(ξ)dξ =

∫∫
T (x)φ(ξ)e−2iπx·ξdxdξ =

∫
T (x)φ̂(x)dx,

and we can use the latter formula as a definition.

Definition 4.1.14. Let T be a tempered distribution ; the Fourier transform T̂ of

T is the tempered distribution defined by the formula

〈T̂ , ϕ〉S ′,S = 〈T, ϕ̂〉S ′,S . (4.1.18)

The linear form T̂ is obviously a tempered distribution since the Fourier transforma-

tion is continuous on S . Thanks to Lemma 4.1.11, if T ∈ S , the present definition

of T̂ and (4.1.4) coincide.

This definition gives that, with δ0 standing as the Dirac mass at 0, 〈δ0, φ〉S ′,S = φ(0)

(obviously a tempered distribution), we have

δ̂0 = 1, (4.1.19)

since 〈δ̂0, ϕ〉 = 〈δ0, ϕ̂〉 = ϕ̂(0) =
∫
ϕ(x)dx = 〈1, ϕ〉.

Theorem 4.1.15. The Fourier transformation is an isomorphism of S ′(Rn). Let

T be a tempered distribution. Then we have1

T =
ˇ̂
T̂,

ˇ̂
T = ˆ̌T . (4.1.20)

With obvious notations, we have the following extensions of (4.1.10),

D̂α
xT (ξ) = ξαT̂ (ξ), (Dα

ξ T̂ )(ξ) = (−1)|α|x̂αT (x)(ξ). (4.1.21)

1We define Ť as the distribution given by 〈Ť , ϕ〉 = 〈T, ϕ̌〉 and if T ∈ S ′, Ť is also a tempered
distribution since ϕ 7→ ϕ̌ is an involutive isomorphism of S .
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Proof. We have for T ∈ S ′

〈
ˇ̂
T̂, ϕ〉S ′,S = 〈 ˆ̂T , ϕ̌〉S ′,S = 〈T̂ , ˆ̌ϕ〉S ′,S = 〈T, ˆ̌̂ϕ〉S ′,S = 〈T, ϕ〉S ′,S ,

where the last equality is due to the fact that ϕ 7→ ϕ̌ commutes2 with the Fourier

transform and (4.1.7) means
ˇ̂
ϕ̂ = ϕ,

a formula also proven true on S ′ by the previous line of equality. Formula (4.1.10)

is true as well for T ∈ S ′ since, with ϕ ∈ S and ϕα(ξ) = ξαϕ(ξ), we have

〈D̂αT , ϕ〉S ′,S = 〈T, (−1)|α|Dαϕ̂〉S ′,S = 〈T, ϕ̂α〉S ′,S = 〈T̂ , ϕα〉S ′,S ,

and the other part is proven the same way.

4.1.2 The Fourier transformation on L1(Rn) and L2(Rn)

Theorem 4.1.16. The Fourier transformation is linear continuous from L1(Rn)

into L∞(Rn) and for u ∈ L1(Rn), we have

û(ξ) =

∫
e−2iπx·ξu(x)dx, ‖û‖L∞(Rn) ≤ ‖u‖L1(Rn). (4.1.22)

Proof. Formula (4.1.4) can be used to define directly the Fourier transform of a

function in L1(Rn) and this gives an L∞(Rn) function which coincides with the

Fourier transform: for a test function ϕ ∈ S (Rn), and u ∈ L1(Rn), we have by the

definition (4.1.18) above and Fubini theorem

〈û, ϕ〉S ′,S =

∫
u(x)ϕ̂(x)dx =

∫∫
u(x)ϕ(ξ)e−2iπx·ξdxdξ =

∫
ũ(ξ)ϕ(ξ)dξ

with ũ(ξ) =
∫
e−2iπx·ξu(x)dx which is thus the Fourier transform of u.

Theorem 4.1.17 (Plancherel formula).

The Fourier transformation can be extended to a unitary operator of L2(Rn), i.e.

there exists a unique bounded linear operator F : L2(Rn) −→ L2(Rn), such that for

u ∈ S (Rn), Fu = û and we have F ∗F = FF ∗ = IdL2(Rn). Moreover

F ∗ = CF = FC, F 2C = IdL2(Rn), (4.1.23)

where C is the involutive isomorphism of L2(Rn) defined by (Cu)(x) = u(−x). This

gives the Plancherel formula: for u, v ∈ L2(Rn),

∫

Rn
û(ξ)v̂(ξ)dξ =

∫
u(x)v(x)dx. (4.1.24)

2If ϕ ∈ S , we have ̂̌ϕ(ξ) =
∫
e−2iπx·ξϕ(−x)dx =

∫
e2iπx·ξϕ(x)dx = ϕ̂(−ξ) = ˇ̂ϕ(ξ).
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Proof. For test functions ϕ, ψ ∈ S (Rn), using Fubini theorem and (4.1.7), we get3

(ψ̂, ϕ̂)L2(Rn) =

∫
ψ̂(ξ)ϕ̂(ξ)dξ =

∫∫
ψ̂(ξ)e2iπx·ξϕ(x)dxdξ = (ψ, ϕ)L2(Rn).

Next, the density of S in L2 shows that there is a unique continuous extension

F of the Fourier transform to L2 and that extension is an isometric operator (i.e.

satisfying for all u ∈ L2(Rn), ‖Fu‖L2 = ‖u‖L2 , i.e. F ∗F = IdL2). We note that the

operator C defined by Cu = ǔ is an involutive isomorphism of L2(Rn) and that for

u ∈ S (Rn),

CF 2u = u = FCFu = F 2Cu.

By the density of S (Rn) in L2(Rn), the bounded operators

CF 2, IdL2(Rn), FCF, F
2C,

are all equal. On the other hand for u, ϕ ∈ S (Rn), we have

(F ∗u, ϕ)L2 = (u, Fϕ)L2 =

∫
u(x)ϕ̂(x)dx

=

∫∫
u(x)ϕ̄(ξ)e2iπx·ξdxdξ = (CFu, ϕ)L2 ,

so that F ∗u = CFu for all u ∈ S and by continuity F ∗ = CF as bounded operators

on L2(Rn), thus FF ∗ = FCF = Id. The proof is complete.

4.1.3 Some standard examples of Fourier transform

Let us consider the Heaviside function defined on R by H(x) = 1 for x > 0, H(x) = 0

for x ≤ 0 ; as a bounded measurable function, it is a tempered distribution, so that

we can compute its Fourier transform. With the notation of this section, we have,

with δ0 the Dirac mass at 0, Ȟ(x) = H(−x),

Ĥ + ̂̌H = 1̂ = δ0, Ĥ − ̂̌H = ŝign,
1

iπ
=

1

2iπ
2δ̂0(ξ) = D̂ sign(ξ) = ξŝignξ.

We note that R 7→ ln |x| belongs to S ′(R) and4 we define the so-called principal

value of 1/x on R by

pv
(1

x

)
=

d

dx
(ln |x|), (4.1.25)

so that, 〈pv
1

x
, φ〉 = −

∫
φ′(x) ln |x|dx = − lim

ε→0+

∫

|x|≥ε
φ′(x) ln |x|dx

= lim
ε→0+

(∫

|x|≥ε
φ(x)

1

x
dx+

(
φ(ε)− φ(−ε)

)
ln ε︸ ︷︷ ︸

→0

)

= lim
ε→0+

∫

|x|≥ε
φ(x)

1

x
dx. (4.1.26)

3We have to pay attention to the fact that the scalar product (u, v)L2 in the complex Hilbert
space L2(Rn) is linear with respect to u and antilinear with respect to v: for λ, µ ∈ C, (λu, µv)L2 =
λµ̄(u, v)L2 .

4For φ ∈ S (R), we have 〈ln |x|, φ(x)〉S ′(R),S (R) =
∫
R φ(x) ln |x|dx.
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This entails ξ
(
ŝignξ − 1

iπ
pv(1/ξ)

)
= 0 and we get

ŝignξ − 1

iπ
pv(1/ξ) = cδ0,

with c = 0 since the lhs is odd5. We obtain

ŝign(ξ) =
1

iπ
pv

1

ξ
, (4.1.27)

̂
pv(

1

πx
) = −i sign ξ, (4.1.28)

Ĥ =
δ0

2
+

1

2iπ
pv(

1

ξ
) =

1

(x− i0)

1

2iπ
. (4.1.29)

Let us consider now for 0 < α < n the L1
loc(Rn) function uα(x) = |x|α−n (|x| is

the Euclidean norm of x); since uα is also bounded for |x| ≥ 1, it is a tempered

distribution. Let us calculate its Fourier transform vα. Since uα is homogeneous of

degree α − n, we get that vα is a homogeneous distribution of degree −α. On the

other hand, if S ∈ O(Rn) (the orthogonal group), we have in the distribution sense6

since uα is a radial function, i.e. such that

vα(Sξ) = vα(ξ). (4.1.30)

The distribution |ξ|αvα(ξ) is homogeneous of degree 0 on Rn\{0} and is also “radial”,

i.e. satisfies (4.1.30). Moreover on Rn\{0}, the distribution vα is a C1 function which

coincides with7

∫
e−2iπx·ξχ0(x)|x|α−ndx+ |ξ|−2N

∫
e−2iπx·ξ|Dx|2N

(
χ1(x)|x|α−n

)
dx,

where χ0 ∈ C∞c (Rn) is 1 near 0 and χ1 = 1 − χ0, N ∈ N, α + 1 < 2N . As a result

|ξ|αvα(ξ) = cα on Rn\{0} and the distribution on Rn (note that α < n)

T = vα(ξ)− cα|ξ|−α

is supported in {0} and homogeneous (on Rn) with degree −α. The condition

0 < α < n gives vα = cα|ξ|−α. To find cα, we compute

∫

Rn
|x|α−ne−πx2dx = 〈uα, e−πx

2〉 = cα

∫

Rn
|ξ|−αe−πξ2dξ

5A distribution T on Rn is said to be odd (resp. even) when Ť = −T (resp. T ).
6For M ∈ Gl(n,R), T ∈ S ′(Rn), we define 〈T (Mx), φ(x)〉 = 〈T (y), φ(M−1y)〉|detM |−1.
7 We have ûα = χ̂0uα + χ̂1uα and for φ supported in Rn\{0} we get,

〈χ̂1uα, φ〉 = 〈χ̂1uα|ξ|2N , φ(ξ)|ξ|−2N 〉 = 〈 ̂|Dx|2Nχ1uα, φ(ξ)|ξ|−2N 〉.
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which yields

2−1Γ(
α

2
)π−

α
2 =

∫ +∞

0

rα−1e−πr
2

dr = cα

∫ +∞

0

rn−α−1e−πr
2

dr

= cα2−1Γ(
n− α

2
)π−(n−α

2
).

We have proven the following lemma.

Lemma 4.1.18. Let n ∈ N∗ and α ∈ (0, n). The function uα(x) = |x|α−n is L1
loc(Rn)

and also a temperate distribution on Rn. Its Fourier transform vα is also L1
loc(Rn)

and given by

vα(ξ) = |ξ|−απ n
2
−α Γ(α

2
)

Γ(n−α
2

)
.

Fourier transform of Gaussian functions

Proposition 4.1.19. Let A be a symmetric nonsingular n×n matrix with complex

entries such that ReA ≥ 0. We define the Gaussian function vA on Rn by vA(x) =

e−π〈Ax,x〉. The Fourier transform of vA is

v̂A(ξ) = (detA)−1/2e−π〈A
−1ξ,ξ〉, (4.1.31)

where (detA)−1/2 is defined according above. In particular, when A = −iB with a

symmetric real nonsingular matrix B, we get

Fourier(eiπ〈Bx,x〉)(ξ) = v̂−iB(ξ) = | detB|−1/2ei
π
4

signBe−iπ〈B
−1ξ,ξ〉. (4.1.32)

Proof. Let us define Υ∗+ as the set of symmetric n × n complex matrices with a

positive definite real part (naturally these matrices are nonsingular since Ax = 0 for

x ∈ Cn implies 0 = Re〈Ax, x̄〉 = 〈(ReA)x, x̄〉, so that Υ∗+ ⊂ Υ+).

Let us assume first that A ∈ Υ∗+; then the function vA is in the Schwartz class

(and so is its Fourier transform). The set Υ∗+ is an open convex subset of Cn(n+1)/2

and the function Υ∗+ 3 A 7→ v̂A(ξ) is holomorphic and given on Υ∗+ ∩ Rn(n+1)/2 by

(4.1.31). On the other hand the function

Υ∗+ 3 A 7→ e−
1
2

trace logAe−π〈A
−1ξ,ξ〉,

is also holomorphic and coincides with previous one on Rn(n+1)/2. By analytic con-

tinuation this proves (4.1.31) for A ∈ Υ∗+.

If A ∈ Υ+ and ϕ ∈ S (Rn), we have 〈v̂A, ϕ〉S ′,S =
∫
vA(x)ϕ̂(x)dx so that

Υ+ 3 A 7→ 〈v̂A, ϕ〉 is continuous and thus (note that the mapping A 7→ A−1 is an

homeomorphism of Υ+), using the previous result on Υ∗+,

〈v̂A, ϕ〉 = lim
ε→0+
〈v̂A+εI , ϕ〉 = lim

ε→0+

∫
e−

1
2

trace log(A+εI)e−π〈(A+εI)−1ξ,ξ〉ϕ(ξ)dξ,

and by continuity of log on Υ+ and dominated convergence,

〈v̂A, ϕ〉 =

∫
e−

1
2

trace logAe−π〈A
−1ξ,ξ〉ϕ(ξ)dξ,

which is the sought result.
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4.1.4 Multipliers of S ′(Rn)

Definition 4.1.20. The space OM(Rn) of multipliers of S (Rn) is the subspace of

the functions f ∈ C∞(Rn) such that,

∀α ∈ Nn,∃Cα > 0,∃Nα ∈ N, ∀x ∈ Rn, |(∂αx f)(x)| ≤ Cα(1 + |x|)Nα . (4.1.33)

It is easy to check that, for f ∈ OM(Rn), the operator u 7→ fu is continuous

from S (Rn) into itself, and by transposition from S ′(Rn) into itself: we define for

T ∈ S ′(Rn), f ∈ OM(Rn),

〈fT, ϕ〉S ′,S = 〈T, fϕ〉S ′,S ,

and if p is a semi-norm of S , the continuity on S of the multiplication by f implies

that there exists a semi-norm q on S such that for all ϕ ∈ S , p(fϕ) ≤ q(ϕ). A

typical example of a function in OM(Rn) is eiP (x) where P is a real-valued polynomial:

in fact the derivatives of eiP (x) are of type Q(x)eiP (x) where Q is a polynomial so

that (4.1.33) holds.

Definition 4.1.21. Let T, S be tempered distributions on Rn such that T̂ belongs

to OM(Rn). We define the convolution T ∗ S by

T̂ ∗ S = T̂ Ŝ. (4.1.34)

Note that this definition makes sense since T̂ is a multiplier so that T̂ Ŝ is indeed

a tempered distribution whose inverse Fourier transform is meaningful. We have

〈T ∗ S, φ〉S ′(Rn),S (Rn) = 〈T̂ ∗ S, ˆ̌φ〉S ′(Rn),S (Rn) = 〈Ŝ, T̂ ˆ̌φ〉S ′(Rn),S (Rn).

Proposition 4.1.22. Let T be a distribution on Rn such that T is compactly sup-

ported. Then T̂ is a multiplier which can be extended to an entire function on Cn

such that if suppT ⊂ B̄(0, R0),

∃C0, N0 ≥ 0,∀ζ ∈ Cn, |T̂ (ζ)| ≤ C0(1 + |ζ|)N0e2πR0| Im ζ|. (4.1.35)

In particular, for S ∈ S ′(Rn), we may define according to (4.1.34) the convolution

T ∗ S.

Proof. Let us first check the case R0 = 0: then the distribution T is supported at {0}
and is a linear combination of derivatives of the Dirac mass at 0. Formulas (4.1.19),

(4.1.21) imply that T̂ is a polynomial, so that the conclusions of Proposition 4.1.22

hold in that case.

Let us assume that R0 > 0 and let us consider a function χ is equal to 1 in

neighborhood of suppT (this implies χT = T ) and

〈T̂ , φ〉S ′,S = 〈χ̂T , φ〉S ′,S = 〈T, χφ̂〉S ′,S . (4.1.36)
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On the other hand, defining for ζ ∈ Cn (with x · ζ =
∑
xjζj for x ∈ Rn),

F (ζ) = 〈T (x), χ(x)e−2iπx·ζ〉S ′,S , (4.1.37)

we see that F is an entire function (i.e. holomorphic on Cn): calculating

F (ζ + h)− F (ζ) = 〈T (x), χ(x)e−2iπx·ζ(e−2iπx·h − 1)〉
= 〈T (x), χ(x)e−2iπx·ζ(−2iπx · h)〉

+ 〈T (x), χ(x)e−2iπx·ζ
∫ 1

0

(1− θ)e−2iθπx·hdθ(−2iπx · h)2〉,

and applying to the last term the continuity properties of the linear form T , we

obtain that the complex differential of F is

∑

1≤j≤n
〈T (x), χ(x)e−2iπx·ζ(−2iπxj)〉dζj.

Moreover the derivatives of (4.1.37) are

F (k)(ζ) = 〈T (x), χ(x)e−2iπx·ζ(−2iπx)k〉S ′,S . (4.1.38)

To evaluate the semi-norms of x 7→ χ(x)e−2iπx·ζ(−2iπx)k in the Schwartz space, we

have to deal with a finite sum of products of type

∣∣xγ(∂αχ)(x)e−2iπx·ζ(−2iπζ)β
∣∣ ≤ (1 + |ζ|)|β| sup

x∈Rn
|xγ(∂αχ)(x)e2π|x|| Im ζ||.

We may now choose a function χ0 equal to 1 on B(0, 1), supported in B(0, R0+2ε
R0+ε

)

such that ‖∂βχ0‖L∞ ≤ c(β)ε−|β| with ε = R0

1+|ζ| . We find with

χ(x) = χ0(x/(R0 + ε)) (which is 1 on a neighborhood of B(0, R0)),

sup
x∈Rn
|xγ(∂αχ)(x)e2π|x|| Im ζ|| ≤ (R0 + 2ε)|γ| sup

y∈Rn
|(∂αχ0)(y)e2π(R0+2ε)| Im ζ||

≤ (R0 + 2ε)|γ|e2π(R0+2ε)| Im ζ|c(α)ε−|α|

= (R0 + 2
R0

1 + |ζ|)
|γ|e2π(R0+2

R0
1+|ζ| )| Im ζ|c(α)(

1 + |ζ|
R0

)|α|

≤ (3R0)|γ|e2πR0| Im ζ|e4πR0c(α)R
−|α|
0 (1 + |ζ|)|α|

yielding

|F (k)(ζ)| ≤ e2πR0| Im ζ|Ck(1 + |ζ|)Nk ,

which implies that Rn 3 ξ 7→ F (ξ) is indeed a multiplier. We have also

〈T, χφ̂〉S ′,S = 〈T (x), χ(x)

∫

Rn
φ(ξ)e−2iπxξdξ〉S ′,S .
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Since the function F is entire we have for φ ∈ C∞c (Rn), using (4.1.38) and Fubini

Theorem on `1(N)× L1(Rn),

∫

Rn
F (ξ)φ(ξ)dξ =

∑

k≥0

〈T (x), χ(x)(−2iπx)k〉
∫

suppφ

ξk

k!
φ(ξ)dξ. (4.1.39)

On the other hand, since φ̂ is also entire (from the discussion on F or directly from

the integral formula for the Fourier transform of φ ∈ C∞c (Rn)), we have

〈T, χφ̂〉 = 〈T (x), χ(x)
∑

k≥0

(φ̂)(k)(0)xk/k!〉

= 〈T (x), χ(x) lim
N→+∞

∑

0≤k≤N
(φ̂)(k)(0)xk/k!

︸ ︷︷ ︸
convergence in C∞c (Rn)

〉

= lim
N→+∞

∑

0≤k≤N
〈T (x), χ(x)xk/k!〉

∫

Rn
φ(ξ)(−2iπξ)kdξ.

Thanks to (4.1.39), that quantity is equal to
∫
Rn F (ξ)φ(ξ)dξ. As a result, the tem-

pered distributions T̂ and F coincide on C∞c (Rn), which is dense in S (Rn) and so

T̂ = F , concluding the proof.

4.2 G̊arding’s inequality

4.2.1 The Wick calculus of pseudodifferential operators

Wick quantization

We recall here some facts on the so-called Wick quantization, as used in [21], [22],

[23].

Definition 4.2.1. Let Y = (y, η) be a point in Rn×Rn. The operator ΣY is defined

as
[
2ne−2π|·−Y |2]w. Let a be in L∞(R2n). The Wick quantization of a is defined as

aWick =

∫

R2n

a(Y )ΣY dY. (4.2.1)

Remark 4.2.2. The operator ΣY is a rank-one orthogonal projection: we have

ΣY u = (Wu)(Y )τY ϕ0 with (Wu)(Y ) = 〈u, τY ϕ0〉L2(Rn), (4.2.2)

where ϕ0(x) = 2n/4e−π|x|
2

and (τy,ηϕ0)(x) = ϕ0(x− y)e2iπ〈x− y
2
,η〉. (4.2.3)
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In fact we get from the definition of ΣY that, for u ∈ S (Rn)

(Σy,ηu)(x) =

∫∫
u(z)e2iπ(x−z)·ξ2ne−2π|x+z

2
−y|2e−2π|ξ−η|2dzdξ

=

∫
u(z)e2iπ(x−z)·η2n/2e−2π|x+z

2
−y|2e−

π
2
|x−z|2dz

=

∫
u(z)e−2iπ(z− y

2
)·η2n/4e−π|z−y|

2

dz 2n/4e−π|x−y|
2

e2iπ(x− y
2

)·η

= 〈u, τy,ηϕ0〉τy,ηϕ0.

Proposition 4.2.3.

(1) Let a be in L∞(R2n). Then aWick = W ∗aµW and 1Wick = IdL2(Rn) where W is

the isometric mapping from L2(Rn) to L2(R2n) given above, and aµ the operator of

multiplication by a in L2(R2n). The operator πH = WW ∗ is the orthogonal projection

on a closed proper subspace H of L2(R2n) and has the kernel

Π(X, Y ) = e−
π
2
|X−Y |2e−iπ[X,Y ], (4.2.4)

where [, ] is the symplectic form. Moreover, we have

‖aWick‖L(L2(Rn)) ≤ ‖a‖L∞(R2n), (4.2.5)

a(X) ≥ 0 for all X implies aWick ≥ 0. (4.2.6)

(2) Let m be a real number, and p ∈ S(Λm,Λ−1Γ), where Γ is the Euclidean norm

on R2n. Then pWick = pw + r(p)w, with r(p) ∈ S(Λm−1,Λ−1Γ) so that the mapping

p 7→ r(p) is continuous. More precisely, one has

r(p)(X) =

∫ 1

0

∫

R2n

(1− θ)p′′(X + θY )Y 2e−2πΓ(Y )2ndY dθ.

Note that r(p) = 0 if p is affine and r(p) = 1
8π

trace p′′ if p is a polynomial with

degree ≤ 2.

(3) For a ∈ L∞(R2n), the Weyl symbol of aWick is

a ∗ 2n exp−2πΓ,which belongs to S(1,Γ) with kth-seminorm c(k)‖a‖L∞. (4.2.7)

(4) Let R 3 t 7→ a(t,X) ∈ R such that, for t ≤ s, a(t,X) ≤ a(s,X). Then, for

u ∈ C1
c

(
Rt, L

2(Rn)
)
, assuming a(t, ·) ∈ L∞(R2n),

∫

R
Re〈Dtu(t), ia(t)Wicku(t)〉L2(Rn)dt ≥ 0. (4.2.8)

(5) With the operator ΣY given in Definition 4.2.1, we have the estimate

‖ΣY ΣZ‖L(L2(Rn)) ≤ 2ne−
π
2

Γ(Y−Z). (4.2.9)
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(6) More precisely, the Weyl symbol of ΣY ΣZ is, as a function of the variable X ∈
R2n, setting Γ(T ) = |T |2

e−
π
2
|Y−Z|2e−2iπ[X−Y,X−Z]2ne−2π|X−Y+Z

2
|2 . (4.2.10)

Remark 4.2.4. Part of this proposition is well summarized by the following dia-

gram:
L2(R2n)

a−−−−−−−−−−−−→
(multiplication by a)

L2(R2n)

W

x
yW ∗

L2(Rn) −−−→
aWick

L2(Rn)

Proof. For u, v ∈ S (Rn), we have

〈aWicku, v〉 =

∫

R2n

a(Y )〈ΣY u, v〉L2(Rn)dY =

∫

R2n

a(Y )(Wu)(Y )(Wv)(Y )dY,

which gives

aWick = W ∗aµW. (4.2.11)

Also we have from (4.2.1) that 1Wick = Id, since

1Wick =

∫

R2n

ΣY dY has Weyl symbol

∫

R2n

2ne−2π|X−Y |2dY = 1.

This implies that

W ∗W = Id,

i.e. W is isometric from L2(Rn) into L2(R2n). The operator WW ∗ is bounded

selfadjoint and is a projection since WW ∗WW ∗ = WW ∗. Defining H as ranW ,

we get that WW ∗ is the orthogonal projection onto H, since the range of WW ∗ is

included in the range of W , and for Φ ∈ H, we have

Φ = Wu = WW ∗Wu ∈ ran(WW ∗).

Moreover ranW is closed since W is isometric, that latter property implying also,

using (4.2.11), the property (4.2.5), whereas (4.2.6) follows from (4.2.1) and ΣY ≥ 0

as an orthogonal projection. The kernel of the operator WW ∗ is, from (4.2.2),

(4.2.3), with X = (x, ξ), Y = (y, η),

Π(X,Y ) = 〈τY ϕ0, τXϕ0〉L2(Rn)

= 2n/2
∫

Rn
e−π|t−x|

2

e−π|t−y|
2

e2iπ(t− y
2

)·ηe−2iπ(t−x
2

)·ξdt

= e−
π
2
|x−y|22n/2

∫

Rn
e−

π
2
|2t−x−y|2e2iπt·(η−ξ)dteiπ(x·ξ−y·η)

= e−
π
2
|x−y|22n/2

∫

Rn
e−2π|t|2e2iπ(t+x+y

2
)·(η−ξ)dteiπ(x·ξ−y·η)

= e−
π
2
|x−y|2e−

π
2
|ξ−η|2eiπ(x+y)·(η−ξ)eiπ(x·ξ−y·η)

= e−
π
2
|x−y|2e−

π
2
|ξ−η|2eiπ(xη−yξ) = e−

π
2
|X−Y |2e−iπ[X,Y ],
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which is (4.2.4). Postponing the proof of H 6= L2(R2n) until after the proof of (2),

we have proven (1). To obtain (2), we note that (4.2.1) gives directly that

aWick = (a ∗ 2n exp−2πΓ)w

and the second order Taylor expansion gives (2) while (3) is obvious from the

convolution formula. Note also that u ∈ S (Rn) implies Wu ∈ S (R2n) since

e−iπy·η(Wu)(y, η) is the partial Fourier transform with respect to x of Rn × Rn 3
(x, y) 7→ u(x)2n/4e−π|x−y|

2
: this gives also another proof of W isometric since

∫∫
|u(x)|22n/2e−2π|x−y|2dxdy = ‖u‖2

L2(Rn).

We calculate now, for u ∈ S (Rn) with L2 norm 1, using the already proven (2) on

the Wick quantization of linear forms,

2 Re〈πHξ1Wu, ix1Wu〉L2(R2n) = 2 Re〈W ∗ξ1Wu, iW ∗x1Wu〉L2(Rn)

= 2 Re〈ξWick
1 u, ixWick

1 u〉L2(Rn) = 2 Re〈D1u, ix1u〉L2(Rn) = 1/2π.

If H were the whole L2(R2n), the projection πH would be the identity and we would

have

0 = 2 Re〈ξ1Wu, ix1Wu〉L2(R2n) = 2 Re〈πHξ1Wu, ix1Wu〉L2(R2n) = 1/2π.

Let us prove (4). We have from the Lebesgue dominated convergence theorem,

α =

∫

R
Re〈Dtu(t), ia(t)Wicku(t)〉L2(Rn)dt

= − lim
h→0+

∫

R

1

2πh
Re〈u(t+ h)− u(t), a(t)Wicku(t+ h)〉L2(Rn)dt

= lim
h→0+

1

2πh

(
−
∫

R
Re〈u(t), a(t− h)Wicku(t)〉L2(Rn)dt

+

∫

R
Re〈u(t), a(t)Wicku(t+ h)〉L2(Rn)dt

)

= lim
h→0+

{ 1

2πh

∫

R
Re〈
(
a(t)− a(t− h)

)Wick
u(t), u(t)〉L2(Rn)dt

︸ ︷︷ ︸
=β(h)

+

∫

R
Re〈 −1

2πhi

(
u(t+ h)− u(t)

)
, ia(t)Wicku(t)〉L2(Rn)dt

︸ ︷︷ ︸
with limit −α

}
.

The previous calculation shows that β(h) has a limit when h → 0+ and 2α =

limh→0+ β(h). Since the function a(t)− a(t− h) is non-negative, the already proven
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(4.2.6) implies that the operator (a(t)− a(t− h))Wick is also non-negative, imply-

ing β(h) ≥ 0 which gives α ≥ 0, i.e. (4.2.8)8. Since for the Weyl quantization,

‖aw‖L(L2(Rn)) ≤ 2n‖a‖L1(R2n), we get the result (4.2.9) from (4.2.10). Let us finally

prove the latter formula. From the composition formula (4.3.5), we obtain that the

Weyl symbol ω of ΣY ΣZ is

ω(X) = 22n

∫∫
e−4iπ[X−X1,X−X2]22ne−2π|X1−Y |2e−2π|X2−Z|2dX1dX2

= 24n

∫∫
e−4iπ[X−Y,X−X2]e−2iπ〈X1,2σ(X−X2)〉e−2π|X1|2e−2π|X2−Z|2dX1dX2

= 23n

∫
e−4iπ[X−Y,X−X2]e−2π|X−X2|2e−2π|X2−Z|2dX2

= 23ne−π|X−Z|
2

∫
e−4iπ[X−Y,X−X2]e−π|X+Z−2X2|2dX2

= 23ne−π|X−Z|
2

e−2iπ[X−Y,X−Z]

∫
e−4iπ[X−Y,−X2]e−4π|X2|2dX2

= 2ne−π|X−Z|
2

e−2iπ[X−Y,X−Z]e−π|X−Y |
2

= 2ne−2iπ[X−Y,X−Z]e−2π|X−Y+Z
2
|2e−

π
2
|Y−Z|2 .

Fock-Bargmann spaces

There are also several links with the so-called Fock-Bargmann spaces (the space H
above), that we can summarize with the following definitions and properties.

Proposition 4.2.5. With H defined in Proposition 4.2.3 we have

H ={Φ ∈ L2(R2n
y,η), Φ = f(z) exp−π

2
|z|2, z = η + iy , f entire}, (4.2.12)

i.e. H = ranW = L2(R2n) ∩ ker(∂̄ + π
2
z).

Proof. For v ∈ L2(Rn), we have, with the notation z2 =
∑

1≤j≤n z
2
j for z ∈ Cn,

(Wv)(y, η) =

∫

Rn
v(x)2n/4e−π(x−y)2e−2iπ(x− y

2
)ηdx

=

∫

Rn
v(x)2n/4e−π(x−y+iη)2dxe−

π
2

(y2+η2)e−
π
2

(η+iy)2 (4.2.13)

and we see that Wv ∈ L2(R2n)∩ker(∂̄+ π
2
z). Conversely, if Φ ∈ L2(R2n)∩ker(∂̄+ π

2
z),

8 Note that (4.2.8) is simply a way of writing that d
dt

(
a(t)Wick

)
≥ 0, which is a consequence of

(4.2.6) and of the non-decreasing assumption made on t 7→ a(t,X).
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we have Φ(x, ξ) = e−
π
2

(x2+ξ2)f(ξ + ix) with Φ ∈ L2(R2n) and f entire. This gives

(WW ∗Φ)(x, ξ) =

∫∫
e−

π
2

(
(ξ−η)2+(x−y)2+2iξy−2iηx

)
Φ(y, η)dydη

= e−
π
2

(ξ2+x2)

∫∫
e−

π
2

(η2−2ξη+y2−2xy+2iξy−2iηx)Φ(y, η)dydη

= e−
π
2

(ξ2+x2)

∫∫
e−

π
2

(
η2+y2+2iy(ξ+ix)−2η(ξ+ix)

)
Φ(y, η)dydη

= e−
π
2

(ξ2+x2)

∫∫
e−π(y2+η2)eπ(η−iy)(ξ+ix)f(η + iy)dydη

= e−
π
2
|z|2
∫∫

e−π|ζ|
2

eπζ̄zf(ζ)dydη (ζ = η + iy, z = ξ + ix)

= e−
π
2
|z|2
∫∫

f(ζ)
∏

1≤j≤n

1

π(zj − ζj)
∂

∂ζ̄j

(
e−π|ζ|

2

eπζ̄z
)
dydη

= e−
π
2
|z|2〈f(ζ)

∏

1≤j≤n

∂

∂ζ̄j

( 1

π(ζj − zj)
)
, e−π|ζ|

2

eπζ̄z〉S ′(R2n),S (R2n)

= e−
π
2
|z|2f(z),

since f is entire. This implies WW ∗Φ = Φ and Φ ∈ ranW , completing the proof of

the proposition.

Proposition 4.2.6. Defining

H = ker(∂̄ +
π

2
z) ∩S ′(R2n), (4.2.14)

the operator W given by (4.2.2) can be extended as a continuous mapping from

S ′(Rn) onto H (the L2(Rn) dot-product is replaced by a bracket of (anti)duality).

The operator Π̃ with kernel Π given by (4.2.4) defines a continuous mapping from

S (R2n) into itself and can be extended as a continuous mapping from S ′(R2n) onto

H . It verifies

Π̃2 = Π̃, Π̃|H = IdH . (4.2.15)

Proof. As above we use that e−iπyη(Wv)(y, η) is the partial Fourier transform w.r.t.

x of the tempered distribution on R2n
x,y

v(x)2n/4e−π(x−y)2 .

Since e±iπyη are in the space OM(R2n) of multipliers of S (R2n), that transformation

is continuous and injective from S ′(Rn) into S ′(R2n). Replacing in (4.2.13) the

integrals by brackets of duality, we see that W (S ′(Rn)) ⊂ H . Conversely, if Φ ∈
H , the same calculations as above give (4.2.15) and (4.2.14).

4.2.2 The G̊arding inequality with gain of one derivative

We want to prove in this section that a non-negative symbol of order 1, related to an

admissible metric, is quantized by an operator which is semi-bounded from below.



114 CHAPTER 4. APPENDIX

To be of order 1 for a symbol a means that a ∈ S(λg, g). The main point in this

generalization is that the non-negativity for the operator as a consequence of the

non-negativity of its symbol holds true as well for any admissible metric g.

However, we want also to deal with systems, including infinite-dimensional sys-

tems and prove our inequality in that framework. So far we have dealt only with

scalar-valued (complex-valued) symbols ; let us first consider a symbol a defined

on R2n but valued in the algebra of N × N matrices. It means simply that a =

(ajk)1≤j,k≤N where each ajk belongs to S(m, g) for some g-admissible weight m. Al-

though many results can be extended without much change to this “matrix-valued”

case, it is very important to keep in mind that B(H) is not commutative as soon

as dimH > 1 and that the composition formula and the Poisson bracket should be

given the proper definition, taking into account the position of the various terms.

Anyhow, we shall skip checking all the details of that calculus for systems of pseu-

dodifferential operators and take advantage of the very simple proof using the Wick

calculus to extend the result to that case.

Theorem 4.2.7. Let g be an admissible metric on R2n, H be a Hilbert space, a be

a symbol in S(λg, g) valued in the non-negative symmetric bounded operators on H.

Then the operator aw is semi-bounded from below, and more precisely, there exists

l ∈ N and C depending only on n such that

∀u ∈ S (Rn;H), 〈awu, u〉+ C‖a‖(l)
S(λg ,g)

‖u‖2
L2(Rn;H) ≥ 0. (4.2.16)

Under the same hypothesis, the same result is true with

〈awu, u〉 replaced by Re〈a(x,D)u, u〉.

Proof. We can find a family (ϕY )Y ∈R2n of functions uniformly in S(1, g) supported

in UY,r, nonnegative, such that
∫
ϕY |gY |1/2dY = 1. With (ψY )Y ∈R2n uniformly in

S(1, g) and real-valued, supported in UY,2r, equal to 1 on UY,r, we have

ψY ]ϕY a]ψY = ϕY a+ rY , (4.2.17)

and we get that (rY )Y ∈R2n is a uniformly confined family of symbols, so that

aw ≡
∫

R2n

ψwY (ϕY a)wψwY |gY |1/2dY, mod L (L2(Rn)). (4.2.18)

The symbol ϕY a belongs uniformly to S(λg(Y ), gY ) ⊂ S(λg(Y ), λg(Y )−1g\Y ), and

g\Y = (g\Y )σ. Using a linear symplectic mapping and Segal’s formula, we get that

(ϕY a)w is unitary equivalent to some αw with 0 ≤ α ∈ S(µ, µ−1|dX|2) with semi-

norms bounded above independently of Y and µ = λg(Y ). Proposition 4.2.3(1)(2)

imply that αw + C ≥ 0, where C is a seminorm of α and thus of a, so that

(aϕY )w + C ≥ 0. Plugging this in (4.2.18), we get the result since
∫
ψwY ψ

w
Y |gY |1/2dY ∈ L (L2(Rn)), (4.2.19)

thanks to Cotlar’s lemma.
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Remark 4.2.8. The reader may think that we did not pay much attention to the

fact that the symbol was valued in B(H); in fact, since the ψY , χY are scalar-

valued, the formulas (4.2.17), (4.2.18) hold without change (except that L2(Rn)

becomes L2(Rn;H)) and it is a simple matter to check that the B(H)-valued version

of Proposition 4.2.3 holds true, with the non-negativity condition a(X) ≥ 0 meaning

a(X) nonnegative symmetric bounded operator in H.

4.3 Weyl quantization

A much more detailed account is given in the book [24] (see in particular Section

2.1.3). We are given a function a defined on the phase space Rn × Rn (a is a

“Hamiltonian”) and we wish to associate to this function an operator. For instance,

we may introduce the one-parameter formulas, opt for t ∈ R,

(opt(a))u(x) =

∫∫
e2iπ(x−y)·ξa

(
(1− t)x+ ty, ξ

)
u(y)dydξ. (4.3.1)

When t = 0, we recognize the standard quantization, quantizing a(x)ξj in a(x)Dxj .

However, one may wish to multiply first and take the derivatives afterwards: this is

what the choice t = 1 does, quantizing a(x)ξj in Dxja(x). The more symmetrical

choice t = 1/2 was done by Hermann Weyl: we have

(op1/2(a))u(x) =

∫∫
e2iπ(x−y)·ξa

(x+ y

2
, ξ
)
u(y)dydξ, (4.3.2)

and thus

op1/2(a(x)ξj) =
1

2

(
a(x)Dxj +Dxja(x)

)
.

This quantization is widely used in quantum mechanics, because a real-valued Hamil-

tonian gets quantized by a (formally) selfadjoint operator.9 The reader may be

embarrassed by the fact that we did not bother about the convergence of the inte-

grals above. Before providing a definition, we may assume that a ∈ S (R2n), u, v ∈
S (Rn), t ∈ R and compute

〈(opta)u, v〉 =

∫∫∫
a
(
(1− t)x+ ty, ξ

)
e2iπ(x−y)·ξu(y)v̄(x)dydξdx

=

∫∫∫
a(z, ξ)e−2iπs·ξu(z + (1− t)s)v̄(z − ts)dzdξds

=

∫∫∫
a(x, ξ)e−2iπz·ξu(x+ (1− t)z)v̄(x− tz)dxdξdz,

so that with

Ωu,v(t)(x, ξ) =

∫
e−2iπz·ξu(x+ (1− t)z)v̄(x− tz)dz, (4.3.3)

9The most important property of that quantization remains its symplectic invariance.
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which is easily seen10 to be in S (R2n) when u, v ∈ S (Rn), we can give the following

definition.

Definition 4.3.1. Let a ∈ S ′(R2n) be a tempered distribution and t ∈ R. We

define the operator opta : S (Rn) −→ S ∗(Rn) by the formula

〈(opta)u, v〉S ∗(Rn),S (Rn) =≺ a,Ωu,v(t) �S ′ (R2n),S (R2n),

where S ∗(Rn) is the antidual of S (Rn) (continuous antilinear forms).

Proposition 4.3.2. Let a ∈ S ′(R2n) be a tempered distribution and t ∈ R. We

have

opt(a) = op0(J ta) = (J ta)(x,D),

with J t = e2iπtDx·Dξ .

Proof. Let u, v ∈ S (Rn). With the S (R2n) function Ωu,v(t) given above, we have

for t 6= 0,

(
J tΩu,v(0)

)
(x, ξ) = |t|−n

∫∫
e−2iπt−1(x−y)·(ξ−η)Ωu,v(0)(y, η)dydη

= |t|−n
∫∫

e−2iπt−1(x−y)·(ξ−η)û(η)v̄(y)e2iπy·ηdydη

=

∫∫
e−2iπz·(ξ−η)û(η)v̄(x− tz)e2iπ(x−tz)·ηdzdη

=

∫
e−2iπz·ξu(x+ (1− t)z)v̄(x− tz)dz = Ωu,v(t)(x, ξ), (4.3.4)

so that

〈(opta)u, v〉S ∗(Rn),S (Rn) =≺ a,Ωu,v(t) �S ′(R2n),S (R2n) (definition 4.3.1)

=≺ a, J tΩu,v(0) �S ′(R2n),S (R2n) (proerty (4.3.4))

=≺ J ta,Ωu,v(0) �S ′(R2n),S (R2n) (easy identity for J t)

= 〈(J ta)(x,D)u, v〉S ∗(Rn),S (Rn)

completing the proof.

Remark 4.3.3. We get in particular that

a(x,D)∗ = op1(ā) = (Jā)(x,D),

a formula which in fact motivates the study of the group J t. On the other hand,

using the Weyl quantization simplifies somewhat the matter of taking adjoints since

we have,
(
op1/2(a)

)∗
=
(
op0(J1/2a)

)∗
= op0(J(J1/2a)) = op0(J1/2ā) = op1/2(ā)

and in particular if a is real-valued, op1/2(a) is formally selfadjoint.

10In fact the linear mapping Rn×Rn 3 (x, z) 7→ (x−tz, x+(1−t)z) has determinant 1 and Ωu,v(t)
appears as the partial Fourier transform of the function Rn×Rn 3 (x, z) 7→ v̄(x−tz)u(x+(1−t)z),
which is in the Schwartz class.
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Composition formula

It is easy to see that the operator aw is continuous from S (Rn) into itself whenever

a ∈ C∞b (R2n) and thus in particular when a ∈ S (R2n). For a, b ∈ S (R2n), we

obtain

awbw =

∫∫

R2n×R2n

a(Y )b(Z)22nσY σZdY dZ.

We get awbw = (a]b)w with

(a]b)(X) = 22n

∫∫

R2n×R2n

e−4iπ[X−Y,X−Z]a(Y )b(Z)dY dZ. (4.3.5)

We can compare this with the classical composition formula, a namely op(a)op(b) =

op(a � b) with

(a � b)(x, ξ) =

∫∫

Rn×Rn
e−2iπy·ηa(x, ξ + η)b(y + x, ξ)dydη.

Another method to perform that calculation would be to use the kernels of the

operators aw, bw. For future reference, we note that the distribution kernel ka of the

operator a(x,D) (for a ∈ S ′(R2n)) is

ka(x, y) =

∫
e2iπ(x−y)·ξa(x, ξ)dξ = â2(x, y − x) (4.3.6)

so that â2(x, y) = ka(x, y + x) and in the distribution sense

a(x, ξ) =

∫
e2iπy·ξka(x, y + x)dy. (4.3.7)

The distribution kernel κa of the operator aw (for a ∈ S ′(R2n)) is (in the distribution

sense)

κa(x, y) =

∫
e2iπ(x−y)·ξa(

x+ y

2
, ξ)dξ (4.3.8)

so that κa(x− t
2
, x+ t

2
) =

∫
e−2iπt·ξa(x, ξ)dξ = â2(x, t) and thus

a(x, ξ) =

∫
κa(x−

t

2
, x+

t

2
)e2iπtξdt. (4.3.9)

Remark 4.3.4. For aj ∈ Smj1,0 , j = 1, 2 we have

a1]a2 = a1a2 +
1

4iπ
{a1, a2} mod Sm1+m2−2

1,0 , (4.3.10)

a1]a2 + a2]a1 = 2a1a2 mod Sm1+m2−2
1,0 , (4.3.11)

a1]a2 − a2]a1 =
1

2iπ
{a1, a2} mod Sm1+m2−3

1,0 . (4.3.12)
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4.4 Fefferman-Phong inequality

The Fefferman-Phong inequality would deserve a full lecture and is certainly too

difficult to be thoroughly treated in a simple appendix. We refer the reader to the

detailed treatment given in Section 2.5.3 of [24] or to Theorem 18.6.8 in [13]. For the

reader interested solely in Carleman estimates, it should be noted that Fefferman-

Phong’s inequality was used only to tackle the class of principally normal operators

with complex coefficients.

4.5 Riemannian-Lorentzian geometry glossary

4.5.1 Differential geometry

We assume that the reader is familiar with the notion of differentiable manifold,

exterior differentiation and tensors. Let X be a vector field and ω be a p-form. We

define the Lie derivative LX(ω) as

LX(ω) = d(ωcX) + dωcX, (4.5.1)

where c stands for the interior product: for a p-form ω and vector fields X, Y2, . . . , Yp,

〈ωcX, Y2 ∧ · · · ∧ Yp〉 = 〈ω,X ∧ Y2 ∧ · · · ∧ Yp〉
In particular if f is a function, we have LX(f) = 〈df,X〉 = Xf. The Lie derivative

preserves tensor type and acts as a derivation on tensor products:

LX(S ⊗ T ) = LX(S)⊗ T + S ⊗LX(T ). (4.5.2)

For X, Y vector fields, we have

LX(Y ) = [X, Y ]. (4.5.3)

Indeed for a function f , using that the Lie derivative obeys Leibniz’ rule with respect

to contraction, we get

〈df,LX(Y )〉 = LX(〈df, Y 〉)− 〈LX(df), Y 〉 = XY f − 〈d(dfcX), Y 〉 = XY f − Y Xf.
On the other hand, the Lie derivative commutes with the exterior differentiation:

for ω a p-form, we have

LX(dω) = d(LXω). (4.5.4)

This follows from (4.5.1): d(LXω) = d(dωcX) = LX(dω).

4.5.2 Riemaniann-Lorentzian geometry

Let (M, g) be a Riemannian (resp. Lorentzian) manifold, i.e. a differentiable mani-

fold equipped with a section of the bundle of (0, 2) tensors which is positive definite

(resp. non degenerate with index 1). In a coordinate chart W it means that we are

given a smooth mapping W 3 x 7→ g(x) which is a symmetric n×n matrix, positive

definite in the Riemaniann case, with signature (n− 1, 1) in the Lorentzian case.
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The Laplace-Beltrami operator ∆g in the Riemannian case, the wave op-
erator �g in the Lorentzian case

are given in a coordinate chart by

|g|−1/2
∑

1≤j,k≤n

∂

∂xj
|g|1/2gjk(x)

∂

∂xk
, |g| = | det g|, (gjk(x)) = g(x)−1. (4.5.5)

We note the formal selfadjointness of that operator: for u, v smooth compactly

supported in a coordinate chart W , we have, using Einstein convention,

〈�gu, v〉L2(M) =

∫

Rn
|g(x)|−1/2 ∂

∂xj

(
|g|1/2gjk(x)

∂u

∂xk

)
v̄(x)|g(x)|1/2dx

= −
∫

Rn
|g|1/2gjk(x)

∂u

∂xk
∂v̄

∂xj
dx

=

∫

Rn
|g(x)|−1/2 ∂

∂xk

(
|g|1/2gjk(x)

∂v̄

∂xj

)
u(x)|g(x)|1/2dx

= 〈u,�gv〉L2(M).

The Levi-Civita connection D

acts linearly on tensors, is a derivation with respect to contraction, preserves the

metric Dg = 0, and is torsion-free: for X, Y vector fields

DX(Y )−DY (X) = [X, Y ]. (4.5.6)

For X, Y, Z vector fields, we have

X(g(Y, Z)) + Y (g(Z,X))− Z(g(X, Y ))

= g(DX(Y ), Z) + g(Y,DX(Z)) + g(DY (Z), X) + g(Z,DY (X))

− g(DZ(X), Y )− g(X,DZ(Y ))

=
(
DX(Y ) +DY (X), Z

)
g

+
(
[X,Z], Y

)
g

+
(
[Y, Z], X

)
g

=
(
2DX(Y )− [X, Y ], Z

)
g

+
(
[X,Z], Y

)
g

+
(
[Y, Z], X

)
g

so that

(
2DX(Y ), Z

)
g

= X(g(Y, Z)) + Y (g(Z,X))− Z(g(X, Y ))

−
(
[X,Z], Y

)
g
−
(
[Y, Z], X

)
g

+
(
[X, Y ], Z

)
g
,

proving the determination of the Levi-Civita connection by the previous axioms. We

may define the Christoffel symbols

Dej(ek) = Γljkel, (note that (4.5.6) implies Γljk = Γlkj).

Since we have from the previous formula

1

2

(
∂xj(gkm) + ∂xk(gjm)− ∂xm(gjk)

)
= (Dej(ek), em)g = Γljkglm
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we obtain

gmp

2

(
∂xj(gkm) + ∂xk(gjm)− ∂xm(gjk)

)
= Γljkglmg

mp = Γljkδl,p

so that

Γljk =
glm

2

(
∂xj(gmk) + ∂xk(gmj)− ∂xm(gjk)

)
. (4.5.7)

The gradient, the Hessian.

Let f be a smooth function we define the vector field ∇f by the identity satisfied

for any vector field X,

(
∇f,X

)
g

= 〈df,X〉 = Xf, so that ∇f = g−1df .

The Hessian of f is ∇2f which is a (0, 2) tensor: for X, Y vector fields, we have

DX

(
∇f, Y

)
g

=
(
DX∇f, Y

)
g

+
(
∇f,DXY

)
g
,

so that
(
DX∇f, Y

)
g

= XY f −DX(Y )f. This gives as well

(
DY∇f,X

)
g

= Y Xf −DY (X)f.

and we note that

XY f −DX(Y )f = Y Xf −DY (X)f,

since the Levi-Civita connection is torsion free (see (4.5.6)): [X, Y ] = DX(Y ) −
DY (X). As a result

∇2f(X, Y ) =
1

2

(
XY + Y X −DX(Y )−DY (X)

)
f = XY f −DX(Y )f. (4.5.8)

In coordinate, we get

∇2f(ej, ek) =
∂2f

∂xj∂xk
− Γljk

∂f

∂xl
. (4.5.9)

We have also indeed a (0,2) symmetric tensor since

∇2f(aj
∂

∂xj
, ak

∂

∂xk
) = ajak

∂2f

∂xj∂xk
+ aj

∂ak
∂xj

∂f

∂xk
−Dajej(akek)f

= ajak
∂2f

∂xj∂xk
+ aj

∂ak
∂xj

∂f

∂xk
− ajΓljkak

∂f

∂xl
− aj

∂ak
∂xj

∂f

∂xk
,

which coincides with (4.5.9).
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[18] Jérôme Le Rousseau and Nicolas Lerner, Carleman estimates for anisotropic

elliptic operators with jumps at an interface, Anal. PDE 6 (2013), no. 7, 1601–

1648. MR 3148062
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