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$$
\text { what is } \quad \mathbf{P}_{+} a \mathbf{P}_{+} \mathbf{P}_{+} b \mathbf{P}_{+} \text {? }
$$

According to the previous discussion, it is

$$
m_{j, k}=\sum_{l \in \mathbb{N}} \hat{a}(j-I) \hat{b}(I-k)
$$

We have indeed

$$
\widehat{a b}(j-k)=(\hat{a} * \hat{b})(j-k)=\sum_{I \in \mathbb{Z}} \hat{a}(j-I) \hat{b}(I-k)=\sum_{p \in \mathbb{Z}} \hat{a}(j-k-p) \hat{b}(p) .
$$

and there is no obvious reason for which

$$
m_{j, k}=\sum_{I \in \mathbb{N}} \hat{a}(j-l) \hat{b}(I-k)=\sum_{p \geq-k} \hat{a}(j-k-p) \hat{b}(p),
$$

should depend only on $j-k$.
Toeplitz matrices have been extensively studied, and the book of M. Embree \& L. Trefethen, Spectra and Pseudospectra: The Behavior of Nonnormal Matrices and Operators (Princeton University Press, 2005), is providing many results on the spectrum (and pseudospectrum...to be defined later...) for this type of matrices.
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## Questions

Paving Conjecture. There exists $r \in \mathbb{N}$, such that for any
separable Hilbert space $H$, for any family of rank-one orthogonal
projections $\left(p_{j}\right)_{j \in \mathbb{N}}$ with $\sum_{j \in \mathbb{N}} p_{j}=\mathrm{Id}, p_{j} p_{k}=\delta_{j, k} p_{k}$, for all
$A \in \mathcal{B}(H)$, with $\|A\|=1$ such that for all $j, p_{j} A p_{j}=0$,
there exists $P_{1}, \ldots, P_{r}$ such that

$$
\max _{1 \leq j \leq r}\left\|P_{j} A P_{j}\right\| \leq 1 / 2, \quad P_{j}=\sum_{l \in J_{j}} P_{l}, \quad \sum_{1 \leq j \leq r} P_{j}=\mid d .
$$

The universal status of the integer $r$ (let's call it $r_{K S}$ ) above is quite scaring and it is tempting to doubt that such a universal integer could exist.
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The only known general cases supporting the conjecture are cases where the diagonal is dominant or where the coefficients of the matrix are all non-negative.
The general Toeplitz case (matrices $\left(a_{j k}\right)$ with $a_{j k}=\phi(j-k)$ ) is not known, nor is the pseudodifferential case, say on the circle. However when

$$
a(x)=\sum_{j \in \mathbb{Z}} \hat{a}(j) e^{2 i \pi x j}
$$

is Riemann integrable, H. Halpern, V. Kaftal \& G. Weiss proved that the Toeplitz operator with matrix $(\hat{a}(j-k))$ is uniformly pavable, i.e. there exists $N \in \mathbb{N}$ such that
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One may conjecture, following the result on Laurent operators with Riemann integrable symbols that classical pseudodifferential operators on the circle are uniformly pavable, as should be classical pseudodifferential operators on $\mathbb{R}^{n}$, or on an open subset of $\mathbb{R}^{n}$. A pseudodifferential operator on the circle with symbol $a(x, k)$ $\left(x \in \mathbb{T}^{1}, k \in \mathbb{Z}\right)$ is

$$
(A u)(x)=\sum_{j \in \mathbb{Z}} e^{2 i \pi x j} \sum_{k \in \mathbb{Z}} \hat{a}(j-k, k) \hat{u}(k),
$$

so that $A$ is identified with the matrix

$$
m_{j, k}=\hat{a}(j-k, k)
$$

When a does not depend on the second variable, it is the operator of multiplication by $a$, Toeplitz operator with symbol $a$.

The diagonal is 0 means that $\forall k \in \mathbb{Z}, \quad \int_{0}^{1} a(x, k) d x=0$.
semi-classical pseudodifferential operator on the circle is given by the matrix

$$
m_{j, k}(h)=\hat{a}^{1}(j-k, h k), \quad h \in(0,1],
$$

where the symbol $a$ is defined on $\mathbb{T}^{1} \times \mathbb{R}$. The diagonal of such a matrix is given by


Instead of assuming that the diagonal is 0 , it would be natural to assume that the diagonal is $O(h)$ and mavbe formulate some semi-classical version of the paving conjecture.

The diagonal is 0 means that $\forall k \in \mathbb{Z}, \quad \int_{0}^{1} a(x, k) d x=0$. A semi-classical pseudodifferential operator on the circle is given by the matrix
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m_{j, k}(h)=\widehat{a}^{1}(j-k, h k), \quad h \in(0,1],
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where the symbol $a$ is defined on $\mathbb{T}^{1} \times \mathbb{R}$. The diagonal of such a matrix is given by
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\hat{a}^{1}(0, h j)=\int_{0}^{1} a(x, h j) d x .
$$

Instead of assuming that the diagonal is 0 , it would be natural to assume that the diagonal is $O(h)$ and maybe formulate some semi-classical version of the paving conjecture.

The diagonal is 0 means that $\forall k \in \mathbb{Z}, \quad \int_{0}^{1} a(x, k) d x=0$. A semi-classical pseudodifferential operator on the circle is given by the matrix

$$
m_{j, k}(h)=\widehat{a}^{1}(j-k, h k), \quad h \in(0,1],
$$

where the symbol $a$ is defined on $\mathbb{T}^{1} \times \mathbb{R}$. The diagonal of such a matrix is given by

$$
\widehat{a}^{1}(0, h j)=\int_{0}^{1} a(x, h j) d x
$$

Instead of assuming that the diagonal is 0 , it would be natural to assume that the diagonal is $O(h)$ and maybe formulate some semi-classical version of the paving conjecture.

More information on the topic of Toeplitz operators and their calculus (Wick calculus) is included in Section 2.4 of my book,

$$
\begin{gathered}
\text { Metrics on the Phase Space and } \\
\text { Non-Selfadjoint Pseudodifferential Operators, }
\end{gathered}
$$ published by Birkhäuser in 2010.

More information on the topic of Toeplitz operators and their calculus (Wick calculus) is included in Section 2.4 of my book,

Metrics on the Phase Space and
Non-Selfadjoint Pseudodifferential Operators, published by Birkhäuser in 2010.
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