
A MOTIVIC FUNDAMENTAL LEMMA

ARTHUR FOREY, FRANÇOIS LOESER, AND DIMITRI WYSS

Abstract. In this paper we prove motivic versions of the Langlands-Shelstad
Fundamental Lemma and Ngô’s Geometric Stabilization. To achieve this, we
follow the strategy from the recent proof by Groechenig, Wyss and Ziegler which
avoided the use of perverse sheaves using instead p-adic integration and Tate
duality. We make a key use of a construction of Denef and Loeser which assigns
a virtual motive to any definable set in the theory of pseudo-finite fields.
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1. Introduction

1.1. First introduced in 1979 as a technical device of combinatorial nature, the
Langlands-Shelstad Fundamental Lemma was a conjecture which has long resisted
the efforts of mathematicians until its full proof by Ngô in 2008 [34]. It is an
identity relating p-adic orbital integrals on two different reductive groups over the
same local field. More precisely, let G be an unramified reductive group over a
non-archimedean local field F and let γG be a regular semi-simple F -point of the
Lie algebra g of G with centralizer IγG . The orbital integral associated to these
data is

OγG =

∫
IγG (F )\G(F )

1g(OF )(g
−1γGg)dg,

with dg a suitably normalized Haar measure. Such orbital integrals admit twisted
versions defined as follows. The set of G(F )-conjugacy classes in the stable conju-
gacy class of γG can be identified with the subgroup ofH1(F, IγG) of those elements
whose image in H1(F,G) is trivial; thus, for any character κ : H1(F, IγG) → C×
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one may consider the κ-orbital integral given by

Oκ
γG

=
∑
[γ′]

κ([γ′])Oγ′ ,

with [γ′] running over the set of G(F )-conjugacy classes within the stable con-
jugacy class of γG. When κ is the trivial character one gets the stable orbital
integral Ostab

γG
.

Let us fix an unramified endoscopic group H of G. The group H determines a
character κ of H1(F, IγG). Also, to each γG as before corresponds a F -point γH
of the Lie algebra H which is well defined up to stable conjugacy and which we
assume to be regular semi-simple. In particular, the stable orbital integral Ostab

γH
depends only on γG and H.
The Fundamental Lemma, as proved by Ngô in [34], relates stable orbital in-

tegrals on the endoscopic group H to κ-orbital integrals on the group G in the
following way:

Fundamental Lemma 1.1.1. Assume the characteristic of F is greater than
twice the Coxeter number of G, then we have the equality

(∗) Oκ
γG

= ∆(γH , γG)O
stab
γH

,

with ∆(γH , γG) of the form qrF , with the qF the cardinality of the residue field of
F and r an explicit integer.

1.2. Heuristically, all relations between integrals should come, in a certain sense,
from geometry as mere shadows of geometric relations. A suggestive instance
of this principle is provided by the Kontsevich-Zagier conjecture on algebraic
relations between periods [29]. In our case an example of such a phenomenon
already showed up in the proof of the Fundamental Lemma for Sp(4) by Hales
[23]. Indeed, in this case, each side of the Fundamental Lemma can be expressed
as the number points of an elliptic curve over a finite field, and the crucial fact
used in the proof is that these two elliptic curves are isogenous, hence have the
same number of points, cf. [21][22]. As isogenous elliptic curves have the same
rational Chow motive, this leads to ask whether (∗) could already hold at the
level of rational Chow motives. The main result of the present paper is that it
is indeed possible to lift the identity (∗) to an identity between two objects in a
Grothendieck ring of rational Chow motives. More precisely we prove an equality
in the Grothendieck ring of Chow motives that specializes to the Fundamental
Lemma for p large enough. Note that a statement of this type was conjectured
by Hales in [24]. It would be interesting to establish a non-virtual version of our
result, similarly to what Hoskins and Pepin Lehalleur prove in [26], a non-virtual
analogue of the result of Loeser and Wyss [31] on topological mirror symmetry.

1.3. One of the key novelty in Ngô’s proof is to move from local geometry over
a local non-archimedean field to the global geometry over a curve, using the
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Hitchin fibration which is the global analogue of affine Springer fibers. Ngô’s
proof is of geometric nature, and uses the decomposition theorem to control the
support of the perverse cohomology sheaves of the Hitchin fibration. Recently,
Groechenig, Wyss and Ziegler gave a new proof of the Fundamental Lemma using
p-adic integration along the Hitchin fibration [19], inspired by their proof of the
topological Mirror Symmetry conjecture of Hausel-Thaddeus [25]. More precisely,
they provide a new proof of Ngô’s Geometric Stabilization which is known to imply
the Fundamental Lemma by Ngô’s work [34]. An important feature of their proof
is that it circumvents the use of perverse sheaves and the decomposition theorem,
which seemed insuperable obstacles to a motivic version. Instead a transition
from p-adic to motivic arguments is often possible, for example in the case of
topological Mirror Symmetry [31].

1.4. We use the general theory of motivic integration over fields of characteristic
zero developed by Cluckers and Loeser in [9] which is based on the notion of
definability in model theory. Indeed it was already proved by Cluckers, Hales
and Loeser in [7], that all the terms occurring in the Fundamental Lemma can be
defined purely within a first order language for valued fields, namely the Denef-
Pas language. Thus using the “Transfer Principle” from [10], a generalization of
the Ax-Kochen-Eršov theorem, they deduce the Fundamental Lemma in mixed
characteristic from the equicharacteristic case, recovering conceptually an earlier
result of Waldspurger [36].

1.5. In the theory of motivic integration developed in [9], volumes are elements
of the ring C(∗k) which is a localization of the Grothendieck ring of definable sets
over the residue field k. Such definable sets correspond to equivalence classes of
formulas in the first order ring language with coefficients in k, two formulas being
equivalent are if they are equivalent when interpreted in every field extension of k.
Since in this paper we are only concerned with local non-archimedean fields, which
have finite residue fields, it is natural to consider only fields extensions of k that
satisfy the same first order properties as finite fields. Such fields were introduced
by Ax in [2] under the name of pseudo-finite fields. Recall that a field L is pseudo-
finite if and only if it is perfect with a unique extension in every positive degree
and every geometrically irreducible variety over L has an L-rational point. We
will consider a specialization of the theory of [9] for which volumes no longer take
place in the ring C(∗k), but in a ring called CPsf(∗k) which is defined exactly as
C(∗k), except that two formulas will be considered to be equivalent if and only if
they are equivalent when interpreted in every pseudo-finite field extension of k.

1.6. In order to identify for example classes of dual abelian varieties we need to
further specialize CPsf(∗k). By a result of Denef and Loeser [12] (see also [13])
one may assign to any element α of CPsf(∗k) a virtual Chow motive χPsf(α) such
that the number of points of α interpreted in a finite field of sufficiently large
characteristic can be recovered from χPsf(α) by taking the trace of the Frobenius
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on its étale realization. Combining the construction from [12] and the general
theory of [9] one can work out a theory of motivic integration with values in
localized Grothendieck rings of Chow motives, which specializes well to p-adic
integration for p large enough. This is the framework which is used in this paper.
Note that the integration theory which was used in [31], for which two formulas
were considered to be equivalent if equivalent when interpreted algebraically closed
field extensions of k, would not suffice here, since it does not have the property
that the volume of a definable set specializes to its p-adic volume.

1.7. Before saying more on the structure of the paper, let us recall the statement
of Geometric Stabilization. Let X be a smooth projective geometrically connected
curve over a finite field k. Fix a line bundle D on X and a quasi-split reductive
group G over X. A G-Higgs bundle with coefficients in D is a pair (E, θ) with
E a G-torsor on X and θ a global section of ad(E) ⊗ D. We denote by MG =
MG(X, D) the moduli stack of G-Higgs bundles with coefficients in D on X and
by χ : MG → A the Hitchin fibration.
The Hitchin fibration is endowed with an action of a Picard stack PG → A. The

anisotropic locus Aani in A is the locus of points a such that every Higgs bundle
(E, θ) ∈ χ−1(a) is generically anisotropic in the sense that for any trivialization of
E and D over the generic point of C, the Higgs field θ is anisotropic as an element
of g(k(C)). When a belongs to Aani, the group π0(PG,a) is finite. Fix a ∈ Aani,
H an endoscopic group of G, and κ : π0(PG,a) → Qℓ the corresponding character.

For technical reasons one needs to work on some étale open covering Ã
ani

→ Aani,

and we denote by M̃G, etc, the corresponding pullback. The locus Ã
ani

H relative

to H is contained in Ã
ani
.

Geometric Stabilization 1.7.1. For every a ∈ Ã
ani

H (k) we have

#κ M̃G,a(k) = qr
H
G (D)#stab M̃H,a(k).

Here #κ denotes the trace of Frobenius on the κ-isotypical component of the
cohomology with compact supports, #stab denotes #κ when κ is the trivial char-

acter, q is the cardinality of k and rHG (D) denotes 1/2(dim(M̃G)− dim(M̃H)).

1.8. The structure of the paper is the following. In Section 2 we develop a version
of motivic integration which is suited for the purpose of this paper, using the gen-
eral framework from [9]. This can be viewed as a relative version of the integrals
constructed in [12], providing volumes in Grothendieck groups of étale motives
to definable sets in the Denef-Pas language with pseudo-finite residue fields. We
show that the basic properties we need (change of variable, Fubini theorem, spe-
cialization to p-adic integration, formula for the orbifold volume) still hold in this
context. In the short Section 3, which is mostly borrowed from Section 4 of [34],
we recall the preliminary material required in order to formulate the Geometric
Stabilization theorem. In Section 4, we show how the various objects appearing
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in the statement of the Geometric Stabilization theorem can actually be encoded
using the Denef-Pas language as definable objects in the theory of pseudo-finite
fields. In particular Galois cohomology is encoded by cocycles so that classical
isomorphisms between Galois cohomology groups of finite fields lift to definable
isomorphisms over pseudo-finite fields. We also use twists of definable sets by Ga-
lois cocycles to construct isotypical components of motives associated to definable
sets. It is in this framework that we formulate our motivic version of Geometric
Stabilization as an equality between motivic integrals, Theorem 4.8.1.

Section 5 is devoted to the proof of motivic Geometric Stabilization, Theorem
5.1.1. Following [19] we use the formalism of orbifold mesaures to reduce it to an
identity between motivic integrals on Hitchin fibers for Langlands dual groups,
Theorem 5.3.2. By a Fubini theorem one may further reduce to an identity involv-
ing only generically smooth Hitchin fibers, which then follows form Tate duality.

Finally, we explain in Section 6 how the strategy introduced by Ngô to deduce
the Fundamental Lemma from Geometric Stabilization can be adapted to the
motivic setting.

2. Motivic integration with pseudo-finite residue field

In this section we recall what we need about motivic integration, specialized to
the case of pseudo-finite residue field. We moreover extend the construction for
motivic integrals to take values in the Grothendieck groups of étale motives, and
show that many compatibility properties continue to hold in this context, such as
the Fubini theorem.

2.1. Pseudo-finite fields. A pseudo-finite field is a field satisfying all first order
sentences in the ring language that are true in every finite field. More concretely,
by Ax’s theorem [2] a field K is pseudo-finite if and only if it is perfect, admits a
unique extension of degree n for each n ∈ N, and is pseudo-algebraically closed,
which means that every geometrically irreducible K-variety admits a K-point.
One can show that such properties are axiomatizable by first order formulas and
we denote TPsf the corresponding theory. For a field k, we also denote by TPsf,k
the theory of pseudo-finite fields containing k. Denote by RDefk the category of
definable sets in the theory of pseudo-finite fields containing k, and let K(RDefk)
be the corresponding Grothendieck ring1.

An especially useful fact in connection with motivic integration is that this
theory admits quantifier elimination in the language of Galois formulas, since by
work of Denef and Loeser in [12], one can associate a canonical virtual motive to
every quantifier free Galois formula. Let us briefly recall the notion of quantifier-
free Galois formulas, referring to [17] and [12, Section 2] for more details.

1The terminology RDefk will make sense in Section 2.5, where we consider valued fields with
pseudo-finite residue fields.
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A Galois stratification of a k-scheme X is the data A = (X,Ci/Ai,Con(Ai))i∈I
where (Ai) is a finite stratification of X into locally closed normal and integral
subschemes, Ci → Ai is a Galois cover, with group G(Ci/Ai) and Con(Ai) is a
family of subgroups of G(Ci/Ai) which is stable under conjugation. Let K be a
field extension of k and x ∈ X(K) belonging to Ai. Let Ar(x) be the Artin symbol
at x, that is the conjugacy class of the decomposition subgroup of G(Ci/Ai) at x.
We write Ar(x) ⊂ Con(A) if Ar(x) ⊂ Con(Ai). We now define

A(K) = {x ∈ X(K) | Ar(x) ⊂ Con(A)} .

If X is affine over k, there is a ring formula φ with parameters in k such that
φ(K) = A(K) for every pseudo-finite field K extending k. We call such a formula
a quantifier-free Galois formula, see [17, Remark 30.6.4] for details. Reciprocally,
every ring formula is equivalent to a Galois formula with quantifiers in the sense
of [17, Section 30.5].

Let LPsf,k be the language consisting of constants of k and an n-ary relation sym-
bol for every Galois stratification of the affine space An

k . Every field extension K
of k is naturally an LPsf,k-structure, where we interpret the relation corresponding
to a Galois stratification A as A(K). The theory Psfk admits quantifier elimi-
nation in the language LPsf,k, by [17, Proposition 31.1.3] (note that pseudo-finite
fields are Frobenius fields in the terminology of [17]).

2.2. Étale motives. Let k be a field of characteristic zero, Λ a field of char-
acteristic zero containing all roots of unity and S a quasi-projective k-scheme.
We write DAét(k,Λ) for the triangulated category of étale motives over S with
coefficients in Λ introduced by Ayoub [4]. He also endowed DAét(k,Λ) with a six
functor formalism and the full subcategory DAét

ct(k,Λ) of constructible objects is
stable under these six functors. We refer the reader to [3] for a nice introduction.

Let K(VarS) be the Grothendieck group of varieties over S and MS its local-
ization by the class L of the affine line over S. Ivorra and Sebag prove in [27,
Lemma 2.1] the existence of a unique ring morphism

χS : MS −→ K(DAét
ct(S,Λ))

which assigns to a quasi-projective S-scheme p : X → S the element χS([X]) :=
[p!(1X)] in K(DAét

ct(S,Λ)).
Recall the following lemma from [31].

Lemma 2.2.1 ([31, Lemma 2.1.1]). Let S be a quasi-projective k-scheme. Let
α ∈ K0(DA

ét
ct(S,Λ)) be such that, for every schematic point ix : {x} ↪→ S we have

i∗x(α) = 0. Then α = 0.

Using Galois stratifications, one can extend χk to a ring morphism

χPsf,k : K(RDefk) −→ K(DAét
ct(k,Λ))⊗Q,

as follows.
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Let G be a finite group. Let Ĝ be the set of characters of irreducible Λ-
representations of G and R(G) be the group of virtual characters of G with
Q-coefficients.

Let M ∈ DAét
ct(S,Λ) be endowed with a G-action, i.e. endowed with a group

morphism ρ : G → AutDAét
ct(S,Λ)

(M). Let α ∈ Ĝ be a character of an irreducible
Λ-representation of G of dimension nα. We consider the projector

pα =
nα
|G|

∑
g∈G

α(g−1)ρ(g) ∈ End(M).

Since DAét
ct(S,Λ) is pseudo-abelian by [4, Proposition 9.2], the image of M by pα

is well-defined. We denote it by Mα and call it the α-isotypical component of
M . When α is the trivial character, we also write Mα = MG, the G-invariant
component of M . We have that M ≃

⊕
α∈ĜM

α.

For S a quasi-projective k-scheme we consider SchGS , the category of S-schemes
endowed with a fiberwise good G-action, by which we mean schemes p : X → S
with a G-action such that for every x ∈ X, the G-orbit of x is contained in an
affine subset of p−1(p(x)). Notice that for X → S quasi-projective, any G-action
on S is good.
By functoriality, for an object p : X → S of SchGS its motive p!(1X) is endowed

with a G-action. Hence for α ∈ Ĝ, its α-isotypical component p!(1X)
α is defined

above.
The following proposition is a relative version of [12, 3.1.1] or [11, 6.1].

Proposition 2.2.2. Let S be a quasi-projective S-scheme, G a finite group and
α ∈ R(G) a virtual character of G. There is a unique group morphism2

χS(−, α) : K(SchGS ) −→ K(DAét
ct(S,Λ))⊗Q

such that:

(1) if p : X → S ∈ SchGS and α ∈ Ĝ is the character of an irreducible repre-
sentation of dimension nα of G, then

nαχS([X], α) = [p!(1X)
α].

(2) for every X ∈ SchGS ,

χS(X) =
∑
α∈Ĝ

nαχk(X,α),

where the sum runs over characters α of irreducible representations of G
and nα denotes their dimension;

2This is merely a group morphism, not a ring morphism, contrary to what is claimed in [12,
3.1.1].
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(3) for every X ∈ SchGS , the map

α ∈ R(G) 7−→ χS(X,α) ∈ K(DAét
ct(S,Λ))⊗Q

is a group morphism.

Proof. Let α ∈ Ĝ be the character of an irreducible Λ-representation Vα of G of
dimension nα. View Vα as an object of DAét

ct(S,Λ) endowed with a G-action, by
identifying it with

⊕
1≤i≤nα

1S. Let p : X → S ∈ SchGS . Define

χS([X], α) = [Hom(Vα, p!(1X))
G].

By additivity of p!, as in the proof of [27, Lemma 2.1], this extend uniquely to a
ring morphism

χS(−, α) : K(SchGS ) −→ K(DAét
ct(S,Λ)).

Property (1) now follows from the standard fact that Hom(Vα,M)G ⊗ Vα) is iso-
morphic to Mα. Property (2) follows from the fact that [M ] =

∑
α∈Ĝ[M

α]. We
finally define χS(−, α) for a virtual character α in the unique way such that (3)
holds. □

The following proposition collects a few useful functorialities.

Proposition 2.2.3. Let G and H be finite groups, X ∈ SchGS , Y ∈ SchHS , α be a
character of G, β a character of H.

(1) View α · β as a character of G×H. Consider X ×S Y in SchG×H
S . Then

χS([X ×S Y ], α · β) = χS([X])χS([Y ]).

(2) Assume that H is a normal subgroup of G, with quotient morphism ρ : G→
G/H, and let γ be a character of G/H. Then

χS([X/H]), γ) = χS([X], γ ◦ ρ).

(3) Assume that H is a subgroup of G. Then

χS([X], IndGHβ) = χS([X], β),

where in the second term X is viewed in SchHS .
(4) Assume that H is a subgroup of G and that X is isomorphic as a G-variety

to ⊔s∈G/HsY . Then

χS([X], α) = χS([Y ],ResGHα).

Proof. The proof is similar to that of Proposition 3.1.2 in [12]. □
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2.3. Pseudo-finite realization. Let A be a integral normal locally closed sub-
scheme of an S-scheme X, C → A a Galois cover with Galois group G and Con
a family of subgroups of G stable under conjugation. Let αCon be the central
function on G defined by

αCon(x) =

{
1 if < x > ∈ Con,
0 otherwise,

where < x > is the subgroup of G generated by x. The function αCon can be
written as a Q-linear combination of irreducible characters of G. One defines
χS(C/A,Con) = χS(C, αCon) ∈ K(DAét

ct(S,Λ))⊗Q, and for a Galois stratification
A = (X,Ci/Ai,Con(Ai))i∈I one sets

χS(A) =
∑
i

χS(Ci, αConi).

If two Galois stratifications A and A′ of X are equivalent, in the sense that they
define the same definable subset of X in every pseudo-finite field, then by [12,
3.2.1], χS(A) = χS(A′). Moreover, if two Galois stratifications A and A′ of X
and X ′ are such that there is a Galois formula defining a bijection between the
interpretation of A and A′ in every pseudo-finite field extending k, then by [12,
3.3.5], χS(A) = χS(A′). Since TPsf admits quantifier elimination in the language
of Galois formulas, one can define a group morphism

χPsf,S : K(RDefS) −→ K(DAét
ct(S,Λ))⊗Q,

by sending the class of a definable subassignment represented by a Galois stratifi-
cationA to χS(A). It follows from Proposition 2.2.3 that χPsf,S is a ring morphism.

Lemma 2.3.1. Let p : S → S ′ be a morphism between quasi-projective k-schemes.
The following diagrams commute:

(2.3.1) K(RDefS)

p!

��

χPsf,S
// K(DAét

ct(S,Λ))⊗Q
p!
��

K(RDefS′)
χPsf,S′

// K(DAét
ct(S

′,Λ))⊗Q,

(2.3.2) K(RDefS′)

p∗

��

χPsf,S′
// K(DAét

ct(S
′,Λ))⊗Q

p∗

��

K(RDefS)
χPsf,S

// K(DAét
ct(S,Λ))⊗Q.

Proof. For the first diagram, fix W ∈ RDefS and A = (X,Ci/Ai,Con(Ai))i∈I a
Galois stratification corresponding to W , where X is an S-scheme. Let A′ be the
same Galois stratification, but viewing X as an S ′-scheme via p. Then A′ is a
Galois stratification of W viewed in PsfS′ via p, hence χPsf,S′(p![W ]) = χS′(A′).
It follows finally from Ayoub’s six operations formalism that χS′(A′) = p!χS(A).
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The proof of the commutativity of the second diagram is similar, using the fact
that the base change along p of a Galois stratification of an S ′-schemeX is a Galois
stratification of X ×S S

′, and that the associated definable sets correspond. □

2.4. Motives with definable parameters. We shall need to consider also de-
finable sets with parameters, and to associate motives to those. Let A ∈ RDefk,
say with n variables, and let RDefA be the category of definable sets with param-
eters in A, i.e. definable sets X ⊆ Am × A together with the projection to A.
Morphisms are definable bijections preserving the projection to A.

Fix X ∈ RDefA. Since A ⊂ An, there is a canonical map X → An and we can
consider the motive of X with parameters χPsf,An([X]) ∈ K(DAét

ct(An,Λ))⊗Q.
Since the precise set of parameters is not important, and that we shall need to

change it regularly, we adopt the following convention.

Definition 2.4.1. A motive with parameters, or a relative motive (M,S), written
(M,S) ∈ K(DAét

ct(rel,Λ)), is an element M of K(DAét
ct(An,Λ)) for some n and

S ⊂ An a non-empty definable set such that M =M · χPsf,An(S).

For every non-empty definable subset S ′ ⊂ S, we identify the two objects
(M,S) and (M · χPsf,An(S ′), S ′) in K(DAét

ct(rel,Λ)). Hence we drop S from the
notation, and write simply M ∈ K(DAét

ct(rel,Λ)) since the precise choice of S is
unimportant.

GivenM,N ∈ K(DAét
ct(rel,Λ)), sayM ∈ K(DAét

ct(An,Λ)), N ∈ K(DAét
ct(Am,Λ)),

we define M +N and M ×N ∈ K(DAét
ct(rel,Λ)) as p

∗
1(M) + p∗2(N) and p∗1(M)⊗

p∗2(N) ∈ K(DAét
ct(An+m,Λ)), where p1 : An+m → An and p2 : An+m → Am are the

two coordinate projections, and the parameters set is the product of parameters
sets of M and N . We adopt the same convention for the various tensor prod-
ucts of K(DAét

ct(rel,Λ)) that we shall consider, such as K(DAét
ct(rel,Λ)) ⊗ Q. We

also extend the construction to motives over some base scheme A, which gives
K(DAét

ct(A, rel,Λ)), with elements motives in some K(DAét
ct(A× An,Λ)) for some

n.
Similarly, given a definable set X ∈ RDefA with parameters A ⊂ An, we write

χPsf,rel([X]) ∈ K(DAét
ct(rel,Λ))⊗Q for χPsf,An([X]).

2.5. Denef-Pas language and definable subassignments. We use in this
paper the framework for motivic integration developped by Cluckers and Loeser
in [9]. See also [7] for an introduction.

Fix a field k of characteristic zero. The theory takes place in the Denef-Pas 3-
sorted language LDP,k in the sense of first order logic. It has one sort for the valued
field with the ring language, one sort for the residue field with ring language,
and one sort for the value group, with Presburger arithmetic language (0,1,+,≤,
(≡n)n∈N). It also has two unary function symbols, ord from the valued field sort
to the value group, interpreted as the valuation, and ac from the valued field sort
to the value group, interpreted as an angular component. It also has constant
symbols for elements of k((t)).
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Given an extension K of k, we view naturally the field K((t)) as an LDP,k-
structure, as follows. The underlying sets are (K((t)), K,Z). The function symbol
ord is interpreted as the valuation, ac as the angular component, which is the first
non-zero coefficient of x ∈ K((t)) if x ̸= 0 and 0 otherwise. The relation ≡n is
interpreted as congruence modulo n.
One considers the category Defk of definable objects in such structures, defined

as follows. Let φ be an LDP,k-formula, with respectively m, r and s free variables
in the three sorts. For every extension K of k, we consider the subset hφ(K) ⊂
(K((t)))m ×Kr × Zs consisting of points satisfying φ. An object S ∈ Defk, called
a definable subassignment (or definable set), is a map from the set of extensions
K of k to sets such that there is some LDP,k-formula φ such that S(K) = hφ(K)
for every K. One also considers general definable subassignments GDefk, which
objects are definable subassignments of algebraic varieties over k, defined similarly
using affine charts.

In this paper, we specialize this situation to the case of pseudo-finite residue
fields. Let TPsf,k the theory of pseudo-finite fields containing k. We work in the
category denoted by Defk(LDP, TPsf) in [9, Section 16], that we shall denote by
DefPsf,k. Let LDP,Psf,k be the extension of the Denef-Pas language LDP,k where
we add symbols for Galois formulas in the residue field. An object S ∈ DefPsf,k
is a map from the set of pseudo-finite fields K extending k to sets that are of
the from S(K) = hφ(K) for some LDP,Psf,k-formula φ. Combining Denef-Pas
elimination of valued fields quantifiers with Fried-Jarden quantifier elimination
for pseudo-finite fields, we see that in the definition of S ∈ DefPsf,k, we can choose
the LDP,Psf,k-formula φ to be quantifier free. The category GDefPsf,k is defined
similarly.

We also write CPsf(S) for C(S, (LDP, TPsf,k)), the ring of motivic constructible
functions on S ∈ GDefPsf,k.

Let ∗k the final object in GDefPsf,k, whose value at every pseudo-finite extension
of k is the one point set. By definition

CPsf(∗k) = K(RDefPsf,k)⊗Z[L,L−1] A,

where A = Z
[
L,L−1,

(
1

1−L−i

)
i>0

]
.

2.6. Evaluation of functions. Fix a Grothendieck universe U containing k.
Let S ∈ GDefPsf,k. We define the set of points |S| as the set of pairs (x,K) with
K ∈ U a pseudo-finite field containing k and x ∈ S(K). We sometimes write
abusively x ∈ |S|. For such an x ∈ S(K), we let k(x) be the field generated by
the residue field variables of x and the coefficients of the valued fields components
of x (in the global case we reduce to the affine case).

A motivic function φ ∈ S can be evaluated at (x,K) ∈ |S| as follows. We extend
the parameters to k(x): consider the language LDP,Psf,k(x), pseudo-finite fields K ′

containing k(x), such that x ∈ S(K ′) and consider the category Defx∈SPsf,k(x) such
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that its objects X ∈ DefPsf,k(x) consists of maps associating K ′ as above to hφ(K
′)

for φ an LDP,Psf,k(x) formula. Define similarly GDefx∈SPsf,k(x), RDef
x∈S
k(x), Cx∈SPsf (X), etc.

The inclusion morphism ix : {x} → S is a map in GDefx∈SPsf,k(x). Hence we can
pull-back along ix, giving rise to the evaluation of φ at x,

φ(x) = i∗xφ ∈ Cx∈SPsf (∗k(x)).
Remark 2.6.1. Our notion of evaluation at a point differs from the one used
by Cluckers and Halupczok in [8]. They instead define the evaluation at a point
(x,K) by working in the complete diagram with parameters in k(x): they consider
only fields K ′ such that (K ′((t)), K ′,Z) is elementary equivalent to (K((t)), K,Z)
above k(x). Hence their notion of evaluation is coarser than ours.

Proposition 2.6.2. A constructible motivic function is determined by its evalua-
tion at points. More precisely, let S ∈ GDefPsf,k and φ, ψ ∈ CPsf(S). Then φ = ψ
if and only if, for every (x,K) ∈ |S|, φ(x) = ψ(x) in Cx∈SPsf (∗k(x)).
Proof. Let φ, ψ ∈ CPsf(S) such that for every (x,K) ∈ |S|, φ(x) = ψ(x) ∈
Cx∈SPsf (∗k(x)). The evaluation of a constructible motivic function φ at a point
(x,K) ∈ |S| in the sense of [8] is determined by φ(x) ∈ Cx∈SPsf (∗k(x)). Hence
the evaluations (in the sense of [8]) of φ and ψ at every point (x,K) ∈ |S| are
equal. Hence by [8, Theorem 1], φ = ψ in CPsf(S). □

2.7. Definable varieties. We shall need the following notions.

Definition 2.7.1. A definable algebraic variety X over k is a definable X ⊂ Pn×
Am in GDefPsf,k such that for every pseudo-finite field K and a ∈ π(X(K)) ⊂ Km,
where π is the coordinate projection, the fiber Xa is the set of K-points of a quasi-
projective variety with a bounded number of equations of bounded degrees and
parameters in a.

We shall usually consider such X as a definable in Pn with parameters π(X). In
particular, by “X is of pure dimension d” we mean that the fibers Xa are points
of varieties of pure dimension d.
Define similarly a definable algebraic group, requiring in addition that the group

law is the graph of a definable function.
Similarly, a definable algebraic variety X over k((t)) is a definable X ⊂ Pn×Am

in GDefPsf,k such that for every pseudo-finite field K and a ∈ π(X(K)) ⊂ K((t))m,
where π is the coordinate projection, the fiber Xa is the set of K((t))-points of a
quasi-projective variety with a bounded number of equations of bounded degrees
and parameters in a.
Define also a definable algebraic variety X over k[[t]] in a similar way, but asking

the fibers Xa to be the set of K[[t]]-points of a quasi-projective variety over K[[t]].
We can associate to it definable algebraic varietyXk((t)) over k((t)) by simply taking
the K((t)) of the fibers, and a definable inclusion X → Xk((t)) and a definable
algebraic variety Xk over k by taking the residue map, together with a surjection
X → Xk.
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Example 2.7.2. For example, there is a definable algebraic groupU1 representing
the unitary group. Concretely, let a ∈ K which is not a square in K. Let
K2 = K[X]/(X2 − a) be the extension of degree 2 of K, identified with K2. We
then define

U1 =
{
(x1, x2, a) ∈ A2 × A | x21 − ax22 = 1, a not a square

}
.

This definable set is not the same as the definable set U1 associated to the unitary
group U1 over k:

U1 =
{
(x1, x2) ∈ A2 | x21 − a0x

2
2 = 1

}
,

where a0 is not a square in k. We have U1(K) = K× whenever K is an extension
of k where a0 is a square, whereas U1,a(K) ̸= K×.

2.8. Fubini theorem. We say that S ∈ GDefPsf,k is of dimension d if Kdim(S) =
d, in the sense of [9, Section 3]. Roughly speaking, this means that the valued field
part of S is of dimension d. Fix S ∈ DefPsf,k of dimension d and let φ ∈ CPsf(S).
Let |ω0|S be the canonical volume form, in the sense of [9, 15.1]. Let Cd

Psf(S) the
quotient of CPsf(S) by the ideal of constructible functions with support included
in a definable of dimension d−1. If the class [φ] ∈ Cd

Psf(S) of φ is integrable, then∫
S
[φ] |ω0|S is defined in [9, 15.1] and belongs to CPsf(∗k). Say that φ ∈ CPsf(S) is

integrable if [φ] is integrable, and set∫
S

φ |ω0|S =

∫
S

[φ] |ω0|S .

Let X be a smooth definable algebraic variety over k((t)) of pure dimension
d. Denote by |ωX| the definable volume form on X determined by the algebraic
differential form of degree d on Xa(K((t))) for every pseudo-finite field. Let φ ∈
CPsf(X). We say that φ |ωX | is integrable if [φ] |ωX| is integrable and set∫

X

φ |ωX| =
∫
X

[φ] |ωX| .

We will use the following versions of the Fubini theorem, which follows from
Theorem 10.1.1, Theorem 15.2.1 and Proposition 15.4.1 in [9].

Proposition 2.8.1. The following properties hold:

(1) Let X be a smooth definable algebraic variety over k((t)) of pure dimension
and Y a definable algebraic variety over k. Let f : X → Y a morphism in
GDefPsf,k. Let |ωX| be the volume from associated to top degree forms on
X. Let φ ∈ CPsf(X) such that φ |ωX| is integrable. For every point y ∈ |Y|,
denote by Xy the fiber of f over y. Then for every y ∈ |Y|, φ|Xy |ωX ||Xy

is integrable on Xy and there exist a constructible function ψ ∈ CPsf(Y)
such that for every y ∈ |Y|,

ψ(y) =

∫
Xy

φ|Xy |ωX ||Xy
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and ∫
X

φ |ωX | =
∫
Y

ψ.

(2) Let f : X → Y be a smooth definable morphism between smooth definable
k((t))-varieties of pure dimension. Let |ωX| and |ωY| be the volume forms
on X and Y Let φ ∈ CPsf(X) such that φ |ωX| is integrable. Then for
every y ∈ |Y|, φ|Xy |ωX/f ∗(ωY)||Xy

is integrable on Xy and there exist a

constructible function ψ ∈ CPsf(Y) such that for every y ∈ |Y|,

ψ(y) =

∫
Xy

φ|Xy |ωX/f ∗(ωY)||Xy

and ∫
X

φ |ωX| =
∫
Y

ψ |ωY| .

Note that the functions ψ in the proposition are uniquely determined, since a
constructible function is determined by its evaluation at points by Proposition
2.6.2.

2.9. Constructible functions with values in motives. Fix S ∈ GDefPsf,k
and x ∈ |S|.

By elimination of valued field quantifiers, there is a statement φ in the language
of pseudo-finite fields over k(x) such that the ring K(RDefx∈Sk(x)) is the quotient of

the ring K(RDefk(x)) by the ideal generated by [φ] − 1. For example, if S is
contained in the residue field, then on can take for φ simply the formula x ∈ S.
The precise choice of φ does not matter, but its class [φ] is uniquely determined.
Consider the morphism sending W ∈ K(RDefk(x)) to

χPsf,k(x)(W ) · χPsf,k(x)[φ] ∈ K(DAét
ct(k(x),Λ))⊗Q.

Since χPsf,k(x) is a ring morphism, and [φ] · [φ] = [φ], it sends the element [φ]− 1
to zero, hence induces a ring morphism

χx∈SPsf,k(x) : K(RDefx∈Sk(x)) −→ K(DAét
ct(k(x),Λ))⊗Q.

Recall that
Cx∈SPsf (∗k(x)) = K(RDefx∈Sk(x))⊗Z[L,L−1] A.

The morphism χx∈SPsf,k(x) then induces a morphism

χx∈SPsf,k(x) : C
x∈S
Psf (∗k(x)) −→ K(DAét

ct(k(x),Λ))⊗Z[L,L−1] A⊗Q.
We now have a natural morphism

ϑS : CPsf(S) −→
∏
x∈|S|

K(DAét
ct(k(x),Λ))⊗Z[L,L−1] A⊗Q,

which sends ψ ∈ CPsf(S) to
(
χx∈SPsf,k(x)(ψ(x))

)
x∈|S|

. Set Cmot(S) = ϑS(CPsf(S)) and
still denote by ϑS the induced morphism.
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Remark 2.9.1. The ring Cmot(S) depends on the fact that S is a definable sub-
assignment in the theory of pseudo-finite fields. For example, if X is the definable
subassignment associated to a quasi-projective k-scheme X, Cmot(X) is not the
same ring as the one considered in [31, Section 2.3].

Let X be a quasi-projective k-scheme, and X the associated definable sub-
assignment. By definition the ring CPsf(X) is K(RDefX)⊗Z[L] A.

Lemma 2.9.2. Let X be a quasi-projective k-scheme, and X the associated de-
finable subassignment. The map sending ϑX(φ) ∈ Cmot(X) to χPsf,X(φ) is well-
defined and provides an isomorphism between Cmot(X) and the image of

(2.9.1) χPsf,X : K(RDefX)⊗Z[L] A −→ K(DAét
ct(X,Λ))⊗Z[L] A⊗Q.

Proof. Fix φ, ψ ∈ CPsf(X) such that ϑX(φ) = ϑX(ψ). For X quasi-projective,

there is no difference between χPsf,k(x) and χ
x∈X
Psf,k(x), since χPsf,k(x)([x ∈ X]) = 1.

Hence by Lemma 2.3.1, we have that the pullbacks of χPsf,X(φ) and χPsf,X(ψ) to
every point x ∈ |X| are equal. Since points in pseudo-finite fields cover all scheme
points, by Lemma 2.2.1 we have

χPsf,X(φ) = χPsf,X(ψ). □

Let p : X → Y be a morphism between quasi-projective k-schemes. Using
Lemma 2.9.2, Lemma 2.3.1 can be restated in terms of commutative diagrams

(2.9.2) CPsf(X)

p!
��

ϑX
// Cmot(X)

p!
��

CPsf(X)
ϑY

// Cmot(Y )

and

(2.9.3) CPsf(Y )

p∗

��

ϑY
// Cmot(Y )

p∗

��

CPsf(X)
ϑX

// Cmot(X).

Proposition-Definition 2.9.3. Let S ∈ DefPsf,k and φ, φ′ ∈ CPsf(S). Assume
that φ and φ′ are integrable and that ϑS(φ) = ϑS(φ

′). Then

ϑ∗k

(∫
S

φ |ω0|S
)

= ϑ∗k

(∫
S

φ′ |ω0|S
)
.

In this case, we say that ϑS(φ) is integrable and set∫ mot

S

ϑS(φ) |ω0|S = ϑ∗k

(∫
S

φ |ω0|S
)
.
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Proof. Let S ∈ GDefPsf,k be of dimension d. Let C≤k
Psf(S) be the subring of

CPsf(S) consisting of constructible functions with support contained in a defin-

able subassignment of dimension at most k, and C≤k
Psf(S) = C≤k

Psf(S)/C
≤k−1
Psf (S).

Let CPsf(S) =
⊕

k≥0C
k
Psf(S). Recall from [9, Section 10] that the integral is

constructed by defining for each morphism f : X → Y in DefPsf,k a group homo-
morphism f! : ICPsf(X) → CPsf(Y ), where ICPsf(X) is the subgroup of CPsf(X)
consisting of integrable functions. The integral of [φ] ∈ CPsf(X) is then defined
as f![φ], where f : X → ∗k is the map to the final object. To prove Proposi-
tion 2.9.3, it is thus enough to prove that for every definable map f : X → Y ,
f! : ICPsf(X) → CPsf(Y ) induces a map ICmot(X) → Cmot(Y ), where ICmot(X) is
the image of ICPsf(X) by ϑX .

If f is a bijection or an injection, this is clear. Hence using the Denef-Pas cell
decomposition theorem, it suffices to treat the cases where f is either a projection
of residue field variables, value group variables, or one valued field variable. Hence
we can assume f : Y ×W → Y , where W is either the residue field, the value
group, or the valued field.

By the main theorem of [6], integration commutes with base change, in the sense
that for every x ∈ |Y | and φ ∈ CPsf(Y ×W ), we have f!(φ)(x) = f|{x}×W !(φ|{x}×W ).
Hence up to replacing k by k(x), we can assume Y = ∗k. When W is the value
group, f! is defined by counting, hence the result is clear. When W is the residue
field, f! is induced the the natural map f! : K(RDefW ) → K(RDefk) obtained
by composition. Hence using Lemma 2.3.1 and 2.9.1, the result follows from the
commutative diagram 2.9.2.

To treat the last case, using again cell decomposition we can assume that W
is a cell adapted to φ, which means that W is a ball and there exists a function
ψ ∈ CPsf(∗k) such that f ∗ψ = φ. In this case, f!φ is defined as ψL−α, where α
is the valuative radius of the ball W . In this situation, it is again clear that f!
induces a map ICmot(W ) → Cmot(∗k). □

The proof of Proposition 2.9.3 implies that for every morphism f : S → S ′ in
GDefPsf,k, the following diagrams commute:

(2.9.4) CPsf(S)

f!
��

ϑS
// Cmot(S)

f!
��

CPsf(S ′)
ϑS′

// Cmot(S
′)

and

(2.9.5) CPsf(S ′)

f∗

��

ϑS′
// Cmot(S

′)

p∗

��

CPsf(S)
ϑS

// Cmot(S).
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Let X be a smooth definable algebraic k((t))-variety of pure dimension and |ωX|
the associated volume form on X. Fix φ ∈ CPsf(X) such that φ |ωX| is integrable.
Using Proposition 2.9.3 on affine charts, we see that ϑ∗k(

∫
X
φ |ωX|) depends only

on ϑX(φ). In this case, we say that ϑX(φ) |ωX| is integrable and we set∫ mot

X

ϑX(φ) |ωX| = ϑ∗k

(∫
X

φ |ωX|
)
.

Proposition 2.8.1 implies the following version of Fubini:

Proposition 2.9.4. The following properties hold:

(1) Let X be a smooth definable algebraic variety over k((t)) of pure dimension
and Y a definable algebraic variety over k. Let f : X → Y a morphism in
GDefPsf,k. Let |ωX| be the associated volume form on X. Let φ ∈ Cmot(X)
such that φ |ωX| is integrable. For every point y ∈ |Y|, denote by Xy the
fiber of f at y. Then for every y ∈ |Y|, φ|Xy |ωX||Xy

is integrable on Xy

and there exist a constructible function ψ ∈ Cmot(Y ) such that for every
y ∈ |Y|,

ψ(y) =

∫ mot

Xy

φ|Xy |ωX||Xy

and ∫ mot

X

φ |ωX| =
∫ mot

Y

ψ.

(2) Let f : X → Y be a smooth morphism between smooth definable k((t))-
varieties of pure dimension. Let |ωX| and |ωY| be volume forms on X and
Y. Let f : X → Y be the induced morphism in GDefPsf,k. Let φ ∈ Cmot(X)
such that φ |ωX| is integrable. Then for every y ∈ |Y|, φ|Xy |ωX/f

∗(ωY)||Xy

is integrable on Xy and there exist a constructible function ψ ∈ Cmot(Y)
such that for every y ∈ |Y|,

ψ(y) =

∫ mot

Xy

φ|Xy |ωX/f
∗(ωY)||Xy

and ∫ mot

X

φ |ωX| =
∫ mot

Y

ψ |ωY| .

2.10. Specialization. We assume here that the base field k is the field of frac-
tions of a normal domain R which is of finite type over Z. Let x ∈ U = Spec(R)
be a closed point and Fx the residue field at x, which is a finite field.

Let φ be a ring formula with parameters in k and n free variables. Since k is
the field of fractions of R, we can consider that the parameters of φ are in R,
hence consider φ(Fx) ⊂ Fnx, the set of elements in Fnx satisfying φ.
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Proposition 2.10.1 ([12]). If φ and φ′ are two formulas, we have φ(Fx) = φ′(Fx)
for every x in a non-empty open subset of U if and only if φ and φ′ are equivalent
in the theory of pseudo-finite fields.

For now on, we suppose that the field Λ of coefficients for motives is Q̄ℓ. Let Gk

be the absolute Galois group of k and K(Q̄ℓ, Gk) the Grothendieck group of Q̄ℓ-
vector spaces endowed with a continuous Gk-action, for some prime ℓ. Consider
the ℓ-adic realization map Etℓ : K(DAét

ct(k, Q̄ℓ)) → K(Q̄ℓ, Gk).
For x ∈ U , let Frobx the geometric Frobenius at x. Taking its trace on the

invariants by inertia defines a ring morphism K(Q̄ℓ, Gk) → Q̄ℓ. Precomposing
with Etℓ, we get a ring morphism

TrFrobx : K(DAét
ct(k, Q̄ℓ))⊗Q −→ Q̄ℓ.

By [12, Proposition 3.3.1], this morphism is compatible with specialization:

Proposition 2.10.2. Let k be the field of fractions of a normal domain R which
is of finite type over Z, and U = Spec(R). Let X be a definable set in the theory
of pseudo-finite fields with parameters in k. There exists a non-empty open subset
of U such that, for every closed point x in U ,

TrFrobx
(
χPsf([X])

)
= #X(Fx).

Consider now X ∈ GDefPsf,R[[t]], and φ ∈ Cmot(X). For every local field L with
a map R[[t]]→ L sending t to a uniformizer of L, we can consider the L-points of
X, which do not depend of the precise choice of formula if we restrict the residue
field of L to be the residue field of a closed point of a non-empty open subscheme
of U .

Given φ ∈ Cmot(X), for every L as above, with residue field Fx in a open
subscheme of U , by applying TrFrobx to φ, we get a map φL : X(L) → Q̄ℓ. If |ω|
is a volume form on X, similarly we get a volume form |ω|L on X(L) for the Haar
measure on L.

Combining the above proposition with the specialization of integrals of Cluckers-
Loeser [10, Theorem 9.1.4], we get a specialization principle for motivic integrals:

Proposition 2.10.3. Let k be the field of fractions of a normal domain R which
is of finite type over Z, and U = Spec(R). Let X ∈ GDefPsf,R[[t]], and φ ∈ Cmot(X).
Assume that φ is integrable with respect to a volume form |ω| on X. Then for
every x in a non-empty open subset of U , and for every local field L with a map
R[[t]]→ L sending t to a uniformizer of L and residue field Fx, φL is integrable
with respect to |ω|L and

TrFrobx
(∫ mot

X

φ |ω|
)
=

∫
X(L)

φL |ω|L ,

where the integral on the right hand side is for the Haar measure on L.
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2.11. Fourier transform. In this section we show that given a variety X with
an action of a finite abelian group G, on can define at the level of motives a
Fourier transform such that the function of the twisted varieties of X is send to
the function mapping a character κ to the κ-isotypical component of the motive
of X. This motivates our Definition 4.4.1 of isotypical component, but is strictly
speaking not relevant for this article.

To simplify the exposition, we assume that G = Z/nZ. Let T be the Z/nZ-
torsor over Gm with equation T = {(x, a) ∈ G2

m | xn = a}. For any integer e, let
T e be the Z/nZ-torsor over Gm with equation xn = ae. For X ∈ VarGGm

(or more

generally X ∈ VarG×Γ
Gm

), let XT e
be the twist of X by T e, defined as the quotient of

X×Gm T
e by the antidiagonal action of G. Note that when X = T e

′
, XT e

= T e+e
′
.

Consider the motive [M∨
Gm,c

(XT )] ∈ K(DAét
ct(Gm)) of X

T , together with its G-

action. Let χ ∈ Ĝ be a character of G, and ρ : (x, y) ∈ G×G 7→ xy−1 ∈ G. Using
Proposition 2.2.3 (2) and (1), we have that

(2.11.1) [M∨
Gm,c(X

T )χ] = [M∨
Gm,c(X ×Gm T )

χ◦ρ] = [M∨
Gm,c(X)χ] · [M∨

Gm,c(T )
χ].

Consider the map fX : e ∈ Z/nZ 7→ [M∨
Gm,c

(XT e
)]. We define its Fourier trans-

form as

f̂X : χ ∈ Ĝ 7−→ 1

|G|

n−1∑
e=0

fX(e) [M
∨
Gm,c(T

e)χ
−1

].

For χ ∈ Ĝ, we have

f̂X(χ) =
1

|G|

n−1∑
e=0

∑
ψ∈Ĝ

fX(e)
ψ [M∨

Gm,c(T
e)χ

−1

]

=
1

|G|
∑
ψ∈Ĝ

n−1∑
e=0

[M∨
Gm,c(X)ψ] · [M∨

Gm,c(T
e)ψ] [M∨

Gm,c(T
e)χ

−1

] (using(2.11.1))

=
1

|G|
∑
ψ∈Ĝ

[M∨
Gm,c(X)ψ]

n−1∑
e=0

[M∨
Gm,c(T

e)ψχ
−1

] = [M∨
Gm,c(X)χ] [M∨

Gm,c(T )
G]

+
1

|G|
∑

ψ∈Ĝ,ψ ̸=1

[M∨
Gm,c(X)ψχ]

n−1∑
e=0

[M∨
Gm,c(T )

ψe

].

The second term is non-zero, but we will show that by restricting to a suitable
definable set, it vanishes.

Let A be the definable subset of Gm consisting of points a ∈ Gm such that the
fiber of T/H over a is empty, for every strict subgroup H of G.
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Consider χPsf,Gm([A]). For example, if n is prime, we have

χPsf,Gm([A]) = [M∨
Gm,c(T )

G]− 1

|G|
∑
χ∈Ĝ

[M∨
Gm,c(T )

χ].

For every strict subgroup H of G, the product of the classes of A and T/H in
K(PsfGm) is empty. Hence we have

(2.11.2) χPsf,Gm([A]) · [M∨
Gm,c(T/H)] = 0

in K(DAét
ct
G
(Gm)) or CGmot(Gm).

Let ψ be a character of G. There exists a (possibly trivial) subgroup H of G,
and a primitive character ψ̄ of G/H such that ψ = ψ̄ ◦ ρ, where ρ : G → G/H is
the quotient morphism. Using Proposition 2.2.3(2), we get that

[M∨
Gm,c(T )

G] = [M∨
Gm,c(T/G)] = [1Gm ] = 1

in K(DAét
ct
G
(Gm)).

Assume now that ψ is not the trivial character. Using again Proposition
2.2.3(2), we also have

n−1∑
e=0

[M∨
Gm,c(T )

ψe

] = |H|
|G/H|−1∑
ē=0

M∨
Gm,c(T/H)ψ̄

ē

.

Since ψ̄ is a primitive character of G/H, ψē varies over all characters of G/H,
hence by Proposition 2.2.2(2),

n−1∑
e=0

[M∨
Gm,c(T )

ψe

] = |H|M∨
Gm,c(T/H).

Since H ̸= G, from (2.11.2) we deduce that

χPsf,Gm([A]) ·
n−1∑
e=0

[M∨
Gm,c(T )

ψe

] = 0,

and finally

f̂X(χ) · χPsf,Gm([A]) = [M∨
Gm,c(X)χ] · χPsf,Gm([A]).

We thus have proven:

Proposition 2.11.1. The Fourier transform of the map

e ∈ Z/nZ 7−→ [M∨
Gm,c(X

T e

)] · χPsf,Gm([A])

is the map

χ ∈ Ĝ 7−→ [M∨
Gm,c(X)χ] · χPsf,Gm([A]).

In particular, we have

1

|G|

n−1∑
e=0

[M∨
Gm,c(X

T e

)] · χPsf,Gm([A]) = [M∨
Gm,c(X)G] · χPsf,Gm([A]).
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The preceding discussion took place inside K(DAét
ct
G
(Gm)), but carries over

verbatim to CGmot(Gm), using (2.9.1).

Remark 2.11.2. Note that the above discussion is not vacuous, since even if
[M∨

Gm,c
(T )]·χPsf,Gm([A]) = 0, [M∨

Gm,c
(T )ψ]·χPsf,Gm([A]) is not zero. The underlying

reason for that being that χψPsf,Gm
is a group morphism but not a ring morphism.

2.12. Motivic characters. Let G be a constant commutative group over k.
Given the above discussion on Fourier transform, we shall consider a motivic
version of the characters of G, as functions in Cmot(G, rel), as follows. We first
split G as a product of cyclic groups, hence can assume that G itself is cyclic,
equal to Z/nZ. We then define αmot(g) = [M∨

Gm,c
(XT g

)] · χPsf,rel([A]), where T
and A are as in the previous section. A general motivic character is a product of
e copies of αmot, for some integer e. Up to the choice of a primitive character of
G, we get a bijection between the set of characters of G, and the set of motivic
characters of G.

2.13. Orbifold volume. We need to consider Deligne-Mumford stacks in a de-
finable way. We shall treat them using atlases, as follows.

Definition 2.13.1. A definable smooth Deligne-Mumford stack over k[[t]] is given
by the following data: a definable algebraic variety M over k[[t]] together with a
finite definable cover M = ∪Mi such that the Mi form an Zariski cover of M into
open pieces when specialized to a pseudo-finite field. Moreover, for each i, there
is a smooth definable algebraic variety Xi and a definable finite algebraic group
Γi acting on Xi such that every orbit is contained in an affine subset, Xi/Γi = Mi

and there is an open subset Ui ⊂ Mi over which the action is free. We also require
that over Mi ∩ Mj, Xi with the action of Γi and Xj with the action of Γj are
identified.

Given such data, for every pseudo-finite field K, we have that M(K[[t]]) are the
K[[t]]-points of the coarse moduli space of a smooth Deligne-Mumford stack MK ,
which admits a Zariski cover into open substacks [Xi/Γi].
Let M be a definable smooth Deligne-Mumford stack over k[[t]]. Consider the

definable subassignment M♮, determined by

M♮(K) = M(K[[t]]) ∩U(K((t))),

for any pseudo-finite field K/k, where U = ∪Ui. One defines similarly M♮
i.

After shrinking the Xi if necessary, we may assume that their canonical bundles
are trivial. We fix non-vanishing top degree forms ωi onXi, which induce, possibly
pluricanonical, forms ωi,orb onM

♮
i as in [19, Lemma 2.8] and the measures induced

by ωi,orb glue to define a definable form |ωorb| on M♮. We shall compute
∫
M♮ |ωorb|

in terms of the twisted inertia stack of MK .
Recall that given a stack M, the inertia stack IM parametrizes pairs of objects

in M together with an automorphism. When M is a Deligne-Mumford stack,
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hence has has finite automorphism groups, we have an equivalence

IM ∼= colimn Hom(BZ/nZ,M).

It turns out, that if k does not contain all roots of unity, the correct space in our
context is the twisted inertia stack of M defined as

Iµ̂M = colimn Hom(Bµn,M).

We write abusively Iµ̂M for the coarse moduli space of Iµ̂M.
Given a definable Deligne-Mumford stack M, we can associate to it a definable

Deligne-Mumford stack Iµ̂M that parametrizes the twisted inetia stacks of MK

for pseudo-finite K, i.e. such that for every pseudo-finite field K, Iµ̂M(K) =
Iµ̂MK(K).
We now define the specialization map

(2.13.1) e : M♮ −→ Iµ̂M.

Fix a pseudo-finite field K/k and x ∈ M♮(K) = M(K[[t]]) ∩U(K((t))). Let Mx

be the pullback of MK along x:

Mx

��

//M

��

Spec(K[[t]])
x
// M.

Let M̃x be the normalization of Spec(K[[t]]) in Mx. By [19, Proposition 2.12],
there is a finite totally ramified extension L of K((t)) of degree N such that

[Spec(OL)/µN ] ≃ M̃x and the induced isomorphism

[Spec(K)/µN ] = [Spec(kL)/µN ] ≃ M̃x,K

in the special fiber is independent of L up to isomorphism. Hence we get a map

[Spec(K)/µN ] → M̃x,K → Mx,K → MK , which gives a point e(x) ∈ Iµ̂MK(K) =
Iµ̂M(K).

Proposition 2.13.2. The map e is definable.

Before starting the proof, recall from [19, Section 2.5] some facts about Γ-
torsors over Spec(K((t))), with K pseudo-finite. A Γ-torsor T = Spec(

∏
i Li) over

Spec(K((t))) is said to be unramified if each Li is unramified. It is strongly ramified
if each Li is totally ramified.

In that case, Li ≃ Lj and Γ acts simply transitively on the connected compo-
nents of T , which correspond to the totally ramified extensions Li. Let IT be the
stabilizer of Spec(L1). It is a subgroup of Γ, well-defined up to conjugation, and
isomorphic to µN , where N = deg(L1/K((t))).
For any T , from the description of H1(K((t)),Γ), there exists a (unique) unram-

ified Γ-torsor P such that the twist T ×Γ P is strongly ramified, see [19, Lemmas
2.14, 2.16] for details.
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Let T a Γ-torsor over Spec(K((t))) and T̃ be the normalization of Spec(K[[t]]) in

T . From the valuative criterion of properness, T̃ is endowed with a Γ-action. We

can form the stack quotient [T̃ /Γ]. Let P be an unramified torsor such that T×ΓP
is strongly ramified. Since smooth base change commutes with normalization, we

have [T̃ ×Γ P/ΓP ] ≃ [T̃ /Γ]. Since the special fiber of [T̃ ×Γ P/ΓP ] is BIT and
IT ∼= µN , we get a morphism

(2.13.2) BµNK −→ [T̃ /Γ]K .

The totally ramified torsor T ×ΓP can be described more concretely as follows.
Let γ : µN → Γ be the inclusion of the inertia group of T into Γ. Define a Γ-torsor
by

(2.13.3) Tγ = Spec(K((t1/N)))×Spec(K((t))) Γ/µN .

This torsor is strongly ramified and thus must be equal to T ×Γ P .

Proof of Proposition 2.13.2. We can assume that M is parametrizing a global
quotient [X/Γ], where X and Γ are as in the beginning of the section. Let π : X →
X/Γ the quotient morphism. Recall the U ⊂ X/Γ is defined as the maximal
open subset such that π : V = π−1(U) → U is a Γ-torsor, which ammount to
define V as the subset of X where the Γ-action in free. In this situation, e
admits the following more explicit description (see [19, Construction 2.18]). Let
x ∈ M ♮(K) = M(K[[t]]) ∩ U(K((t))). By definition of U , the point x defines a

Γ-torsor T over Spec(K((t))). Let T̃ be the normalization of Spec(K[[t]]) in T . By

the valuative criterion for properness, one gets a Γ-equivariant map x̃ : T̃ → X.
We have the following diagram:

T

��

// T̃

��

x̃
// X

π

��

Spec(K((t))) // Spec(K[[t]]) x
// X/Γ.

From (2.13.2), we then get a morphism

BµNK −→ [T̃ /Γ]K −→ [X/Γ]K ,

hence a point in Iµ̂[X/Γ]K . By [19, Construction 2.18], this point in Iµ̂MK is e(x).
From the description of the intertia stack above, to show that e is definable, it

suffices to show that the subset of x ∈ U where the totally ramified torsor T ×ΓP
is isomorphic to Tγ, for γ : µN → Γ (up to conjugacy), is definable. But those
two torsors are isomorphic if over an unramified extension, the fiber π−1(x) is
isomorphic to Tγ as sets with a definable Γ-action. If no extension is needed, then
it is clear that this expressed by a formula φx,γ. If one needs an extension, say of
degree m, then one encodes the extension of degree m of K, Km, as a definable
set with parameters, and use also a parameter τ for a fixed choice of generator of
the Galois group Gal(Km/K). See Section 4 below for details. Then working in
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Km, the condition that π−1(x) is isomorphic to Tγ as Γ-set is again definable by
a formula φx,γ,m. Since U is covered by the formulas φx,γ,m, by compactness it is
covered by a finite number of those, which shows that e is definable. □

Let us recall the definition of weights from [19, Definition 2.20]. Let k be a
field and let (χ1, · · · , χr) ∈ (Q/Z)r. Define w(χ1, · · · , χr) =

∑r
i=1 ci, with ci

the unique rational representative of χi with 0 < ci ≤ 1. For any r-dimensional
k-vector space V with an algebraic action a : µ̂ → µN → Aut(V ), one has a
character decomposition Vk̄ ≃ ⊕r

i=1Vk̄(χi) with χi ∈ Q/Z characters of µ̂ and one
defines the weight of a as w(a) = w(χ1, · · · , χr). Let M be a definable smooth
Deligne-Mumford stack over k[[t]] and (x, α) ∈ Iµ̂M(K). We define w(x, α) as the
weight of µ̂ acting on the tangent space TxMK .

Theorem 2.13.3 (Orbifold formula). Let M be a definable smooth Deligne-
Mumford stack over k[[t]]. Let (x, α) ∈ Iµ̂M(K). Then the volume of the fiber
of e with respect to the orbifold measure on M is∫

e−1(x,α)

|ωorb| = L−w(x,α).

Proof. This is the exact analogue for motivic integrals of [19, Theorem 2.21] which
deals with p-adic integrals. The proof in loc. cit., which ultimately reduces to
computations done in [14], adapts without difficulty to the motivic setting, using
[31, Proposition 3.2.3] instead of [19, Lemma 4.19]. Note that the apparent dis-
crepancy with [19, Theorem 2.21] (the presence of a denominator in the formula)
is an artefact coming from the fact that in [19] (x, α) is a point of Iµ̂M while here
it is a point in the coarse moduli space. □

3. Geometric setup

In this section we introduce the relevant constructions for the formulation of
the Geometric Stabilization theorem [34, Théorème 6.4.1]. The main reference is
Section 4 of loc. cit.
Throughout this section let k be a field of characteristic 03, X a smooth pro-

jective geometrically connected curve over k and D a line bundle of even degree
d on X. By abuse of notation we also write D for the Gm-torsor associated with
D. We will also assume the existence of a rational point ∞ ∈ X(k).

3.1. Reductive group schemes. Let G be a split reductive group scheme over
k and (T,B, s) a split pinning of G. We denote by X∗(T) and X∗(T) the root
and coroot lattice of G. We define a quasi-split form of G over X by fixing a
Out(G)-torsor ρ over X and setting

G = G×Out(G) ρ.

3The main references for this section [34, 19] assume k to be a finite field, sometimes with a
lower bound on the characteristic, however the geometric constructions we consider work over
any perfect field with the same lower bound on the characteristic.
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We further denote by T = T×Out(G)ρ the induced maximal torus and by g,t,g and
t the Lie algebras of G, T, G and T respectively. The superscripts reg and rs will
denote the open dense subschemes of regular and regular semi-simple elements
respectively.

3.2. Higgs bundles.

Definition 3.2.1. A G-Higgs bundle (with coefficients in D) is a pair (E, θ) with
E a G-torsor on X and θ a global section of ad(E)⊗D.
Equivalently a G-Higgs bundle is given by a morphism X → [gD/G] over X,
where gD = g×Gm

X D and G acts via the adjoint action.

Let MG = MG(X, D) be the moduli stack parametrizing G-Higgs bundles on X.
The global sections Z(X, G) of the center Z(G) over X act as automorphisms on
any G-Higgs bundle and we denote by MG the rigidification of MG by Z(X, G).

Definition 3.2.2. A G-Higgs bundle is regular if the morphism X → [gD/G]
factors through [gregD /G]. We denote by Mreg

G and Mreg
G the corresponding open

substacks.

3.3. The Hitchin fibration. Let c = g/G be the Chevalley base of g and c/X
its relative version over X. The scaling action of Gm on g descends to c and we
write cD = c×Gm

X D.

Definition 3.3.1. The Hitchin base A = AG = AG(X,D) is the affine space of
global sections H0(X, cD). The morphism

χ : MG → A

induced by the quotient [gD/G] → cD is called the Hitchin fibration.

The Kostant section c → g together with a choice of square root of D gives rise
to a section A → Mreg

G of χ, which we still call the Kostant section.

3.4. Symmetries. Let PG → A be the Picard stack of torsors for the regular
centralizer J → cD, also called the abstract Prym. It naturally acts on MG/A
and Mreg

G is a PG-torsor trivialized by the Kostant section. As before we denote
by PG the rigidification of PG by Z(X, G).

3.5. π0(PG) and the anisotropic locus. Of central importance for Geometric
Stabilization is the group scheme of connected components π0(PG).

The anisotropic locus Aani ⊂ A is the open subscheme whose points over an
algebraic closure k̄ are given by

Aani(k̄) = {a ∈ A♡(k̄) | |π0(PG,a)| <∞},

with A♡ the open subset of A defined in [34, 4.5] (amounting to a reduced cameral
cover).
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Evaluation at our fixed point ∞ ∈ X(k) defines a morphism ev∞ : A → cD,∞,

where cD,∞denotes the fiber of cD over ∞. We define étale open subschemes Ã

and Ã
ani

of A and Aani by the cartesian squares

Ã
ani

//

��

Ã

��

// tregD,∞

��

Aani // A
ev∞
// cD,∞.

The pullback of MG to Ã and Ã
ani

is denoted by M̃G and M̃ani respectively, and
similarly for MG,PG and PG.
Next we further assume that the fiber of the Out(G)-torsor ρ over ∞ is trivial

and we fix a point ∞ρ ∈ ρ∞(k). With this choice, the Abel-Jacobi map induces

over Ã a morphism

(3.5.1) ϕ : Ã× X∗(T) −→ P̃G.

By [19, Proposition 4.38] the composition of ϕ with the projection onto π0(P̃G)
gives for every a ∈ Ã

ani
(k) a surjection

(3.5.2) X∗(T) −→ π0(P̃G,a).

In particular π0(P̃G,a) is a finite constant group scheme.

3.6. Coendoscopic groups and twisted inertia. This is a summary of [19,
Section 5]. Roughly speaking a coendoscopic group of G is the Langlands-dual to
an endoscopic group of G.
A coendoscopic datum for G over k is a triple E = (κ, ρκ, ρκ → ρ), where

κ : µ̂ → T is a homomorphism over k and (ρκ, ρκ → ρ) is a certain reduction
of the torsor ρ. We call κ the type of E . The split coendoscopic group Hκ ⊂ G
associated with κ is simply the neutral component of the centralizer of the image
of κ. The coendoscopic group HE is a quasi-split form of Hκ over X defined by
(ρκ, ρκ → ρ). We write TE , hE , tE ... for the maximal torus, Lie algebra, Cartan
algebra... associated with HE .

Coendoscopic groups appear naturally in the study of the twisted inertia stack
Iµ̂MG as follows. In [19, Construction 5.6] a natural morphism µE : [hE,D/HE ] →
[gD/G] is constructed, giving rise to compatible morphisms µE : MHE → MG and
νE : AHE → AG.
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Furthermore E induces for any HE -Higgs bundle F a morphism µ̂ → Aut(F ),
which allows us to lift µE to a morphism to Iµ̂MG. in summary we have a com-
mutative diagram

(3.6.1) MHE

��

µE
// Iµ̂MG

��

AHE

νE
// AG,

where the vertical arrows are the Hitchin fibrations for HE and G respectively.
Furthermore νE respects the anisotropic locus i.e. ν−1

E (Aani
G ) = Aani

HE
.

Now assume further that the fiber of ρκ over ∞ has a k-rational point ∞ρκ . We
write AG−∞

HE
= ν−1

E (A∞
G ). One can check that AG−∞

HE
is contained in A∞

HE
and we

define ÃG−∞
HE

= AG−∞
HE

×A∞
HE
ÃHE .

The chosen point ∞ρκ induces an isomorphism tE,∞ ∼= t∞ which allows us to

lift νE to a morphism ν̃ : ÃG−∞
HE

→ ÃG.
We further restrict the above constructions to the anisotropic locus, which we

indicate by adding a superscript ani. For the various exponents ∗ appearing above

we will also denote by M̃∗
G → Ã∗

G and M̃∗
HE

→ Ã∗
HE

the pullbacks of MG → AG and

MHE → AHE to Ã∗ and Ã∗
HE

. In particular from (3.6.1) we get the commutative
square

M̃G−∞,ani
HE

��

µ̃E
// Iµ̂M̃ani

G

��

ÃG−∞,ani
HE

ν̃E
// Ãani

G .

Conversely, if we assume the existence of a k-rational point ∞ρ in the fiber of ρ
at ∞, we get for any anisotropic G-Higgs bundle F an inclusion Aut(F ) → T [19,

Construction 4.36]. Thus any k-point in Iµ̂M̃ani
G defines a morphism κ : µ̂ → T

and in fact a coendoscopic datum E = (κ, ρκ, ρκ → ρ) [19, Proposition 5.12]. We

say that a coendoscopic datum E occurs in Iµ̂M̃ani
G (k) if it arises from a point

in Iµ̂M̃ani
G (k) via this construction and write Iµ̂M̃ani

G (k)E for the component with
given occuring endoscopy datum E .

Assuming that the fiber of ρκ over ∞ has a k-rational point, the above con-
stuction defines an equivalence [19, Corollary 5.17]

(3.6.2) µ̃E : M̃G−∞,ani
HE

(k)
∼−→ Iµ̂M̃ani

G (k)E .

For our applications we need a variant of this equivalence for the inertia stack of

the rigidification Iµ̂M̃ani
G , which will have fewer components indexed by orbits [E ]

of occuring coendoscopy data under a natural Z(X,G)-action [19, Construction
5.20]. Since the coendoscopic groups for two coendoscopy data in the same orbit
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are isomorphic we will ignore this subtlety and write Iµ̂M̃ani
G (k)E for the corre-

sponding component. If we write M̃G
HE

for the Z(X,G)-rigidification of M̃G−∞,ani
HE

,
we deduce from (3.6.2) the equivalence [19, Corollary 5.25]

(3.6.3) µE : M̃G
HE

(k)
∼−→ Iµ̂M̃ani

G (k)E .

Notice also that because of (3.6.1) the equivalences (3.6.2) and (3.6.3) are com-
patibale with the restiriction to individual Hitchin fibers.

4. Definability of Geometric Stabilization

In this section we show that the various objects appearing in the statement of
the Geometric Stabilization theorem are definable in the theory of pseudo-finite
fields and that its statement is expressible as an equality between motivic integrals.
Part of this discussion is similar to [7], where it is proven that the statement of
the Fundamental Lemma is expressible as an equality between motivic integrals.

4.1. Field extensions. Let K be a pseudo-finite field. We shall need to express
conditions related to finite Galois extensions L of K. The ring language does not
allow to do this directly, however, as long as the degree deg(L/K) = r is fixed (or
at least bounded), we can emulate it within the ring language as follows.

We describe L by using the minimal polynomial m of an element α generating
L/K. The polynomial m = xr + . . . a0 is described via its tuple of coefficients
a = (a0, . . . , ar−1) ∈ Kr−1. The following conditions can be described with ring
formulas with free parameter a. We can express the fact that m is irreducible in
K[x]. We then use the explicit basis {1, x, . . . , xr−1} of K[x]/(m) = L to identify
L with F r. Since K is pseudo-finite, L/K is Galois, with Galois group cyclic of
order r. The Galois group Gal(L/K) can now be described as well, viewing its
elements as linear automorphisms of F r respecting the field structure. We write
the set of elements of Gal(L/K) as Gal(L/K) = {σ1, . . . , σr}, and fix a generator
τ of Gal(L/K).

Hence we find that there is a ring formula φ(a, τ) such that for every pseudo-
finite field K, φ(a, τ) is satisfied exactly when xr − a is irreducible in K[x] and τ
is a generator of the Galois group of Ka,r = K[x]/(xr − a) over K.
Given a definable set X, there is a definable set Xr with parameters a, τ such

that the K-points of Xr are identified with X(L) for L a Galois extension of
degree r.

4.2. Galois cohomology. We can also encode part of Galois cohomology as
follows. Let K be a pseudo-finite field and L a finite Galois extension of K. Let A
be a Gal(L/K)-module, where the action is given in a definable way, for example
A = X(L), where X is definable. We represent the elements of H1(Gal(L/K), A)
using 1-cocycles. We view a 1-cocycle as a tuple (b1, . . . , br) ∈ Ar corresponding
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to elements (σ1, . . . , σr) of Gal(L/K). The cocycle condition is then expressed by
the definable condition

σiσj = σk =⇒ biσi(bj) = bk.

We encode the fact that two cocycles b, b′ are cohomologous if there exists a 1-
coboundary c such that b = b′c. Since this is a definable equivalence relation
on 1-cocycles, this allows to consider H1(Gal(L/K), A) as an imaginary set (with
parameters (a, τ)).
If A→ B is a definable map between Gal(L/K)-modules, then we get a defin-

able map between 1-cocyles for A and 1-cocycles for B.
Basic facts about Galois cohomology of finite fields are now expressible in a

first-order way, hence are true in pseudo-finite fields.
For example, if G is a finite commutative group of order r, viewed as a constant

group scheme, then for every finite field Fq, we have

H1(Gal(F̄q/Fq), G) ≃ H1(Gal(Fqr/Fq), G) ≃ G,

the isomorphism being determined by (the image of) the Frobenius. Since this
last isomorphism is definable, we have proven:

Proposition 4.2.1. For every pseudo-finite field K, there is a definable bijection

(4.2.1) H1(Gal(Ka,r/K), G) ≃ G

determined by the chosen generator τ of Gal(Ka,r/K).

Similarly, if P is a connected commutative algebraic group over Fq, then Lang’s
theorem assets that H1(Gal(Fqr/Fq),P(Fqr)) ≃ {0}. Since the fact that P is con-
nected is definable (this follows from [35]), and that last isomorphism is definable,
we find that in every pseudo-finite field K and for every r ≥ 1,

H1(Gal(Ka,r/K),P(Ka,r)) ≃ {0} .
More generally for every commutative algebraic group P over Fq, we have a

surjection

H1(Gal(Fqr/Fq),P(Fqr)) −→ H1(Gal(Fqr/Fq), π0(P)(Fqr)),
which implies that for every pseudo-finite field K and P commutative algebraic
group over K, the definable map

H1(Gal(Ka,r/K),P(Ka,r)) −→ H1(Gal(Ka,r/K), π0(P)(Ka,r))

is a surjection. Combining this with the vanishing theorem above, we have proven:

Proposition 4.2.2. There is a definable bijection such that for every pseudo-finite
field K

(4.2.2) H1(Gal(Ka,r/K),P(Ka,r)) ≃ H1(Gal(Ka,r/K), π0(P)).

By compactness, the proposition also holds for a definable algebraic group P.
Combining the two propositions above, we finally get:
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Proposition 4.2.3. Let P be a commutative definable algebraic group, with con-
stant group π0(P) of connected components. There are definable bijections such
that for every pseudo-finite field K,

(4.2.3) H1(Gal(Ka,r/K),P(Ka,r)) ≃ H1(Gal(Ka,r/K), π0(P)) ≃ π0(P).

Those bijections are explicitly described at the level of cocycles. For g ∈ π0(P),
one builds a 1-cocycle fg by sending the generator τ of Gal(Ka,r/K) to g. Then
this cocycle can be lifted to P(Ka,r): there exists an element of x ∈ P(Ka,r) such
that sending τ to x determines a 1-cocycle that is send to fg by the morphism
P(Ka,r) → π0(P).

4.3. Twisted varieties. Let X be a definable variety and P a definable com-
mutative group acting definably on X.

Fix a pseudo-finite field K. Suppose we are given a 1-cocycle

f : Gal(Ka,r/K) −→ P(Ka,r).

By composing this cocycle with the action of P(Ka,r) on X(Ka,r), we get for each
σ ∈ Gal(Ka,r/K) an automorphism of X(Ka,r). Define Xf (K) as the set of fixed
points of X(Ka,r) under this system of automorphisms. This gives a formula with
parameters a, τ, f for a definable set Xf such that for every pseudo-finite field K,
Xf (K) is the set of fixed points of the system of automorphisms.
The system of automorphisms is a Galois descent datum for the variety corre-

sponding to X over K, hence Xf is a definable algebraic variety.

4.4. Isotypical components. Keep notations as above, with X a definable al-
gebraic variety with an action of a definable commutative algebraic group P. Let
α be a character of H = H1(Gal(Ka,r/K), π0(P)(Ka,r)), where r is large enough
such that π0(P)(Ka,r) = π0(P)(Kalg). Consider the motivic version αmot of α
defined in Section 2.12.

Definition 4.4.1. The α-isotypical component of the motive of X is

χPsf,rel(X, α) :=
1

|H|
∑
t∈H

χPsf,rel(X
t)αmot(t)

in K(DAét
ct(rel,Λ))⊗Q.

Thanks to the following remark, it is consistent with the notion introduced in
proposition 2.2.2, at the cost of multiplying by the motive of the set of parameters
A.

Remark 4.4.2. Assume that H is a constant finite commutative group. Let α
be a character of H, and X be a k-variety with action of H. Then Proposition
2.11.1 states that if H is cyclic,

1

|H|
∑
g∈H

χPsf,rel(X
g)αmot(g) = M∨

rel(X)α
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in K(DAét
ct(rel,Λ))⊗Q. This result can be extended to arbitrary finite goups, but

since we don’t need it we shall skip the proof.

We extend the definition to the category of definable sets with action ofP, to get
a morphism χPsf,rel(·, α). When α is the trivial character, we write χPsf,rel(·, stab) =
χPsf,rel(·, α).
Finally let us record the following lemma for later use.

Lemma 4.4.3. Let X a definable algebraic variety with an action of a defin-
able commutative algebraic group P. Assume further that we have a subgroup
P□ ⊂ P consisting of a union of connected components of P, that is P/P□ ∼=
π0(P)/π0(P

□), and a subvarietiy X□ ⊂ X such that X ∼= X□×P□
P as P-varieties.

Then we have for any character α of H = H1(Gal(Ka,r/K), π0(P)(Ka,r)) the
equality

χPsf,rel(X, α) = χPsf,rel(X
□, α|H□),

where H□ = H1(Gal(Ka,r/K), π0(P
□)(Ka,r)).

Proof. The isomorphism X ∼= X□×P□
P implies that we have for any t ∈ H a de-

finable morphismXt → π0(P)t/π0(P
□). The π0(P)/π0(P

□)-torsor π0(P)t/π0(P
□)

is trivial if and only if t ∈ H□ and thus Xt can only admit a K-rational point for
t ∈ H□. This implies that χPsf,rel(X

t) = 0 for all t /∈ H□ and

χPsf,rel(X
t) = χPsf,rel(X

□,t × π0(P)/π0(P
□)) = χPsf,rel(X

□,t)|π0(P)/π0(P
□)|.

Since Gal(K) = Ẑ, say with topological generator σ, we have for any finite
group commutative group scheme Γ an exact sequence

0 −→ Γ(K) −→ Γ(K)
1−σ−−−→ Γ(K) −→ H1(K,Γ) −→ 0,

and thus |Γ(K)| = |H1(K,Γ)|. Putting all this together we get

χPsf,rel(X, α) =
1

|H|
∑
t∈H

χPsf,rel(X
t)αmot(t)

=
1

|H|
∑
t∈H□

χPsf,rel(X
□,t)|H/H□|αmot(t) = χPsf,rel(X

□, α|H□). □

4.5. Split reductive groups. Recall that the classification of split connected re-
ductive groups is independent of the base field and that their isomorphism classes
are in bijection with root data D = (X∗,Φ,X∗,Φ

∨), which are the character group
of a split torus, the set of roots, the cocharacter group, and the sets of coroots.
Each split reductive group can be realized over k. Fix a faithful representation
δ : G → GL(V ) for a k-vector space V , and G the group associated to the root
datum D. Fix also a basis of V . Then there exists a ring formula describing
δ(G) ⊂ GL(V ).
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4.6. Quasi-split groups. Let X be a smooth projective curve over k, viewed
as a definable set. For later purposes, suppose that we are also given a rational
point ∞ ∈ X(k). Let D be a line bundle of large enough even degree d on X, in
particular such that D is ample. Hence a power of D defines a closed embedding
of X into Pnk for some n. We identify X with its image in Pnk . For later purposes,
we also assume that D is a square, i.e. that there exists D′ such that D′⊗2 ≃ D.

Let ρ be an Out(G)-torsor over X that is trivial over ∞ ∈ X. By [19, Lemma
4.8] there is a finite étale cover X ′ of X over which ρ becomes trivial, and we
can moreover assume that X ′ → X is Galois. We then view ρ as a morphism
Aut(X ′/X) → Out(G), which amounts to choose a finite number of points of
Out(G) satisfying some conditions. By Section 4.2, if we fix an integer r we get
a definable set representing the subset of Out(G)-torsors on X parametrized by
morphisms Aut(X ′/X) → Out(G) with X ′ a finite étale Galois cover of X of
degree r. Fix one such parameter f .

A quasi-split from ofG overX is by definition a group of the formG = G×Out(G)

ρ. The group G can be viewed as a definable set as follows. Let r be the degree of
X ′ → X. Let K be a pseudo-finite field containing k. Let x ∈ X(K). The map
X ′ → X induces a finite Galois extension Lx/k(x) = K of degree at most r. The
extension Lx/K can then be described as above, using a parameter τ for a fixed
generator of Gal(Lx/K).
The torsor ρ induces at x an element of H1(Gal(Lx/K),Out(G)), and the choice

of a generator τ ∈ Gal(Lx/K) identifies this group with Out(G). Let ρx ∈ Out(G)
be the automorphism defined by ρ at x.

The set G(K)x of K-points of G = G ×Out(G) ρ above x is identified with the
set of fixed points of G(L) under the endomorphism ρx ◦ τ of G(L). Using the
fixed representation δ of G and our conventions regarding encoding of L in Section
4.1, the set G(K)x is therefore defined by a formula with parameters. Since this
formula is uniform in x, we get a definable G with parameters X, a, τ, ρ such that
Gx(K) = Gx(K) for every pseudo-finite field K and x ∈ X(K).

Summarizing the above discussion, we can state:

Proposition 4.6.1. Fix a smooth projective curve X over k, a split reductive
group G determined by its root datum, a fixed faithful representation of G, and an
integer r. Consider an Out(G)-torsor over X that is trivialized over a finite étale
cover of X of degree r, represented by a 1-cocycle f . Then there is a definable
algebraic group G with parameters X, a, τ, f such that for every pseudo-finite field
K extending k and x ∈ X(K), Gx(K) is the set of K-points of Gx, where G is
the quasi-split form of G over X determined by f .

The lattice of characters X∗ = X∗(T) of G is similarly endowed with a Galois
action. Its sublattice of fixed points is the lattice of characters of T , the fixed
(non-split) maximal torus of G. We identify X∗ with Zn by fixing a basis. Since
the Galois action on Zn is definable (in the sense that the matrix defining it in
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the chosen basis is definable), we get a finite definable set whose points form a
basis of the sublattice X∗(T ).

The fixed maximal torus is also represented by a definable algebraic group T.
The Lie algebras g and t are aslo defined as a set of fixed points using the Out(G)
torsor, hence definable as well.

4.7. Higgs bundles. In this section, we encode definably the various objets
related to the moduli space of Higgs bundles and Hitchin fibration recalled in
Section 3.

Given a split reductive group G on k, and a smooth projective curve X with
a k-point, we so far constructed a definable group G. Fix in addition an even
integer d larger or equal to 2g − 2, where g is the genus of X. Consider a line
bundle D on X of degree d. We view D as given using a trivialization on affine
charts, hence D is described by a definable set. The set of all such line bundles
of degree d is then described by a definable set, that we consider as parameters.

Fix K a pseudo-finite field extending k. Recall from Definition 3.3.1 the notion
of Hitchin fibration: a map χ : MGK

→ AGK
, where GK is the quasi-split group

scheme over XK which has fiberwise the same K-points as G(K). We would like
to encode MGK

as a definable set, but it is not true in this generality, we need to
restrict to an open subscheme of AGK

, the anisotropic locus.
To do so, first recall from Definition 3.3.1 that AGK

is the affine space of global
sections H(X, cD), and by [34, Lemme 4.13.1], its dimension (under the hypothesis
deg(D) ≥ 2g − 2) depends only on g, deg(D), and the rank and the number of
roots of G. Hence there is a definable set A such that A(K) = AGK

(K) for
every pseudo-finite field K. Using affine charts for X provided by the projective
embedding, we can interpret element of A as global sections hence for every
pseudo-finite field K and a ∈ A(K), a determines a map X(K) → cD(K).
Recall that we are given as part of the data a point∞ ∈ X(K). Let ev∞ : AG →

cD,∞ the evaluation at ∞. Let trsD,∞ be the set of regular semi-simple elements.

Define the étale open ÃG → AG by the cartesian diagram

(4.7.1) ÃG

��

// trsD,∞

��

AG // cD,∞.

Since the arrows in the cartesian diagram are definable, there is a definable variety

ÃG such that ÃG(K) = AG(K) for every pseudo-finite field K extending k.
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Let a ∈ AGK
. The cameral cover Ca is the W -equivariant morphism Ca → X

fitting into the cartesian diagram

(4.7.2) Ca

��

// tD

��

X
a
// cD.

The universal cameral cover is denoted by C → X ×A. Since the arrows in the
cartesian diagram are definable, there is a definable set C and a definable map
C → X × A such that the fiber over a ∈ A(K) is the K-points of the cameral
cover Ca(K) → X(K).
Recall from Section 3.5 that the anisotropic locus Aani

GK
⊂ AGK

is the locus where
the cameral curve is reduced and π0(PGK ,a) is finite. By [34, Proposition 4.10.3],
the second condition is equivalent to the fact that tD

Wã = 0, where ã = (a, ∞̃) ∈
ÃG is in the preimage of a and Wã is the finite subgroup of W ⋊Out(G) defined
as follows, following [34, 1.3.6, 5.4.1].

Let U be the open subset of X over which the cameral curve Ca is a W -torsor.
Let X ′ the finite cover of X of degree r and ρ : Aut(X ′/X) → Out(G) the torsor
that defines the quasi-split form of G. On the fiber product Ca×U X

′, we have an
action of Aut(X ′/X) andW , that combine in an action ofW ⋊Out(G). Hence we
have a morphism Aut(X ′

U/U) → W ⋊ Out(G) and we let Wã be its finite image.
We thus have the following commutative diagram

(4.7.3) Aut(X ′
U/U)

��

// Wã ⊂ W ⋊Out(G)

��

Aut(X ′/X) // Out(G).

Since the degree r is fixed, the cover X ′ is definable, and the open subset U as

well. Hence the above description of Wã depends definably on ã ∈ ÃG. Hence

the subset Ãani
G of ã ∈ ÃG such that Ca is reduced and tWã = 0 is definable. The

anisotropic locus Aani
G is the image of Ãani

G in AG, therefore definable as well. By
[34, 6.1], Aani

G is a non-empty open subset of AG.
The Prym PG,a acts on the fiber MG,a and using the Kostant section [34,

Section 4.2.4], is identified with an open subset of MG,a. Let Pani and Mani
G be

the restriction of PGK
and MGK

to Aani
GK

. By [34, Proposition 6.1.3], Pani is a

smooth separated Deligne-Mumford stack of finite type over Aani
GK

and Mani
GK

is a
smooth separated Deligne-Mumford stack of finite type over K. Moreover, the
coarse moduli space Mani

G of Mani
G is projective over Aani

G .
We claim that there exists a definable set MG such that Mani

G (K) = Mani
G (K).

By [34, Lemme 6.1.2], every G-Higgs bundle over Aani is stable. Hence one can
follow the construction by Faltings [16, Theorem II.5] of the coarse moduli space
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of stable G-Higgs bundles M s
G. This gives a quasi-projective embedding of M s

G

into some PN × X(G)∗, where N depends only on the dimension of AG and the
given representation δ of G, and X(G)∗ is the dual of the character lattice. The
fibers over X(G)∗ are then definable, therefore the same is true for the restriction
of M s

G to the restriction to the anisotropic locus Aani
G . From the construction, one

also gets that the stack structure is also definable in the sense of Definition 2.13.1.

We have thus established :

Proposition 4.7.1. Fix a smooth projective curve X over k, a split reductive
group G determined by its root datum, a fixed faithful representation of G, and an
integer r. Consider an Out(G)-torsor over X that is trivialized over a finite étale
cover of X of degree r, represented by a 1-cocycle f . Then there is a definable
Deligne-Mumford stack Mani

G over k with parameters a, τ, f such that for every
pseudo-finite field K extending k, Mani

G (K) =Mani
G (K), where G is the quasi-split

form of G over X determined by the choice of a, τ, f as in Proposition 4.6.1.

We sometimes use the notation MG instead of Mani
G since we have the defin-

ability only above the anisotropic locus.
One gets also that Pani

G , as an open subset in Mani
G , is the points of a definable

set Pani
G which acts definably on Mani

G .

Let M̃ani
G be the base change of Mani

G along ÃG → AG, which is then also

definable. By Proposition [19, Prop. 4.38], for every a ∈ Ã
ani

G , there is a natural

surjective morphism X∗(T ) → π0(P̃ani
a ), hence π0(P̃ani

a ) is a constant finite group
scheme.

Let Ĝ the Langlands dual group of G. One has also the Hitchin fibration for

Ĝ, Mani
Ĝ

→ Aani
Ĝ
. The bases Aani

G and Aani
Ĝ

are canonically isomorphic, so we write

simply Aani and Ãani, when the group G is understood.

4.8. Geometric Stabilization. We can now give the precise statement of the
motivic version of Geometric Stabilization.

We fix a field k of characteristic zero, a smooth projective curve X of genus g
over k with a rational point ∞ ∈ X(k), an even integer d, larger or equal to 2g−2
and an integer r. We view X embedded in projective space as in Section 4.7. We
consider an ample line bundle D on X of degree d, given by trivializations on
open charts. As in Section 4.6, we consider a definable quasi-split reductive group
G over X, with parameters b, τ, f .

We fix a definable coendoscopic datum of G, E = (κ, ρκ, ρκ → ρ) which deter-
mines a coendoscopic group of G, HE . We assume that ρκ is trivial over the fixed
rational point ∞ ∈ X, which implies that ρ is trivial as well over ∞. We consider

the Hitchin fibration M̃G → Ãani and M̃HE → Ãani
E , as well as the immersion

Ãani
E → Ãani, which are definable with parameters.

Identify Ãani
E with its image in Aani.
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Theorem 4.8.1 (Geometric Stabilization). Given the above data, we have the
equality

χPsf,Ãani
HE

,rel(M̃G|Ãani
HE
, κ) = [1(−rHE

G (D)]χPsf,Ãani
HE

,rel(M̃HE , stab)

in the relative Grothendieck groups of motives K(DAét
ct(Ã

ani
HE
, rel,Λ)) ⊗ Q, where

rHG (D) = 1
2
dim(M̃G − M̃HE ).

We also prove a motivic version of the non-standard Fundamental Lemma:

Theorem 4.8.2. We have the equality

χPsf,Ãani,rel(M̃G, stab) = χPsf,Ãani,rel(M̃Ĝ, stab)

in the relative Grothendieck groups of motives K(DAét
ct(Ã

ani, rel,Λ))⊗Q.

Remark 4.8.3. In the original Geometric Stabilization theorem, it is the endo-

scopic group ĤE , that appears on the right hand side. We recover this version as
well, by applying the non-standard Fundamental Lemma 4.8.2 to the group HE .

Proposition 4.8.4. Let G be a split reductive group and X a smooth projective
curve on a normal domain R of finite type over Z with a rational point, an even
integer d ≥ 2g− 2 and an integer r. Then there exist a non-empty open subset U
of Spec(R) such that for each closed point of U with residue field F, the following
holds.

For every quasi-split form of G over XF, G → XF, that splits over a Galois

cover of degree r, the specialization of M̃G to F for some choice of parameters is

the set of F-points of M̃G, the coarse moduli space of M̃ani
G . The same holds for

the various other geometric object constructed above, such as PG and A.
Moreover, every definable coendoscopic datum E = (κ, ρκ, ρκ → ρ) of G spe-

cializes to a coendoscopic datum of G, written E as well, such that the function

TrFrobχPsf,Ãani
HE

,rel(M̃G|Ãani
HE
, κ) specializes for some choice of parameters in F to

the function

a ∈ Ãani
HE

(F) 7−→ #κM̃G,a(F).

Proof. For the first part, at each step of the construction in this Section, up to
some choice of parameters the specialization of the definable set to a finite field
F is the set of points of the geometric object we are encoding. Proposition 2.10.1
ensures that the specialization is independent of the choice of formula, up to
restricting F to be the residue field of a closed point in a non-empty open subset
of Spec(R).

For the second part, by using Proposition 2.10.2 and the first part, we find

that for some choice of parameters, TrFrobχPsf,Ãani
HE

,rel(M̃G|Ãani
HE
, κ) is a sum of the
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F-points counts of the twisted stacks:

TrFrobxχPsf,Ãani
HE

,rel(M̃G|Ãani
HE

)(a) =
1

|π0(PG,a)|
∑

t∈π0(P̃G,a)

#M̃t
G,a(F)κ(t−1),

since this is the way we defined the κ-isotypical components for motives. By [19,

Lemma 6.6], this sum is equal to #κM̃G,a(F). □

Recall the Geometric Stabilization theorem of Ngô [34, Theorem 6.4.2], as well
as the geometric version of Waldspurger non-standard Fundamental Lemma [34,
Theorem 8.8.2]. See also [19, Theorems 1.1 and 1.3].

Corollary 4.8.5. The Geometric Stabilization theorem and the geometric non-
standard Fundamental Lemma hold in every finite field of large enough character-
istic.

Proof. It suffices to combine Proposition 4.8.4 with the motivic statements, The-
orems 4.8.1 and 4.8.2. □

5. Proof of the main theorems

In this section we prove Theorems 4.8.1 and 4.8.2 by reducing them gradually
to a duality statement about motivic integrals on generic Hitchin fibers, Theorem
5.4.1.

5.1. Reduction to a point. By Lemma 2.9.1, Theorems 4.8.1 and 4.8.2 follow
from their following fiberwise versions.

Theorem 5.1.1. With notations as in Theorem 4.8.1, for every pseudofinite field

K, for every a ∈ Ãani
HE

(K), the equality

χPsf,rel(M̃G,a, κa) = [1(−rHE
G (D)]χPsf,rel(M̃HE ,a, stab)

holds in K(DAét
ct(Spec(K), rel,Λ))⊗Q, where rHE

G (D) = 1
2
dim(MG −MHE ).

Theorem 5.1.2. For every a ∈ Ãani(K), the equality

χPsf,rel(M̃G,a, stab) = χPsf,rel(M̃Ĝ,a, stab)

holds in K(DAét
ct(Spec(K), rel,Λ))⊗Q.

5.2. Reduction to inertia stacks. For now on, we fix a pseudo-finite field K

and a ∈ Ãani(K). Then π0(P̃G,a) is a finite constant group scheme by [19, Prop.
4.38].

For b generic, P̃G,b is a proper commutative group scheme, with group of con-

nected components isomorphic to the center Z(X, Ĝ) of Ĝ. Recall from Section 4.6

that we consider the group of characters X∗(T̂ ) via a basis of this lattice, which is

a definable set. Since T̂ /Z(X, Ĝ) is also a torus, we also have a finite definable set

consisting of a basis of X∗(T̂ /Z(X, Ĝ)). Let λa be the composition of the inclusion
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X∗(T̂ /Z(X, Ĝ)) ⊂ X∗(T̂ ) with the natural surjection X∗(T̂ ) = X∗(T ) → π0(P̃G)
from [19, Prop. 4.38]. Let □ be the image of λa, a subgroup of π0(P̃G). The
finite group □ is definable, since it is generated by the image of the basis of

X∗(T̂ /Z(X, Ĝ)) that is definable.

Hence for generic b, □b is the trivial group, and for every a ∈ Ãani(K), □a is a

finite constant group scheme. We then define by fiber product P̃□
G = □×π0(P̃G) P̃G,

and similarly M̃□
G. The coarse moduli spaces of M̃□

G and P̃□
G can be seen as a

definable sets denoted by M̃□
G and P̃□

G respectively.

Let r be the order of π0(P̃□
G,a) = □a. By Proposition 4.2.3, we get identifications

of definable sets

π0(P̃
□
G,a) = H1(Gal(Kr/K), π0(P̃

□
G,a)) = H1(Gal(Kr/K), P̃□

G,a),

where Kr is an extension of degree r of K. In particular every t ∈ π0(P̃□
G,a)

corresponds to a P̃□
G,a-torsor Tt, which we can use to define the twisted Hitchin

fiber

M̃□,t
G,a := M̃□

G,a ×P̃□
G,a Tt.

By Section 4.3 its coarse moduli space gives a definable set M̃□,t
G,a.

Next we define for s ∈ X∗(T/Z(X,G)) a natural motivic constructible function

χs on Iµ̂M̃
□,t
G,a using the results of Section 3.6:

First define the substack M̃♢
HE

⊂ M̃G
HE

as the maximal open substack such that
the following diagram commutes

M̃♢
HE

��

// Iµ̂M̃□
G

��

M̃G
HE

// Iµ̂M̃G.

As in Section 4.7, P̃HE embeds into M̃HE by means of the Kostant section and

we define P̃♢
HE

as the intersection of P̃HE with M̃♢
HE

. As before, we get associated

definable sets M̃♢
HE

and P̃♢
HE

.

There is a canonical morphism π0(P̃□
G,a) → π0(P̃♢

HE ,a
), allowing to define for

t ∈ π0(P̃□
G,a) twists M̃

♢,t
HE ,a

, with associated definable M̃♢,t
HE ,a

, which are compatible

with twists of Iµ̂M̃□
G in the following sense.

Proposition 5.2.1. There is a finite definable partition

Iµ̂M̃
□,t
G,a =

⋃
[E]

Iµ̂M̃
□,t
G,a,E
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indexed by orbits of definable coendoscopic data under the natural Z(X,G)-action.
Moreover, assume that there is a k-rational point ∞ρκ of ρκ mapping to ∞ρ under

ρκ → ρ. Then the morphism µE from (3.6.3) induces a definable bijection M̃♢,t
HE ,a

∼=
Iµ̂M̃

□,t
G,a,E .

Proof. Recall from Section 3.6 the notion of coendoscopic datum E = (κ, ρκ, ρκ →
ρ). We get a notion of definable coendoscopic datum for G, where κ is described
by the image a topological generator of µ̂, and ρκ and ρ are defined using 1-cocycles

as in Section 4.2. To each point of Iµ̂M̃
□,t
G,a we associate a morphism µ̂→ T, hence

an orbit of a definable coendoscopic datum, see the disscussion below (3.6.2) for

details. We then get a definable partition of Iµ̂M̃
□,t
G,a into finitely many definable

pieces Iµ̂M̃
□,t
G,a,E indexed by orbits of definable coendoscopic data.

Moreover, if E is such that there is a k-rational point ∞ρκ of ρκ mapping to
∞ρ under ρκ → ρ, then the construction (3.6.3) can be twisted by t, yielding a
definable map

M̃♢,t
HE ,a

−→ Iµ̂M̃
□,t
G,a,E .

This map is a bijection in every finite field by [19, Lemma 6.8], hence in every
pseudo-finite field. □

Definition 5.2.2. Let s ∈ X∗(T/Z(X,G)) and E = (κ, ρκ, ρκ → ρ) a coendoscopic

datum. Define the function χs on Iµ̂M̃
□,t
G,a,E to be identically equal to the motive

corresponding to the composition s(κ) of κ and s, as explained in Section 2.12.

Since the decomposition of Iµ̂M̃
□,t
G,a is definable, the function χs on Iµ̂M̃

□,t
G,a is

constructible, i.e. an element of Cmot

(
Iµ̂M̃

□,t
G,a

)
.

Given t ∈ X∗(T̂/Z(X, Ĝ)), we have canonical maps

X∗(T̂/Z(X, Ĝ)) −→ X∗(T̂) = X∗(T) −→ X∗(T/Z(X,G)).

We also have the map λa : X∗(T/Z(X,G)) → π0(P̃□
G,a). We write abusively also

t for the image of t in π0(P̃□
G,a) through this composition of maps. In particular,

given t ∈ X∗(T̂/Z(X, Ĝ)), we write M̃□,t
G,a for the twist of M̃□

G,a by the image of t

in π0(P̃□
G,a).

The main theorem we need to prove is the following.

Theorem 5.2.3. For every pseudo-finite field K, a ∈ Ãani(K), t ∈ X∗(T̂/Z(X, Ĝ))
and s ∈ X∗(T/Z(X,G)), we have∫ mot

Iµ̂M̃
□,t
G,a

L−wχs =

∫ mot

Iµ̂M̃
□,s

Ĝ,a

L−wχt,

where w is the locally constant weight function from Section 2.13.
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Remark 5.2.4. We use integral symbols in the theorem, but since we integrate
on a definable subset over the residue field, this is simply a short notation for
finite sums over the classes of level sets of the functions L−wχs, L−wχt, which are
definable.

We will show that Theorems 5.1.1 and 5.1.2 follow from Theorem 5.2.3, for
which we need some lemmas.

Lemma 5.2.5. The weight function w is constant on each piece of the decompo-

sition of Iµ̂M̃
□,t
G,a, hence can be written as a function w(κ).

Proof. By Lemma 6.10 in [19], the result holds over finite fields. Since the level
sets of w are definable sets, by Proposition 2.10.1, the result holds in pseudo-finite
fields as well. □

Lemma 5.2.6. Theorems 5.1.1 and 5.1.2 follow from Theorem 5.2.3.

Proof of Lemma 5.2.6. For the non-standard Fundamental Lemma, Theorem 5.1.2,

choose lifts s, t of elements of π0(P̃
□
G,a) and π0(P̃

□
Ĝ,a

), and sum the equality of The-

orem 5.2.3 over those. We get on the left hand side

∑
s,t

∫ mot

Iµ̂M̃
□,t
G,a

L−wχs =
∑
E

∑
s,t

s(κE)L−w(κE)χPsf,rel(Iµ̂M̃
□,t
G,a(K)E)

= L− dimM̃G

∑
s,t

χPsf,rel(M̃
□,t
G,a),

where we use Lemma 5.2.5 for the first equality. For the second equality, we use
that if κE is non-trivial, then s 7→ s(κE) is a non-trivial character, and w(1) =

dim M̃G by definition.
By definition of the isotypical component, we now have∑

s,t

χPsf,rel(M̃
□,t
G,a) =

∣∣∣π0(P̃□
G,a)

∣∣∣ ∣∣∣π0(P̃□
Ĝ,a

)
∣∣∣χPsf,rel(M̃

□
G,a, stab).

Exchanging the role of s and t and working on the right hand side, we finally
have that∣∣∣π0(P̃□

G,a)
∣∣∣ ∣∣∣π0(P̃□

Ĝ,a
)
∣∣∣χPsf,rel(M̃

□
G,a, stab) =∣∣∣π0(P̃□

G,a)
∣∣∣ ∣∣∣π0(P̃□

Ĝ,a
)
∣∣∣χPsf,rel(M̃

□
Ĝ,a
, stab).

We now conclude using Lemma 4.4.3.
For Geometric Stabilization, we proceed similarly, by summing over s, t the

equality of Theorem 5.2.3 multiplied by κa(t)
−1.
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On the left hand side, we get∑
s,t

∫ mot

Iµ̂M̃
□,t
G,a

L−wχsκa(t)
−1 =

∑
E

∑
s,t

s(κE)L−w(κE)κa(t)
−1χPsf,rel(Iµ̂M̃

□,t
G,a,E)

= L− dim M̃G

∑
s,t

κa(t)
−1χPsf,rel(M̃

□,t
G,a).

By definition of the isotypical component, we now have∑
s,t

κa(t)
−1χPsf,rel(M̃

□,t
G,a) =

∣∣∣π0(P̃□
G,a)

∣∣∣ ∣∣∣π0(P̃□
Ĝ,a

)
∣∣∣χPsf,rel(M̃

□
G,a, κa).

For the right hand side, we have∑
s,t

∫ mot

Iµ̂M̃
□,t

Ĝ,a

L−wχtκa(t)
−1 =

∑
E

∑
s,t

t(κE)L−w(κE)κa(t)
−1χPsf,rel(Iµ̂M̃

□,s
G,a,E)

= sL−w(κa)
∑
s,t

χPsf,rel(Iµ̂M̃
□,s

Ĝ,a,EH
),

where we now use that t 7→ t(κE)κa(t)
−1 is a non-trivial character if and only if E

is the coendoscopic datum EH corresponding to H (recall that κa is the character
defined by H).
We now have using Proposition 5.2.1

χPsf,rel(Iµ̂M̃
□,s

Ĝ,a,EH
) = χPsf,rel(M̃

♢,s
H,a).

Using again the definition of isotypical component,∑
s,t

χPsf,rel(M̃
□,s
H,a) =

∣∣∣π0(P̃□
G,a)

∣∣∣ ∣∣∣π0(P̃□
Ĝ,a

)
∣∣∣χPsf,rel(M̃

♢
H,a, stab).

From Lemma 6.10 in [19], dim(M̃G)−w(κa) = rHG (D), so we now conclude using
Lemma 4.4.3. □

5.3. Reduction to motivic integrals. The proof of Theorem 5.2.3 passes
through a reformulation in terms of honest motivic integrals. For this, consider

Ba the definable assignment of points in Ã(K[[t]]) that specialize to a, which is an
open unit ball and represents theK[[t]]-points of Ua, the spectrum of the Henseliza-

tion of Ã at a. Similarly, write Ua,r for the Galois cover of Ua corresponding to
the extension Kr → K, where r is the order of π0(Pa).

The restrictions of MG and PG to Ba are denoted by MG,Ua and PG,Ua . Es-
sentially by definition of Henselization, see for example [33, Theorem I.4.2], we
have

H1(Gal(Ua,r/Ua),PG,Ua) = H1(Gal(Kr/K),PG,a) ∼= π0(Pa).
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In terms of cocycles, it means that cocycles representing elements of H1(K,PG,a)
can be lifted to PG,Ua , hence used to defined twisted definable sets as in Section
4.3.

For t ∈ π0(P̃□
G,a) we then get a smooth DM-stack M̃□,t

G,Ua
and a corresponding

definable M̃□,t
G,Ba

.

Remark 5.3.1. In what follows we will often omit conditions that exclude a
subset of measure 0 in a definable set for simplicity. Typically such subsets arise
as definable sets associated with closed subvarieties, as in (5.3.1) below, where we

write e : M̃□,t
G,Ba

→ Iµ̂M̃
□,t
G whereas e is only defined over the open subset M̃□,t,♮

G,Ba
.

Recall from Section 2.13 that we have a definable evaluation morphism defined
away from a subset of smaller dimension

(5.3.1) e : M̃□,t
G,Ba

−→ Iµ̂M̃
□,t
G ,

and Theorem 5.2.3 is equivalent to

Theorem 5.3.2. Let K be a pseudo-finite field K. For every a ∈ Ãani(K), every

t ∈ X∗(T̂/Z(X, Ĝ)) and every s ∈ X∗(T/Z(X,G)), we have∫ mot

M̃□,t
G,Ba

χs ◦ e µorb =

∫ mot

M̃□,s

Ĝ,Ba

χt ◦ e µorb.

Proof that Theorems 5.3.2 and 5.2.3 are equivalent. This is a direct application
of the orbifold formula, Theorem 2.13.3, which implies that∫ mot

M̃□,t
G,Ba

χs ◦ e µorb =

∫ mot

Iµ̂M̃
□,t
G,a

L−wχs

and ∫ mot

M̃□,s

Ĝ,Ba

χt ◦ e µorb =

∫ mot

Iµ̂M̃
□,s

Ĝ,a

L−wχt.

Hence Theorems 5.3.2 and 5.2.3 are equivalent. □

5.4. Integration on generic fibers. A key insight from [19] is that using a
Fubini theorem, Theorem 5.3.2 can be proved one generically smooth Hitchin
fiber at a time.

More precisely we let B♭
a denote the definable assignment of points in A(K[[t]])

that specialize to a and whose generic fiber lies in the smooth locus of the Hitchin
fibration.

In the case of the Hitchin fibration, the mesure µorb is given by a global volume
form |ωorb|, as explained in [19, Lemma 6.13]. For each b ∈ B♭

a, write ωb for the

volume forms on the smooth fibers M̃□,t
G,b and M̃

□,s

Ĝ,b
obtained as a quotient of ωorb
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by a fixed volume form η on the Hitchin base Ãani. Proposition 2.9.4, a version
of Fubini’s theorem, shows that∫

M̃□,t
G,Ba

χs ◦ e µorb =

∫
b∈B♭

a

|η|
∫
M̃□,t

G,b

χs ◦ e|ωb|.

We have a similar equality for the dual group, hence Theorem 5.3.2 is implied by
the following theorem.

Theorem 5.4.1. For any b ∈ B♭
a we have an equality∫

M̃□,t
G,b

χs ◦ e|ωb| =
∫
M̃□,s

Ĝ,b

χt ◦ e|ωb|.

5.5. Proof of Theorem 5.4.1. Certainly the integral over the definable set

M̃□,t
G,b is zero if for every pseudofinite field K ′ containing k(b), the set M̃□,t

G,b(K
′) is

empty. By construction, M̃□,t
G,b(K

′) is the set of K ′-points of the P̃□,t
G,b-torsor M̃

□,t
G,b.

Let N (P̃□
G,b) be the Néron model of P̃□

G,b and N (P̃□
G,b) its special fiber. For fixed

b, we get a corresponding definable set N (P̃□
G,b), but not uniformly in b.

By the Néron mapping property we have a morphism P̃□
G,a → N (P̃□

G,b), which
induces one on component groups

i : π0(P̃□
G,a) −→ ϕP̃□

G,b
.

By the following lemma, this map detects whether M̃□,t
G,b has rational points.

Lemma 5.5.1. The P̃□
G,b-torsor M̃

□,t
G,b is trivial if and only if i(t) = 0.

Proof. By construction M̃□,t
G,b is unramified, i.e. splits after a finite extension of the

residue field K ′. By [5, Cor. 6.5.3], this torsor extends uniquely to an N
(
P̃□
G,b

)
-

torsor T . Since the extension is unique and T /K ′[[t]] is smooth, M̃□,t
G,b is trivial if

and only if its restriction to its special fiber TK′ is. The latter is the unramified

N
(
P̃□
G,b

)
-torsor corresponding to i(t) and thus trivial if and only if i(t) = 0. □

Lemma 5.5.2. Assume i(t) = 0. Then the function χs ◦ e is constant on M̃□
G,b if

and only if i(s) = 0.

Proof. From its definition, χs takes a finite number of values, say indexed by a
finite group µ. Since it is a constructible function, there is a b-definable partition

of M̃□
G,b into parts (Xg)g∈µ such that on Xg, the function χs is equal to g. The

statement of the lemma is then equivalent to the truth of a first-order sentence
ϕ(b) with parameter b. We then need to show that ϕ(b) holds for generic b. By
Propositions 2.10.1 and 4.8.4, the specialization ϕL(b) of ϕ(b) to a local field L of
large enough residue characteristic is equivalent to the equivalent lemma for an
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instance of the Geometric Stabilization theorem over a reductive group over L.
For generic b, the fact that ϕL(b) holds is the key ingredient in the proof of Lemma
6.14 in [19]. By Proposition 2.10.1, we conclude that ϕ(b) holds for generic b. □

Lemma 5.5.3. Assume i(t) = 0. Identify M̃□
G,b with P̃□

G,b by means of the Kostant

section. The function χs ◦ e is a motivic character on P̃□
G,b and factors through

the group of connected components of the Néron model of P̃□
G,b.

Proof. Similarly to Lemma 5.5.2, the multiplicativity of χs ◦ e is implied by the
multiplicativity of its specialization to local fields, where it follows from a rein-
terpretation χs ◦ e in terms of Tate duality, see [19, Section 6.5]. Since the Néron
model is not in general definable in families, we cannot readily deduce the factori-
sation property. However, using multiplicativity, it suffices to show that χs ◦ e is
constant to 1 on the neutral component of the Néron model. Assume not, let x in
the the neutral component of the Néron model be such that χs ◦ e(x) ̸= 1. Since
elements in the neutral component of a Néron model are divisible, up to replacing

K ′ by a finite extension K ′
N , we can assume that there exists y ∈ P̃□

G,b(K
′
N((t)))

such that yN = x, where N is the order of the image of χs ◦ e, and the extension
K ′
N is of degree depending only on N . Since this extension is pseudo-finite, the

function χs ◦ e is defined as well on this extension, multiplicative, and compatible
with the restriction to K ′. By compatibility of the Néron model with unramified

base change, x lies in the neutral component of the Néron model of P̃□
G,b(K

′
N((t))).

Hence we get a contradiction, since if χs ◦ e(x) ̸= 1, then χs ◦ e(y) is of order more
than N . □

Proposition 5.5.4. We have∫ mot

M̃□,t
G,b

χs ◦ e |ωb| =

{
0 if i(t) ̸= 0 or i(s) ̸= 0

χPsf,rel(N (P̃□
G,b)L− ord(ωb)) if i(t) = 0 and i(s) = 0.

Note that by Lemma 5.5.1, the conditions i(t) ̸= 0 and i(s) ̸= 0 translate into
definable conditions.

Proof. Assume first that i(t) = 0 and i(s) = 0. By Lemma 5.5.1 we have an
isomorphism

M̃□,t
G,b(K

′((t))) ∼= P̃□
G,b(K

′((t))).

By Lemma 5.5.2, χs ◦ e is constant on P̃□
G,b(K

′((t))), hence necessarily constant
to 1 since it is a group morphism. Hence we have∫ mot

M̃□,t
G,b

χs ◦ e |ωb| =
∫ mot

M̃□,t
G,b

|ωb| = χPsf,rel(N (P̃□
G,b)L− ord(ωb)).

The last equation follows since the volume of an abelian variety with respect to
any volume form equals the class of the special fiber of the Néron model up to a
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shift by the order of vanishing of the volume form along the special fiber, see for
example [30] or [31, Remark 4.1.1].

For the other case, if i(t) ̸= 0, then by Lemma 5.5.1 the integral is zero. Thus
assume finally i(t) = 0 and i(s) ̸= 0.
By Lemma 5.5.3, χs ◦ e factors as

(5.5.1) P̃□
G,b(K

′((t)))
rP̃□

G,b−−−→ ϕP̃□
G,b

(K ′)
⟨·,i(s)⟩−−−→ Z/nZ.

Each fiber of rP̃□
G,b

is a N (P̃□
G,b)

0-torsor over K ′((t)) and thus trivial, since K ′

is pseudo-finite. Again as in the first case, the integral of χs ◦ e over this fiber is

equal to the constant value of χs ◦ e multiplied by χPsf,rel(N
0
(P̃□

G,b)L− ord(ωb)).
We are given the integral of a constant function on a subset of an abelian variety

defined by the preimage of a constructible subset of the special fiber of its Néron
model. By smoothness of the Néron model, on each fiber, the integral is equal to

the constant value of χs ◦ e multiplied by χPsf,rel(N
0
(P̃□

G,b)L− ord(ωb)). Since the
induced function on ϕP̃□

G,b
is non-trivial by Lemma 5.5.2, the sum of all values is

zero, as in Section 2.11. This concludes the proof of the proposition. □

We can now finish the proof of Theorem 5.4.1. By Proposition 5.5.4, if either
i(t) ̸= 0 or i(s) ̸= 0, then both sides are zero hence the equality holds. In the

case i(t) = i(s) = 0, we need to prove that χPsf,rel(N (P̃□
G,b)) = χPsf,rel(N (P̃□

Ĝ,b
)).

By the main result of [15], P̃□
Ĝ,b

and P̃□
G,b are dual abelian varieties. Since the

Grothendieck pairing on Néron models is non-degenerate in residue-characteristic
0 [20, 11.3, Exposé IX] and K ′ is pseudo-finite we deduce

|ϕP̃□
G,b

(K ′)| = |ϕP̃□
Ĝ,b

(K ′)|,

as in the proof of [32, Proposition 4.3]. Finally, the isogeny between P̃□
G,b and

P̃□
Ĝ,b

induces an isogeny between their Néron models by [5, Proposition 7.3.6].

The motives of two isogenous connected commutative groups are equal by [1,

Theorem 3.3 (4)] and [31, Lemma 2.5.1]. The motive χPsf,rel(N (P̃□
G,b)) is |ϕP̃□

G,b
|

times the motive of the neutral component, hence the motives χPsf,rel(N (P̃□
G,b))

and χPsf,rel(N (P̃□
Ĝ,b

)) are equal, which concludes the proof of Theorem 5.4.1.

6. A motivic Fundamental lemma

We show in this section how to deduce from the Geometric Stabilization theo-
rem 4.8.1 a motivic version of the Fundamental Lemma. This part is geometric in
the sense that it does not rely on any cohomological methods, and follows closely
Ngô’s original argument. We thus made the choice to omit details about direct
translations of numerical equalities to ones in a Grothendieck group.
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6.1. Statement. We briefly review [7], in which it is shown that the orbital
integrals of the Fundamental Lemma can be encoded by motivic integrals. This
is similar to the encoding of the Hitchin fibration of Section 4.

Let L be a discretely valued field with pseudo-finite residue field K. We en-
code unramified extensions of L as definable sets in the Denef-Pas language using
parameters similarly to what we have done in Section 4.2. We introduce a param-
eter a in L, subject to the condition that a in a unit in OL and such that Xr − a
is an irreducible polynomial in L. The unramified extension Lr of L defined by
this polynomial is then viewed as a definable set with parameter a by identify-
ing it with Lr. As in Section 4.2, we also fix a generator τ of the Galois group
Gal(Lr/L).
Recall that an unramified reductive group G over a L is a quasi-split reductive

group over L that splits over an unramified extension of L.
We fix a split reductive group G by fixing its root datum, as well as a faithful

representation of G. We choose a quasi-split form of G by fixing a element of
H1(Gal(Lr/L),Out(G)), where r is some fixed integer. The choice of τ identifies
this torsor with an endomorphism θ of G(Lr). Let G be the definable set with
parameters such that for every discretely valued field L with pseudo-finite residue
field, G(L) is the set of fixed points of G(Lr) under the endomorphism θ ◦ τ .
We have similarly definable sets T for the maximal torus of G determined by

the root datum, g for the and Lie algebra of G.
We also have the definable set of G-conjugacy classes in g, the Chevalley base

c, together with a definable map χ : g → c.
Fix some G-invariant and T-invariant definable volume forms |ωG| and |ωT |.

We normalize integrals by choosing |ωG| such that
∫
G(O)

|ωG| = 1.

For γ ∈ g regular semi-simple, define the motivic orbital integral as

Oγ(1g(O)) =

∫ mot

T\G
1g(O)(g

−1γg)
|ωG|
|ωT |

.

We note that the integral depends on a choice of normalization for |ωT |, but we
do not include it explicitly in the notation.

Let Iγ the centralizer of γ. Let γ′ ∈ g which is stably conjugate to γ, that is,
conjugate over G(Lr). Using the choice of a generator τ , we get a finite definable
set D of representatives of stable conjugacy classes of γ. This γ′ determines an
invariant inv(γ, γ′) ∈ H1(L, Iγ), and this assignment is definable when we consider
H1(L, Iγ) as definable using cocycles as in 4.2. In particular we may identify D
with a subgroup of H1(L, Iγ).

Let κ be a character of H1(L, Iγ). The Tate-Nakayama pairing < inv(γ, γ′), κ >
is a definable map by [7], in the sense that its image lies in Z/nZ for some n, and
the level sets (for fixed κ and varying γ, γ′) are definable sets. Below we consider
its motivic version, as in Section 2.12.
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Define the κ-orbital integral as

Oκ
γ(1g(O)) =

∑
γ′∈D

< inv(γ, γ′), κ > Oγ′(1g(O)).

When κ is the trivial character, we write Ostab
γ (1g(O)) instead of Oκ

γ(1g(O)).
The Kostant section ε : c → g is definable as well, and we use it to define for

a ∈ c regular semi-simple

Oκ
a(1g(O)) = Oκ

ε(a)(1g(O)).

Let H be an endoscopic group of G, H the associated definable group and h the
Lie algebra. We add subscripts H to the various objects associated to H, such as
cH . We have an inclusion cH → c. Let aH ∈ cH(L) be regular semi-simple, and
a its image in c(L). The group H determines a character κ of H1(L, Ja), where
Ja ∼= Iε(a) denotes the regular centralizer of a, see [34, Section 1.4]. Notice that
Ja(L) = T (L) by definition.

We can now state the motivic version of the Fundamental Lemma.

Theorem 6.1.1. Let G,H, aH , a, κ be as above. Then there exists some Aa, mo-
tive of a commutative algebraic group over Q(a), such that

AaO
κ
a(1g(O)) = Aa Lr

G
H(aH)Ostab

aH
(1h(O))

in K(DAét
ct(Q(a), rel,Λ))⊗Q.

Remark 6.1.2. Even though Theorem 6.1.1 is a local statement, the proof uses
the global geometry of the Hitchin system. This will imply that Aa will in general
contain a factor of an abelian variety coming from the factor χPsf((P′

a)
0) in the

notation of Section 6.3 below. Furthermore since the dimensions of the Hitchin
system depends on a, we do not expect Aa to behave as a motivic constructible
function for varying a in crssH .

We recover a variant of the result of Cluckers-Hales-Loeser [7, Section 9.2].

Proposition 6.1.3. Let G be a split reductive group over a normal domain R
of finite type over Z and r an integer. There is a non-empty open subscheme of
Spec(R) such that for every closed point x of U , and local field L with a map
R[[t]]→ L sending t to a uniformizer of L and residue field Fx, the following holds.

Denote by O be the valuation ring of L. Let G be a quasi-split reductive group
over L, with split form G, Lie algebra g and Chevalley base c. Assume that G
splits over an unramified extension of degree r. Let H an endoscopic group of G
and H a definable endoscopic group of G that specializes to H. For a ∈ crssH regular
semi-simple, let κ the character of H1(L, Ja) associated to it. Then up to some
choice of parameters, the motivic constructible function Oκ

a(1g(O)) considered in
Cmot(c

rss
H ), when specialized via TrFrobx to a function on crssH , is the function

a ∈ crssH 7−→ Oκ
a(1g(O)).
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Proof. By construction of the motivic orbital integral, the locus of integration and
the integrand specialize to their counterpart on L. Hence the result follows from
Proposition 2.10.3. □

Recall from Ngô [34, Théorème 1] the statement of the Fundamental Lemma of
Langlands-Shelstad for Lie algebras.

Corollary 6.1.4. The Fundamental Lemma 1.1.1 holds for quasi-split reductive
groups of large enough residue characteristic.

Proof. We just have to combine Theorem 6.1.1 with Proposition 6.1.3, noting that
every a ∈ crssH is the specialization of some b ∈ crssH . Dividing both sides of the
specialization to a local field of the equality in Theorem 6.1.1 by TrFrobxAb, which
is non-zero as the number of points of an algebraic group, yields the equality of
the Fundamental Lemma. □

6.2. From orbital integrals to affine Springer fibers. The relation between
orbital integrals and affine Springer fibers first appeared in [18]. For any discrete
and cocompact subgroup Λ ⊂ T defined by a finite set of generators, we deduce
by Fubini that

vol(Λ\T, ωT )Oa(1g(O)) = vol(Λ\T, ωT )
∫ mot

T\G
1g(O)(g

−1ε(a)g)
|ωG|
|ωT |

=

∫ mot

Λ\G
1g(O)(g

−1ε(a)g) |ωG| .

Furthermore, there is a G(O)-fibration

{g ∈ Λ\G | g−1ε(a)g ∈ g(O)} −→ {g ∈ Λ\G/G(O) | g−1ε(a)g ∈ g(O)}.
Here the right hand side can be identified with the K(a)-points of Λ\Na, where
Na denotes the affine Springer fiber associated with a. Since it is not of finite
type, Na is not definable. However, by [28], or more precisely [34, Proposition
3.4.1], the quotient Λ\Na is a projective finite type scheme whose points can be
encoded by a definable set. We thus get

(6.2.1) vol(Λ\T, ωT )Oa(1g(O)) = χPsf(Λ\Na).

Now let γ′ ∈ g be stably conjugate to ε(a) and let δ ∈ H1(L, Ja) denote the
corresponding class. By [34, Lemme 8.2.4] we have an isomorphism

H1(L, Ja) ∼= H1(K,P(J ′
a)),

where J ′
a → Ja is a group scheme with connected fibers generically isomorphic to

Ja and P(J ′
a) denotes the Picard-stack of J ′

a-torsors with a generic trivialization.
Since J ′

a is connected, the K-points of P(J ′
a) can be identified with Ja(L)/J

′
a(OL),

see [34, Section 3.3]. The lattice Λ thus naturally embeds into P(J ′
a) and the

quotient Λ\P(J ′
a) is an affine finite type group scheme [34, Lemme 3.8.1]. We

write Λ\P(J′
a) for the associated definable set and π0(a) for its group of connected
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components. Since Λ is discrete and torsion free we have by Lang’s theorem an
inclusion

H1(K,P(J ′
a)) ⊂ H1(K,Λ\P(J ′

a)) = H1(K, π0(a)).

Similarly to the case of Higgs bundles P(Ja) and thus also P(J ′
a) act naturally

on Na and it follows from the discussion in [18, Section 15.5] that we have an
isomorphism

Λ\Nγ′
∼= (Λ\Na)

δ,

where (Λ\Na)
δ denotes the twisted variety as in Section 4.3. Since (6.2.1) also

holds with ε(a) replaced by γ′ we finally get, for every κ,

(6.2.2) vol(Λ\T, ωT )Oκ
a(1g(O)) =

∑
δ∈D

< δ, κ > χPsf((Λ\Na)
δ)

=
∑

δ∈H1(K,P(J0
a))

< δ, κ > χPsf((Λ\Na)
δ) = |H1(K, π0(a))| χPsf(Λ\Na, κ),

where the κ-isotypical component is defined as in Section 4.4. Here we also used
[34, Lemme 8.2.6], which implies that (Λ\Na)

δ has no K-rational point for δ /∈ D
and thus χPsf((Λ\Na)

δ) = 0 in this case.
We can further simplify (6.2.2) as follows. First, again by Fubini, we have

vol(Λ\T, ωT ) = vol(J′
a(O), ωT )χPsf(Λ\P(J′

a))

= vol(J′
a(O), ωT )|π0(a)|χPsf(P(J′

a)
0).

Secondly since Gal(K) = Ẑ, say with topological generator σ, we have an exact
sequence

0 −→ π0(a)(K) −→ π0(a)(K)
1−σ−−−→ π0(a)(K) −→ H1(K, π0(a)) −→ 0,

and thus |π0(a)(K)| = |H1(K, π0(a))|. Plugging this into (6.2.2) and dividing by
|π0(a)(K)| = |H1(K, π0(a))| we get

(6.2.3) vol(J′
a(O), ωT )χPsf

(
P(J′

a)
0
)
Oκ
a(1g(O)) = χPsf (Λ\Na, κ) ,

which is the motivic analogue of [34, Proposition 8.2.5]. Notice the equality
vol(J′

a(O), ωT ) = LαχPsf((J
′
a)K), with α depending on the choice of ωT , in partic-

ular vol(J′
a(O), ωT ) is the motive of a commutative algebraic group.

6.3. From affine Springer to Hitchin fibers. The connection between Sprin-
ger and Hitchin fibers is given by the product formula [34, Proposition 4.15.1].
Consider the geometric setup of G-Higgs bundles on a curve X in the generality of
Section 4.7. Let a ∈ Aani be a point with pseudo-finite residue field. By defintion
we get a morphism a : X → cD and we denote by U ⊂ X the open dense preimage
of crsD under a. For any closed point ν ∈ X \ U the completion of the local ring
at ν is a discretely valued field Lν with pseudo-finite residue field Kν . We write a
subscript ν for the restriction of G, T , a etc. to this formal neighbourhood after
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having fixed a trivialization of D. In particular aν ∈ crsν (Lν) gives rise to an affine
Springer fiber Naν .

Using the Kostant section one can define a morphism∏
ν∈X\U

Naν −→ Ma,

and similarly for the symmetry groups
∏

ν∈X\U P(Jaν ) → Pa. The product formula

[34, Proposition 4.15.1], see also [34, Proposition 8.4.2], states that overK we have
a homeomorphism of proper DM-stacks

(6.3.1)
∏

ν∈X\U

Naν ×
∏

ν∈X\U P(Jaν ) Pa −→ Ma,

compatible with the actions of Gal(K/K) and Pa. Furthermore let P′
a → P(Ja) be

as in [34, Section 8.4], in particular P′
a is an algebraic group locally of finite type.

It follows essentially by definition that (6.3.1) continues to hold with P(J ′
aν ) and

P(Ja) replaced by P(J ′
aν ) and P′

a, or more conveniently for us, we have a fibration∏
ν∈X\U

Naν × P′
a −→ Ma,

whose fibers are
∏

ν∈X\U P(J ′
aν )-torsors.

By an argument similar to the one in the previous section we obtain for each
character κ of π0(P′

a) the relation

χPsf((P
′
a)

0)
∏

ν∈X\U

χPsf(Λν\Naν , κ) = χPsf(Ma, κ)
∏

ν∈X\U

χPsf(P(J′
aν )

0).

The formula is the motivic analogue of [34, Corollaire 8.4.4]. Combining this with
(6.2.3) we get

(6.3.2) χPsf(Ma, κ)
∏

ν∈X\U

χPsf(P(J′
aν )

0) =

χPsf((P
′
a)

0)
∏

ν∈X\U

vol(J′
aν (OLν ), ων)χPsf(P(J′

aν )
0)Oκ

aν (1g(O)).

Now the Geometric Stabilization theorem 5.1.1 will give a relation between the
left hand sides of (6.3.2) for G and its endoscopic group H associated with κ and
thus a relation between products of orbital integrals.

It is explained in [34, Section 8.6] how to construct from the initial data of
Theorem 6.1.1 a suitable curve X, line bundle D etc, such that all factors but the
one we started with in the above product (6.3.2) take a very simple form, which
is analyzed in [34, Lemme 8.5.7]. It follows from the proof of loc. cit. that in our
motivic setting all these simple factors are essentially given by motives of tori.
This then gives the equality of Theorem 6.1.1.
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Supér. (4), 47(1):1–145, 2014.
[5] S. Bosch, W. Lütkebohmert, and M. Raynaud. Néron models, volume 21 of Ergebnisse der
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