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#### Abstract

We present a new multiplication algorithm for the implementation of elliptic curve cryptography (ECC) over the finite extension fields $G F\left(p^{k}\right)$ where $p$ is a prime number greater than $2 k$. In the context of ECC we can assume that $p$ is a 7 -to-10-bit number, and easily find values for $k$ which satisfy: $p>2 k$, and for security reasons $\log _{2}(p) \times k \simeq 160$. All the computations are performed within an alternate polynomial representation of the field elements which is directly obtained from the inputs. No conversion step is needed. We describe our algorithm in terms of matrix operations and point out some properties of the matrices that can be used to improve the design. The proposed algorithm is highly parallelizable and seems well adapted to hardware implementation of elliptic curve cryptosystems.


## 1. Introduction

Cryptographic applications such as elliptic or hyperelliptic curves cryptosystems (ECC, HECC) [11, 12, 13] require arithmetic operations to be performed in finite fields. This is the case, for example, for the Diffie-Hellman key exchange algorithm [6] which bases its security on the discrete logarithm problem. Efficient arithmetic in these fields is then a major issue for lots of modern cryptographic applications [14]. Many studies have been proposed for the finite field $G F(p)$, where $p$ is a prime number [23] or the Galois field $G F\left(2^{k}\right)$ [4, 7, 16]. In [1], D. Bailey and C. Paar use optimal extension fields $G F\left(p^{k}\right)$ and they propose an efficient arithmetic solution in those fields when $p$ is a Mersenne or pseudo-Mersenne prime [2]. Although it could result in a wider choice of cryptosystems, arithmetic over the more general finite extension fields $G F\left(p^{k}\right)$, with $p>2$, has not been extensively investigated yet. Moreover it has been proved that elliptic curves defined over $G F\left(p^{k}\right)$ - where the curves verify the usual conditions of security provide at least the same level of security as the curves usu-
ally defined over $G F\left(2^{k}\right)$ or $G F(p)$. For ECC, a good level of security can be achieved with $p$ and $k$ prime and about $160-$ bit key-length. Table 1 gives some good candidates for $p$ and $k$ and the corresponding key-size.

| $p$ | $k$ | key-size | form of $p$ |
| :---: | :---: | :---: | :--- |
| 67 | 29 | 175 | $64+3$ |
| 67 | 31 | 188 | $=1000011$ |
| 73 | 23 | 142 | $64+8+1$ |
| 73 | 29 | 179 | $=1001001$ |
| 127 | 19 | 132 | $128-1$ |
| 127 | 23 | 160 | $=M_{7}=2^{7}-1$ |
| 127 | 29 | 202 | $=1111111$ |
| 257 | 17 | 136 | $256+1$ |
| 257 | 19 | 152 | $=F_{4}=2^{2^{3}}+1$ |
| 257 | 23 | 184 | $=100000001$ |

Table 1. Good candidates for primes $p$ and $k$ and the corresponding key-size in bits.

In this paper, we introduce a Montgomery like modular multiplication algorithm in $G F\left(p^{k}\right)$ for $p>2 k$ (this condition comes from technical reasons that we shall explain further). Given the polynomials $A(X)$ and $B(X)$ of degree less than $k$, and $G(X)$ of degree $k$ (we will give more details on $G(X)$ in section 1.2), our algorithm computes

$$
A(X) B(X) G(X)^{-1} \quad \bmod N(X)
$$

where $N(X)$ is a monic irreducible polynomial of degree $k$; and both the operands and the result are given in an alternate representation introduced in the next section.

In the classical polynomial representation, we can consider the elements of $G F\left(p^{k}\right)$ as polynomials of degree less than $k$ in $G F(p)[X]$ and we represent the field with respect to an irreducible polynomial $N(X)$ of degree $k$ over $G F(p)$. Any element $A$ of $G F\left(p^{k}\right)$ is then represented using a polynomial $A(X)$ of degree $k-1$ or less with coefficients in $G F(p)$, i.e., $A(X)=a_{0}+a_{1} X+\cdots+a_{k-1} X^{k-1}$, where $a_{i} \in\{0, \ldots, p-1\}$. Here, we consider an al-
ternate solution which consists of representing the polynomials with their values at $k$ distinct points instead of their $k$ coefficients. As a result, if we choose $k$ points $\left(e_{1}, e_{2}, \ldots, e_{k}\right)$, we represent the polynomial $A$ with the sequence $\left(A\left(e_{1}\right), A\left(e_{2}\right), \ldots, A\left(e_{k}\right)\right)$. Within this representation, addition, subtraction and multiplication are performed over completely independent channels which has great advantage from a chip design viewpoint.

### 1.1. Montgomery Multiplication in $\boldsymbol{G F}\left(p^{k}\right)$

Montgomery's technique for modular multiplication of large integers [15] has recently been adapted to modular multiplication in $G F\left(2^{k}\right)$ by Koç and Acar [4]. The proposed solution is a direct translation of the original Montgomery algorithm in the field $G F\left(2^{k}\right)$, with $X^{k}$ playing the role of the Montgomery factor ; i.e. it computes $A(X) B(X) X^{-k} \bmod N(X)$, where $N$ is a $k$-order irreducible polynomial with coefficients in $G F(2)$.

In turn this method easily extends to $G F\left(p^{k}\right)$, with $p>2$. As in [4], we represent the field $G F\left(p^{k}\right)$ with respect to a monic irreducible polynomial $N(X)$ and we consider the field elements as polynomials of degree less than $k$ in $G F(p)[X]$; i.e. we consider the elements of $G F(p)[X] / N(X)$. Thus, if we take $A$ and $B$ in $G F\left(p^{k}\right)$, we successively compute

$$
\begin{aligned}
& Q(X)=-A(X) B(X) N(X)^{-1} \bmod X^{k} \\
& R(X)=[A(X) B(X)+Q(X) N(X)] X^{-k}
\end{aligned}
$$

to get the result $A(X) B(X) X^{-k} \bmod N(X)$. In terms of elementary operations over $G F(p)$, the complexity of this method is $k^{2}+(k-1)^{2}$ multiplications (modulo $p$ ) and $(k-1)^{2}+(k-2)^{2}+k$ additions (modulo $p$ ).

### 1.2. Alternate polynomial representation

The general idea of our approach is the change of representation. When dealing with polynomials the idea which first comes in mind is to use a coefficient representation. However, the valued representation - where a polynomial is represented by its values at sufficiently many points - can be of use. Thanks to Lagrange's theorem we can actually represent any polynomial of degree less than $k$ with its values at various distinct points $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$. A very good discussion on polynomial evaluation and interpolation can be found in [21].

In the following of the paper, we represent a polynomial of degree at most $k-1$, say $A$, by the sequence $\left(A\left(e_{1}\right), A\left(e_{2}\right), \ldots, A\left(e_{k}\right)\right)$. In the following we consider the notation $a_{i}=A\left(e_{i}\right)$. At this point, it is very important to understand that the $a_{i}$ s do not represent the coefficients of $A$, and that there is nothing to do to obtain such a representation. We directly consider the polynomial in
this form. As an example, the input 100111010101 which would usually represent the polynomial $9 X^{2}+13 X+5$ in the coefficient representation, is considered here as the sequence $(9,13,5)$. This sequence corresponds to the unique polynomial $P$ of degree 2 which has values $P\left(e_{1}\right)=9$, $P\left(e_{2}\right)=13$ and $P\left(e_{3}\right)=5$. We can easily compute its coefficients by means of interpolation but as we shall see further, there is no need to do so. We will use this representation during all the computational steps.

## 2. New algorithm

As mentioned previously, Koç and Acar used the polynomial $X^{k}$ in their adaptation of Montgomery multiplication to the field $G F\left(2^{k}\right)$, and we have briefly shown in section 1.1 that their solution easily extends to $G F\left(p^{k}\right)$. In our new approach we rather consider the $k$-order polynomial

$$
\begin{equation*}
G(X)=\left(X-e_{1}\right)\left(X-e_{2}\right) \ldots\left(X-e_{k}\right) \tag{1}
\end{equation*}
$$

where $e_{i} \in\{0,1, \ldots, p-1\}$. A first remark is that this clearly implies $p>k$. As we shall see further, $2 k$ distinct points are actually needed. Thus given the three polynomials $A=\left(a_{1}, a_{2}, \ldots, a_{k}\right), B=\left(b_{1}, b_{2}, \ldots, b_{k}\right)$ and $N=\left(n_{1}, n_{2}, \ldots, n_{k}\right)$ in $G F\left(p^{k}\right)$; and under the condition $p>2 k$, our algorithm computes the product $A(X) B(X) G^{-1}(X) \bmod N(X)$ in two stages.

Stage 1: We define the polynomial $Q$ of degree less than $k$ such that:

$$
Q(X)=\left[-A(X) B(X) N^{-1}(X)\right] \bmod G(X)
$$

in other words, we compute in parallel and in $G F(p)$

$$
q_{i}=\left[-a_{i} b_{i} N^{-1}\left(e_{i}\right)\right], \quad \forall i=1 \ldots k
$$

Stage 2: Since $[A(X) B(X)+Q(X) N(X)]$ is a multiple of $G(X)$, we compute $R(X)$ of degree less than $k$ such that

$$
R(X)=[A(X) B(X)+Q(X) N(X)] G^{-1}(X)
$$

In this algorithm it is important to note that it is not possible to evaluate $R(X)$ directly as mentioned in step 2 . Since $[A(X) B(X)+Q(X) N(X)]$ is a multiple of $G(X)$ its representation at the points $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ is merely composed of 0 . The same clearly applies for $G(X)=$ $\prod_{i=1}^{k}\left(X-e_{i}\right)$. As a direct consequence the division by $G(X)$, which actually reduces to the multiplication by $G^{-1}(X)$, has neither effect nor sense. We address this problem by using $k$ extra values $\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{k}^{\prime}\right\}$ where $e_{i}^{\prime} \neq e_{j}$ for all $i, j$, and by computing $[A(X) B(X)+Q(X) N(X)]$ for those $k$ extra values. In algorithm 1 , the operations in step 3 are then performed for $X \in\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{k}^{\prime}\right\}$.

Steps 1 and 3 are fully parallel operations in $G F(p)$. The complexity of algorithm 1 thus mainly depends on the two polynomial interpolations (steps 2, 4).

## Algorithm 1 New Multiplication in $G F\left(p^{k}\right)$

Step 1: For $X \in\left\{e_{1}, \ldots, e_{k}\right\}$, compute in parallel

$$
Q(X)=-A(X) B(X) N^{-1}(X)
$$

Step 2: Extend $Q$ in $\left\{e_{1}^{\prime}, \ldots, e_{k}^{\prime}\right\}$ using Lagrange interpolation

Step 3: For $X \in\left\{e_{1}^{\prime}, \ldots, e_{k}^{\prime}\right\}$, compute in parallel

$$
R(X)=[A(X) B(X)+Q(X) N(X)] G^{-1}(X)
$$

Step 4: Extend $R$ back in $\left\{e_{1}, \ldots, e_{k}\right\}$ using Lagrange interpolation.

### 2.1. Implementation

In step 1 we compute in $G F(p)$ and in parallel for all $i$ in $\{1, \ldots, k\}$

$$
\begin{equation*}
q_{i}=\left(-a_{i} \times b_{i} \times \tilde{n}_{i}\right) \bmod p \tag{2}
\end{equation*}
$$

where the $\tilde{n}_{i} \mathrm{~s}$ are precomputed constants $\left(\tilde{n}_{i}=N^{-1}\left(e_{i}\right)\right)$. Then in step 2, the extension is performed via Lagrange interpolation:

$$
\begin{equation*}
Q(X)=\sum_{i=1}^{k} q_{i}\left(\prod_{j=1, j \neq i}^{k} \frac{X-e_{j}}{e_{i}-e_{j}}\right) \tag{3}
\end{equation*}
$$

If we denote

$$
\begin{equation*}
\omega_{t, i}=\prod_{j=1, j \neq i}^{k} \frac{e_{t}^{\prime}-e_{j}}{e_{i}-e_{j}} \tag{4}
\end{equation*}
$$

the extension of $Q(X)$ in $\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{k}^{\prime}\right\}$ becomes

$$
\left(\begin{array}{c}
q_{1}^{\prime}  \tag{5}\\
q_{2}^{\prime} \\
\vdots \\
q_{k-1}^{\prime} \\
q_{k}^{\prime}
\end{array}\right)=\left(\begin{array}{cccc}
\omega_{1,1} & \cdots & \omega_{1, k-1} & \omega_{1, k} \\
\omega_{2,1} & \cdots & \omega_{2}, k-1 & \omega_{2, k} \\
\vdots & & & \\
\omega_{k-1,1} & \cdots & \omega_{k-1, k-1} & \omega_{k-1, k} \\
\omega_{k, 1} & \cdots & \omega_{k, k-1} & \omega_{k, k}
\end{array}\right)\left(\begin{array}{c}
q_{1} \\
q_{2} \\
\vdots \\
q_{k-1} \\
q_{k}
\end{array}\right) .
$$

Operations in step 3 are performed in parallel for $i \in$ $\{1, \ldots, k\}$. We compute

$$
\begin{equation*}
r_{i}^{\prime}=\left(a_{i}^{\prime} \times b_{i}^{\prime}+q_{i}^{\prime} \times n_{i}^{\prime}\right) \zeta_{i} \bmod p \tag{6}
\end{equation*}
$$

where the $\zeta_{i} \mathrm{~s}$ are also precomputed values.

$$
\zeta_{i}=G\left(e_{i}^{\prime}\right)^{-1} \bmod p=\left[\prod_{j=1}^{k}\left(e_{i}^{\prime}-e_{j}\right)\right]^{-1} \bmod p
$$

It is easy to remark that $G\left(e_{i}^{\prime}\right) \neq 0, \forall i \in\{1, \ldots, k\}$. Thus the modular inverse, $G\left(e_{i}^{\prime}\right)^{-1} \bmod p$, always exists.

At the end of step 3 , the polynomial $R$ of degree less than $k$ is defined by its values at $\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{k}^{\prime}\right\}$, namely $\left(r_{1}^{\prime}, r_{2}^{\prime}, \ldots, r_{k}^{\prime}\right)$. If we want to reuse the obtained result as the input of other multiplications (which is frequently the case in exponentiation algorithms), we must also know the values of $R$ at $\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$. This is done in step 4 again by mean of Lagrange interpolation. As in step 2, we define

$$
\begin{equation*}
\omega_{t, i}^{\prime}=\prod_{j=1, j \neq i}^{k} \frac{e_{t}-e_{j}^{\prime}}{e_{i}^{\prime}-e_{j}^{\prime}} \tag{7}
\end{equation*}
$$

and we compute

$$
\left(\begin{array}{c}
r_{1}  \tag{8}\\
r_{2} \\
\vdots \\
r_{k-1} \\
r_{k}
\end{array}\right)=\left(\begin{array}{cccc}
\omega_{1,1}^{\prime} & \cdots & \omega_{1, k-1}^{\prime} & \omega_{1, k}^{\prime} \\
\omega_{2,1}^{\prime} & \cdots & \omega_{2, k-1}^{\prime} & \omega_{2, k}^{\prime} \\
\vdots & & & \\
\omega_{k-1,1}^{\prime} & \cdots & \omega_{k-1, k-1}^{\prime} & \omega_{k-1, k}^{\prime} \\
\omega_{k, 1}^{\prime} & \cdots & \omega_{k, k-1}^{\prime} & \omega_{k, k}^{\prime}
\end{array}\right)\left(\begin{array}{c}
r_{1}^{\prime} \\
r_{2}^{\prime} \\
\vdots \\
r_{k-1}^{\prime} \\
r_{k}^{\prime}
\end{array}\right)
$$

Another implementation option would be to insert some of the multiplications by constants into the matrix operations of steps 2 and 4 . We can introduce the $\tilde{n}_{i}$ s of (2) and the $n_{i}^{\prime}$ s of (6) in the matrix of equation (5) to gain one product in each step 1 and 3. We do not give much details about this solution because we will see further that the original matrices have some very attractive properties for the hardware implementation.

### 2.2. Example

In this example, we consider the finite field $G F\left(17^{5}\right)$ defined according to the monic irreducible polynomial $N(X)=X^{5}+4 X+1 .(p=17$ and $k=5$ satisfy $p>2 k$.) The two sets of points used for Lagrange representation are $\mathrm{E}=\{2,4,6,8,10\}$ and $\mathrm{E}^{\prime}=\{3,5,7,9,11\}$. For all $e_{i}$ in E and $e_{i}^{\prime}$ in $\mathrm{E}^{\prime}$, we have $N^{-1}\left(e_{i}\right)=(5,13,8,15,4)$ (for use in step 1) and $N\left(e_{i}^{\prime}\right)=(1,1,6,11,4)$ (for use in step $3)$. Also used in step 3 is the vector $\zeta=(6,3,14,11,12)$. The two interpolation matrices needed in steps 2 and 4 are:

$$
\omega=\left(\begin{array}{rrrrr}
2 & 8 & 13 & 5 & 7 \\
7 & 1 & 10 & 11 & 6 \\
6 & 11 & 10 & 1 & 7 \\
7 & 5 & 13 & 8 & 2 \\
2 & 14 & 8 & 10 & 1
\end{array}\right)
$$

and

$$
\omega^{\prime}=\left(\begin{array}{rrrrr}
1 & 10 & 8 & 14 & 2 \\
2 & 8 & 13 & 5 & 7 \\
7 & 1 & 10 & 11 & 6 \\
6 & 11 & 10 & 1 & 7 \\
7 & 5 & 13 & 8 & 2
\end{array}\right)
$$

In Lemma 1 we will observe some symmetry between the elements of these two matrices.

Given $A(X)$ and $B(X)$ in $G F\left(17^{5}\right)$, known by their values at points of E and $\mathrm{E}^{\prime}$, we compute $R(X)=$ $A(X) B(X) G^{-1}(X) \bmod N(X)$ in the same representation. We have:

$$
\begin{aligned}
A(\mathrm{E}) & =(3,9,0,9,4) \\
A\left(\mathrm{E}^{\prime}\right) & =(15,0,1,10,5) \\
B(\mathrm{E}) & =(5,3,12,12,0) \\
B\left(\mathrm{E}^{\prime}\right) & =(12,1,8,13,13)
\end{aligned}
$$

In step 1 of the algorithm we compute

$$
Q(\mathrm{E})=(10,6,0,12,0)
$$

and we extend it in step 2 (eq. (5)) from $E$ to $E^{\prime}$

$$
Q\left(\mathrm{E}^{\prime}\right)=(9,4,2,9,3)
$$

Now in step 3 (eq. (6)), we evaluate in parallel for each value of $E^{\prime}$

$$
R\left(\mathrm{E}^{\prime}\right)=(12,12,8,3,6)
$$

and we interpolate it back (eq. (8)) to obtain the final result in $E$

$$
R(\mathrm{E})=(12,9,7,6,12)
$$

We can easily check that this actually is the correct result. If we consider the classical coefficient representation of $A$ and $B$, we have $A(X)=2 X^{4}+X+3, B(X)=X^{3}+$ $5 X+4$ and $R(X)=4 X^{4}+5 X^{3}+14 X^{2}+5$, which evaluated at points of E gives $R(\mathrm{E})$.

## 3. Arithmetic over $\boldsymbol{G F}(\boldsymbol{p})$

From an hardware point of view, this method is of interest if and only if we can take advantage of an efficient arithmetic over $G F(p)$. In this section we give the idea of some algorithms for the addition and the multiplication modulo a prime $p$. Different solutions have been proposed but most of them only focus on large primes which are useful if one wants to implement elliptic curve cryptography over $G F(p)$ [23]. Here we only need arithmetic operations modulo small primes, say 8 to 12 bits.

### 3.1. Addition

When we aim at computing the modular sum $a+b \bmod$ $m$, a classical approach consists in evaluating in parallel the quantities $a+b$ and $a+b-m$. The correct result is selected according to the sign of $a+b-m$. For a single operation, this solution gives a result less than $m$. However, when several additions have to be computed, we do not need to reduce the sum modulo $m$ after each addition.

If $2^{m-1} \leqslant m<2^{m}$, another solution is to keep the intermediate results less than $2^{m}$ by only performing a reduction modulo $m$ when the partial sum becomes greater than $2^{m}$. In other words, we perform the sum $a+b$ and we subtract $m$ only if a carry has occurred. In [19], a redundant representation is used so that the modular addition is performed without carry propagation. The redundant addition is then used within a radix- 2 and radix- 4 modular multiplication algorithms.

### 3.2. Multiplication

Multiplication modulo special numbers have been extensively studied. For instance a multiplication modulo $2^{n}-1$ is presented in [17] and modulus of the form $2^{n}+1$, are used in [22] in the context of DSP applications. Other works exists for Fermat numbers $F_{n}=2^{2^{n}}+1$ and Mersenne primes $M_{p}=2^{p}-1$, with $p$ prime.

In the general case, the product $a \times b \bmod p$ can be implemented by means of index calculus with two lookup tables and one addition. We simply use the fact that any element of the group $G F(p)$ corresponds to a power of a generator $g$ of the group. We retrieve in a first table the values $\alpha$ and $\beta$ such that $a=g^{\alpha}$ and $b=g^{\beta}$, we evaluate $\alpha+\beta \bmod p-1$ and we read in the second table the result $r=a b \bmod p=g^{|\alpha+\beta|_{p-1}}$ (see figure 1). This solution has been proposed in [9] for the special case of the 4th Fermat prime $p=257$. The advantage here is that addition modulo $p-1$ reduces to a classical 8 -bit addition.


Figure 1. Index calculus modular multiplication.

An interesting suggestion for multiplication by means of look-up tables can be found in [20] under the term quartersquarer multiplier. It is based of the following equation:

$$
\begin{equation*}
a b \bmod n=\left(\left(\frac{a+b}{2}\right)^{2}-\left(\frac{a-b}{2}\right)^{2}\right) \bmod n \tag{9}
\end{equation*}
$$

where both squares are given by a look-up table of $2^{n+1}$ input bits. This is illustrated in figure 2. Optimizations of


Figure 2. Look-up based modular multiplication for small operands.
this general idea are possible. One can perform the division by two (shifts) before the table look-up. This divides the size of the table by a factor two, but when $a+b$ is odd, the correcting term $b$ must be added (modulo $p$ ) at the end. The size can be further reduced using the fact that $x^{2} \equiv(-x)^{2}$ $(\bmod p)$. In this case, the address resolution problem must be solved.

One can also consider a double-and-add method, sometimes called the Russian peasant method for multiplication [10], associated with a Booth recoding of one of the operands. A table is used to store the double (modulo $p$ ) of each value less than $p$. If we want to multiply two $m$-bit numbers, this method requires at most $m / 2$ additions. For example the evaluation of $121 \times 17 \bmod 29$ only requires 2 additions and 7 doublings which are just table lookups. $|121 \times 17|_{29}=2(2(2(2(2(2(2 \times 17 \bmod 29) \bmod 29) \bmod$ 29) $-17 \bmod 29) \bmod 29) \bmod 29)+17 \bmod 29$

Modular multiplication by a constant is a lot easier. For small operands, one can simply implement the modular multiplication with some combinatorial logic implementing the function.

## 4. Complexity

In table 2 we count the number of additions (A), multiplications by a constant (CM) and real multiplications (M) over $G F(p)$ of algorithm 1 .

The time required for a sequential implantation corresponds to the number of operations given in table 2. Since

|  | A | CM | M |
| :--- | :---: | :---: | :---: |
| step 1 | - | $k$ | $k$ |
| step 2 | $k(k-1)$ | $k^{2}$ | - |
| step 3 | $k$ | $k$ | $2 k$ |
| step 4 | $k(k-1)$ | $k^{2}$ | - |
| total | $2 k^{2}-k$ | $2 k^{2}+2 k$ | $3 k$ |

Table 2. Number of additions (A), constant multiplications (CM) and real multiplications (M) over $G F(p)$ for a sequential implementation of the algorithm.
the product in $G F\left(p^{k}\right)$ can be totally parallelized into $k$ streams, the time required is exactly $1 / k$ times that for the sequential version. If we define $T_{A}$ the time required for one addition, $T_{C M}$ for one constant multiplication and $T_{M}$ for one real multiplication respectively, we can precisely evaluate the time complexity of our algorithm on a parallel architecture. Table 3 summarizes the four steps of the algorithm.

$$
\begin{array}{|l||l|}
\hline \text { step 1 } & T_{M}+T_{C M} \\
\text { step 2 } & T_{C M}+\sum_{j=1}^{k-1} \max \left(T_{C M}, T_{A}\right) \\
\text { step 3 } & \max \left(T_{M}, T_{C M}\right)+T_{A}+T_{C M} \\
\text { step 4 } & T(M C)+\sum_{j=1}^{k-1} \max \left(T_{C M}, T_{A}\right) \\
\hline
\end{array}
$$

Table 3. Time complexity estimation on a pipelined architecture.

## 5. Discussion

### 5.1. Simplified architecture

The major advantage of this method is that the matrices in (5) and (8) do not depend on the inputs. Thus all the operations reduce to multiplications by constants which significantly simplify the hardware implementation. Moreover, in the example presented in section 2.2 we have detected symmetries between the elements of the two matrices that can also contribute to a simplified architecture. We have the following Lemma.
Lemma 1 As in the previous example, let us denote $e_{i}=2 i$ and $e_{j}^{\prime}=2 j+1$. According to equations (4) and (7) we have

$$
\begin{equation*}
\omega_{i, j}=\prod_{m=1, m \neq j}^{k} \frac{2 i+1-2 m}{2 j-2 m} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega_{i, j}^{\prime}=\prod_{m=1, m \neq j}^{k} \frac{(2 i-(2 m+1))}{(2 j+1-(2 m+1))} \tag{11}
\end{equation*}
$$

Then for every $i, j \in\{1, \ldots, k\}$ we have

$$
\begin{equation*}
\omega_{i, j}=\omega_{k+1-i, k+1-j}^{\prime} \tag{12}
\end{equation*}
$$

In other words equation (8) can be implemented with the same matrix than eq. (5), by simply reversing the order of the elements of the vectors $r$ and $r^{\prime}$ :

$$
\left(\begin{array}{c}
r_{k}  \tag{13}\\
r_{k-1} \\
\vdots \\
r_{2} \\
r_{1}
\end{array}\right)=\left(\begin{array}{cccc}
\omega_{1,1} & \cdots & \omega_{1, k-1} & \omega_{1, k} \\
\omega_{2,1} & \cdots & \omega_{2, k-1} & \omega_{2, k} \\
\vdots & & & \\
\omega_{k-1,1} & \cdots & \omega_{k-1, k-1} & \omega_{k-1, k} \\
\omega_{k, 1} & \cdots & \omega_{k, k-1} & \omega_{k, k}
\end{array}\right)\left(\begin{array}{c}
r_{k}^{\prime} \\
r_{k-1}^{\prime} \\
\vdots \\
r_{2}^{\prime} \\
r_{1}^{\prime}
\end{array}\right)
$$

Proof: We are going to rearrange each part of the equality to make the identity appear. Let us first focus on the righthand part of the identity.

$$
\begin{aligned}
& \omega_{k+1-i, k+1-j}^{\prime}= \\
& \quad \prod_{m \neq k+1-j} \frac{2(k+1-i)-(2 m+1)}{2(k+1-j)+1-(2 m+1)} \\
& \quad=\prod_{m \neq k+1-j} \frac{-2 i+2(k+1-m)-1}{-2 j+1+2(k+1-m)-1}
\end{aligned}
$$

So far we have just changed the position of $k+1$ in each term of the product. Next just by multiplying each fraction by -1 , and extracting all the $2 s$ in the denominators, we get:

$$
\begin{aligned}
& \omega_{k+1-i, k+1-j}^{\prime}= \\
& 2^{1-k} \prod_{m \neq k+1-j} \frac{2 i-2(k+1-m)+1}{j-(k+1-m)} \\
& =2^{1-k} \prod_{m \neq j} \frac{2 i+1-2 m}{j-m}
\end{aligned} .
$$

Here we have reordered the indices $m \leftarrow k+1-m$. We now do the same with the left-hand expression.

$$
\omega_{i, j}=\prod_{m \neq j} \frac{2 i+1-2 m}{2 j-2 m}
$$

We extract the $2 s$ in the denominators:

$$
\omega_{i, j}=2^{1-k} \prod_{m \neq j} \frac{2 i+1-2 m}{j-m}
$$

and we conclude that the new expressions for $\omega_{i, j}$ and $\omega_{k+1-i, k+1-j}^{\prime}$ are the same.

This lemma points out symmetry properties of the matrices that mainly depend on the choice made in the example for the points of $e$ and $e^{\prime}$. They can be taken into account to improve the hardware architecture. Other choices of points could be more interesting and could result in very attractive chip design solutions. This is currently work in progress in our team.

### 5.2. Cryptographic context

In ECC, the main operation is the addition of two points of an elliptic curve defined over a finite field. Hardware implementation of elliptic curves cryptosystems thus requires efficient operators for additions, multiplications and divisions. Since division is usually a complex operation, we use projective (or homogeneous) coordinates to bypass this difficulty (only one division is needed at the very end of the algorithm).

Thus the only operations are addition and multiplication in $G F(p)$. Moreover it is worth noticing that we do not need to reduce modulo $p$ after each addition. We only subtract $p$ from the result of the last addition if it is greater than $2^{\left\lceil\log _{2}(p)\right\rceil}$ (we recall that $p$ is odd). In other words we just have to check one bit after each addition. The exact value is only needed for the final result.

In ECC protocols, additions chains of points of an elliptic curve are needed. In homogeneous coordinates, those operations consist in additions and multiplications over $G F\left(p^{k}\right)$. Only one division is needed at the end and it can be performed in the Lagrange representation using the Fermat-Euler theorem which states that for all non zero value $x$ in $G F\left(p^{k}\right)$, then $x^{p^{k}-1}=1$. Hence we can compute the inverse of $x$ by computing $x^{p^{k}-2}$ in $G F\left(p^{k}\right)$.

It is also advantageous to use a polynomial equivalent to the Montgomery notation during the computations. We consider polynomials in the form

$$
A^{\prime}(X)=A(X) G(X) \bmod N(X)
$$

instead of $A(X)$. It is clear that adding two polynomials given in this notation gives the result in the same notation, and for the product, since

$$
\operatorname{Mont}(A, B, N)=A(X) B(X) G^{-1}(X) \bmod N(X)
$$

we have

$$
\begin{aligned}
& \operatorname{Mont}\left(A^{\prime}, B^{\prime}, N\right)= \\
& \qquad \begin{aligned}
& A^{\prime}(X) B^{\prime}(X) G^{-1}(X) \bmod N(X) \\
&=A(X) B(X) G(X) \bmod N(X)
\end{aligned}
\end{aligned}
$$

## 6. Conclusion

Works from Bailey and Paar [1, 2], Smart [18] and Crandall [5] have shown that it is possible to obtain more efficient software implementation over $G F\left(p^{k}\right)$ than over $G F\left(2^{k}\right)$ or $G F(p)$ when $p$ is carefully chosen (Mersenne, pseudo-Mersenne, generalized Mersenne primes, etc). In this article we have presented a new modular multiplication algorithm over the finite extension field $G F\left(p^{k}\right)$, for $p>2 k$, which is highly parallelizable and well adapted to
hardware implementation. Our algorithm is particularly interesting for ECC since it seems that there exists fewer nonsingular curves over $G F\left(p^{k}\right)$ than over $G F\left(2^{k}\right)$. Finding "good" curves for elliptic curve cryptography would then be easier. This could result in a wider choice of curves than in the case $p=2$. This method can be extended to finite fields of the form $G F\left(2^{n m}\right)$, where $2^{n}>2 m$. In this case $p=2^{n}$ is no longer a prime number which forces us to choose the values of E and $\mathrm{E}^{\prime}$ in $G F\left(2^{n}\right)^{*}$. Fields of this form can also be useful for the recent tripartite Diffie-Hellamn key exchange algorithm [8] or the short signature scheme [3] which require an efficient arithmetic over $G F\left(p^{k l}\right)$, where $6<k \leqslant 15$ and $l$ is a prime number greater than 160.
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