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#### Abstract

This paper deals with binary field multiplication. We use the bivariate representation of binary field called Double Polynomial System (DPS) presented in [11]. This concept generalizes the composite field representation to every finite field. As shown in [11], the main interest of DPS representation is that it enables to use Lagrange approach for multiplication, and in the best case, Fast Fourier Transform approach, which optimizes Lagrange approach. We use here a different strategy from [11] to perform reduction, and we also propose in this paper, some new approaches for constructing DPS. We focus on DPS, which provides a simpler and more efficient method for coefficient reduction. This enables us to avoid a multiplication required in the Montgomery reduction approach of [11], and thus to improve the complexity of the DPS multiplier. The resulting algorithm proposed in the present paper is subquadratic in space $O\left(n^{1.31}\right)$ and logarithmic in time. The space complexity is 33 percent better than in [11] and 18 percent faster. It is asymptotically more efficient than the best known method [6] (specifiably more efficient than [6] when $n \geq 3,000$ ). Furthermore, our proposal is available for every $n$ and not only for $n$ a power of two or three.


Index Terms-Binary field, double polynomial system, multiplication, subquadratic complexity, FFT.

## 1 Introduction

EFFICIENT finite field arithmetic in $\mathbb{F}_{2^{n}}$ is one of the challenges in implementing cryptographic cryptosystem like elliptic curve cryptography or cryptosystems based on DLP in finite fields. A binary field $\mathbb{F}_{2^{n}}$ can be seen as the set of binary polynomials with degree $<n$. Multiplication and addition in $\mathbb{F}_{2^{n}}$ are done modulo a degree $n$ irreducible polynomial $P$.

In order to get efficient reduction modulo $P$, NIST recommends [3], [15] to use $P$ with trinomial (or pentanomials if there are no irreducible trinomials of degree $n$ ) form. In this case, the architecture is dedicated to only one $P$, which is not fine for circuit makers. In this paper, the approach proposed is available for every $P$.

There are two types of binary field multipliers. The first ones are called sequential multipliers, their hardware space complexity is $O(n)$, and their critical path have a delay of $O(1)$ or $O(\log (n))$ (see, for example, [24], [25], a complete multiplication is done after $n$ clock cycles using the same hardware, thus the time complexity is in $O(n)$ or $O(n \log (n))$. The second kind of multipliers are the parallel multipliers, they are faster: their time complexity is $O(\log (n))$, but their space complexity is for the best one subquadratic $O\left(n^{1+\epsilon}\right)$ [6]. The approach proposed in this paper belongs to this second category, and is asymptotically better that the former ones found in the literature.
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### 1.1 State of the Art on Parallel Multiplier

In his PhD [19], Mastrovito expresses the finite field $\mathbb{F}_{2^{n}}$ multiplication as a product of an $n \times n$ matrix by a vector. He gives an algorithm for constructing this $n \times n$ matrix, and shows that trinomials and pentanomials offer efficient implementations. This approach is used in many other works concerning multiplication in $\mathbb{F}_{2^{n}}$ [14], [13]. This strategy is improved by Doche in [4]. He proposes to use redundant trinomials, when the field cannot be defined by an irreducible trinomial.

Fan and Hasan [6] compute the product of two field elements using a matrix-vector product as proposed by Mastrovito. They propose to use a divide and conquer approach to perform efficiently this matrix-vector product. Their method is available for $n$ such that $n$ is a power of two or three.

As the square operation appears in the addition formulas of two points of an elliptic curve, ${ }^{1}$ Massey and Omura [18] proposed to represent the field in a normal basis. In this case, the evaluation of the square is reduced to a cyclic shift, but the multiplication (in an arbitrary normal basis) can be very costly. In [21], Mullin et al. show that some normal bases can be optimal for the multiplication. But optimal normal bases do not exist for every field $\mathbb{F}_{2^{n}}$. For such a case, the best known method has been proposed by Fan and Hasan. In [7], they successfully adapt their method [6] initially proposed for polynomial representation to optimal normal basis.

The Fan and Hasan's divide and conquer approach [6], [7] provides a multiplier for $n$ a power of two or three with $O\left(n^{1.58}\right)$ gates for the space complexity and $O(\log (n))$ in time.

A new system of representation called the Double Polynomial System (DPS) is introduced in [16] and [11]. It is a variant of the polynomial representation inspired from the adapted bases for the modular arithmetic [2]. They

1. The exact formula can be found, for example, in [3].
represent the elements in a double polynomial representation: the field elements are polynomials in two variables $\alpha$ and $\beta$ with bounded degrees. In [11], they provide a field multiplier based on a Montgomery method [20]. One interest of their system of representation is that it allows the use of Fast Fourier Transform (FFT) for polynomial multiplication. The use of FFT is a classical and efficient approach for polynomial multiplication [9]: this consists in evaluating the polynomial in roots of unity so as to perform the multiplication in this Lagrange representation and to finally get the product using an interpolation.

Until now, this is the best known method. Its space complexity is roughly $85 n^{1.31}$ gates (XOR or AND) and its time complexity is $16 \log _{3}(n) T_{X}+T_{A}$, where $T_{X}$ and $T_{A}$ represent, respectively, the delay of an XOR gate and an AND gate.

### 1.2 Our Results

In this paper, we focus on some specific DPS, so as to avoid the use of a Montgomery approach presented in [11] for reduction. We provide a new method to perform reduction in these specific DPSs, which is more efficient than Montgomery approach. We give some original methods for constructing these DPSs. Following the idea found in [11], we propose a version of our algorithm using an FFT mixing DPS and Lagrange representation. Compared to [11], we avoid several FFT computation and coefficient multiplications, using the features of our new point of view. Our resulting multiplier has a space complexity of $\cong 42 n^{1.31}$ gates and a delay of $13 \log _{3}(n) T_{X}$. Moreover, we propose, in Section 7.1, an efficient squarer that was not provided in [11].

## 2 The Double Polynomial System

One of the most commonly used methods to represent elements of a binary field consists in using a generating system $\mathcal{G}$ of $\mathbb{F}_{2^{n}}$ (we note that it is not necessarily a basis). Each field element is expressed as a sum of the elements of $\mathcal{G}$, and we represent this element by its coordinates in the system.
Definition 1 (Generating system). A set $\mathcal{G}=\left(\beta_{1}, \ldots, \beta_{k}\right)$ of $k$ elements of $\mathbb{F}_{2^{n}}$, with $k \geq n$, is a generating system if every element $U$ of $\mathbb{F}_{2^{n}}$ can be written as:

$$
\begin{equation*}
U=\sum_{i=1}^{k} u_{i} \beta_{i}, \quad \text { with } u_{i} \in\{0,1\} \tag{1}
\end{equation*}
$$

For each element $U \in \mathbb{F}_{2^{n}}$, the vector $\left(u_{1}, \ldots, u_{k}\right)_{\mathcal{G}}$ represents the coordinates of $U$ in $\mathcal{G}$ and is called the representation of $U$ in $\mathcal{G}$. If $k=n$, then the generating system is a basis of $\mathbb{F}_{2^{n}}$, and for each $U \in \mathbb{F}_{2^{n}}$, the representation of $U=\left(u_{1}, \ldots, u_{n}\right)_{\mathcal{G}}$ is unique.

In the following, we simplify, by often omitting the subscript $(\cdot)_{\mathcal{G}}$. In a generating system representation, the addition of two elements $U, V \in \mathbb{F}_{2^{n}}$ is just a bitwise XOR of the element coordinates. The multiplication is a little bit more complex. For each field $\mathbb{F}_{2^{n}}$, we have to choose the best generating system to obtain the most efficient implementation of the multiplication.

### 2.1 Usual Representation System

The following two systems are the most commonly used for representing binary fields:

- Polynomial bases are bases of $\mathbb{F}_{2^{n}}$ of the following form:

$$
\mathcal{B}=\left(1, \beta, \beta^{2}, \ldots, \beta^{n-1}\right)
$$

such that $\beta \in \mathbb{F}_{2^{n}}$ has a minimal polynomial of degree $n$. Mastrovito, in his thesis [19], showed that these bases are particularly interesting when the minimal polynomial of $\beta$ is sparse (e.g., trinomial or pentanomial). Indeed, in these cases, the reduction modulo the irreducible polynomial of $\beta$ is really simple.

- The normal bases are the bases of $\mathbb{F}_{2^{n}}$ of the following form:

$$
\mathcal{B}=\left(\zeta, \zeta^{2}, \zeta^{4}, \ldots, \zeta^{2^{n-1}}\right)
$$

Clearly, the elements $\zeta^{2^{i}}$ must be linearly independent. These bases yield a very simple way for squaring the elements of $\mathbb{F}_{2^{n}}$ : this is done by a cyclic shift of the coefficients. For general normal bases, the multiplication is not really efficient. Vanstone and coworkers [21] proposed a special family of normal bases, i.e., so-called optimal normal bases (ONB), which provide efficient multiplication in $\mathbb{F}_{2^{n}}$.
The notion of dual basis [8] is sometimes used for constructing a multiplier. Generally, such approaches are interesting when the dual basis is constructed over polynomial bases modulo sparse irreducible polynomials or over an optimal normal base.

In [11], the authors introduce a new generating system: the Double Polynomial System.
Definition 2 (DPS [11]). We call Double Polynomial System of $\mathbb{F}_{2^{n}}$, a generating system defined by five elements $(\alpha, r, \beta, m, p)$, where $\alpha, \beta \in \mathbb{F}_{2^{n}}$ and $m, r \in \mathbb{N}$, and $p$ is an irreducible polynomial which defines $\mathbb{F}_{2^{n}}$, such that each element $U \in \mathbb{F}_{2^{n}}$ can be written as

$$
U=\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{j} \beta^{i}(\bmod p), \quad \text { with } u_{i, j} \in\{0,1\}
$$

or, similarly,

$$
U=\sum_{i=0}^{m-1} u_{i}(\alpha) \beta^{i} \quad(\bmod p) \quad \text { with } \forall i, \operatorname{deg}_{\alpha} u_{i}(\alpha)<r
$$

Remark 1. We note that the family $\alpha^{j} \beta^{i}$, for $i=0, \ldots, m-1$ and $j=0, . ., r-1$ form a generating system $\mathcal{G}$ with $k=m \times r$.

In the following examples, we give two different ways to check that the DPS is indeed a generating system:
Example 1. Let $\mathbb{F}_{2^{5}}=\mathbb{F}_{2}[X] / p(X)$ with $p=X^{5}+X^{3}+$ $X^{2}+X+1$, and let $\alpha=X, \beta=1+X^{3}+X^{4}$. Then, the system $\mathcal{S}=(\alpha, 3, \beta, 2, p)$ is a DPS. It is indeed equivalent to the following generating system:

$$
\begin{aligned}
\mathcal{G} & =\left(1, \alpha, \alpha^{2}, \beta, \alpha \beta, \alpha^{2} \beta\right) \\
& =\left(1, X, X^{2}, 1+X^{3}+X^{4}, 1+X^{2}+X^{3}+X^{4}, 1+X^{2}+X^{4}\right)
\end{aligned}
$$

Let us verify that $\mathcal{G}$ generates $\mathbb{F}_{2^{5}}$. We have to express an element $U \in \mathbb{F}_{2^{n}}$ in the system $\mathcal{S}$. We begin from the
following expression of $U$ in the polynomial basis $\left(1, X, X^{2}, X^{3}, X^{4}\right)$ :

$$
\begin{align*}
& U=\tilde{u}_{0}+\tilde{u}_{1} X+\tilde{u}_{2} X^{2}+\tilde{u}_{3} X^{3}+\tilde{u}_{4} X^{4}  \tag{2}\\
& U=\tilde{u}_{0}+\tilde{u}_{1} \alpha+\tilde{u}_{2} \alpha^{2}+\tilde{u}_{3} \alpha^{3}+\tilde{u}_{4} \alpha^{4} \tag{3}
\end{align*}
$$

We can check that $\alpha^{3}$ and $\alpha^{4}$ can be written as follows:

$$
\begin{aligned}
& \alpha^{4}=\alpha^{2} \beta+\alpha^{2}+1 \\
& \alpha^{3}=\alpha^{2}+\beta+\alpha^{2} \beta
\end{aligned}
$$

Thus, in (2), by replacing $\alpha^{4}$ and $\alpha^{3}$ by the previous expressions, we get:

$$
\begin{aligned}
U= & \left(\tilde{u}_{0}+\tilde{u}_{4}\right)+\tilde{u}_{1} \alpha+\left(\tilde{u}_{2}+\tilde{u}_{3}+\tilde{u}_{4}\right) \alpha^{2}+\left(\tilde{u}_{3}\right) \beta \\
& +(0) \alpha \beta+\left(\tilde{u}_{3}+\tilde{u}_{4}\right) \alpha^{2} \beta \\
= & u_{0,0}+u_{0,1} \alpha+u_{0,2} \alpha^{2}+u_{1,0} \beta+u_{1,1} \alpha \beta+u_{1,2} \alpha^{2} \beta \\
= & u_{0}(\alpha)+u_{1}(\alpha) \beta
\end{aligned}
$$

where $u_{0}(\alpha)=u_{0,0}+u_{0,1} \alpha+u_{0,2} \alpha^{2}$ and $u_{1}(\alpha)=u_{1,0}+$ $u_{1,1} \alpha+u_{1,2} \alpha^{2}$, which proves that $\mathcal{S}$ is a generating system.
Example 2. We use the same field as in Example 1. We consider $\alpha=1+X$ and $\beta=1+X^{3}+X^{4}$. These two elements satisfy the following equations:

$$
\begin{aligned}
& X^{4}=\alpha^{2} \beta+\alpha^{2}+\beta \quad \bmod p \\
& X^{3}=1+\alpha^{2}+\alpha^{2} \beta \quad \bmod p \\
& X^{2}=\alpha^{2}+1 \quad \bmod p \\
& X^{1}=\alpha+1 \quad \bmod p \\
& X^{0}=1
\end{aligned}
$$

Every $U=\sum_{i=0}^{4} u_{i} X^{i} \in \mathbb{F}_{2^{5}}$ can be expressed in the system $\mathcal{S}=(\alpha, 3, \beta, 2, p)$ by replacing each $X^{i}$ in $U$ by its corresponding expression in $\mathcal{S}$. The corresponding generating system is

$$
\begin{aligned}
\mathcal{G} & =\left(1, \alpha, \alpha^{2}, \beta, \alpha \beta, \alpha^{2} \beta\right) \\
& =\left(1,1+X, 1+X^{2}, 1+X^{3}+X^{4}, X^{2}, X^{2}+X^{3}\right) .
\end{aligned}
$$

At the end of the 1990s, several implementations for composite fields $\mathbb{F}_{2^{m \times r}}$ were proposed by Paar and coworkers [12] and DeWin et al. [5]. They used the fact that $\mathbb{F}_{2^{m \times r}}$ is a field extension of $\mathbb{F}_{2^{r}}$ of degree $m$. They represent $\mathbb{F}_{2^{r}}$ with a polynomial basis $\left(\alpha^{i}\right)_{i=0}^{r-1}$ over $\mathbb{F}_{2}$ and they represented $\mathbb{F}_{2^{r \times m}}$ using a polynomial basis $\left(\beta^{i}\right)_{i=0}^{m-1}$ over $\mathbb{F}_{2^{r}}$. The elements of $\mathbb{F}_{2^{m \times r}}$ are, in this situation, polynomials in two variables $\alpha$ and $\beta$. The double polynomial system generalizes this kind of representation for noncomposite fields $\mathbb{F}_{2^{n}}$, i.e., with $n$ prime. In this case, a DPS is always redundant, because $m \times r$ must be strictly bigger than $n$, when $n$ is prime, to be sure that the representation is sufficiently large to represent the field. In Section 3, we propose a DPS class where the reduction and multiplication are more efficient than in the classical representations.
Remark 2. We note that, in this paper, we do not consider elements of the field $\mathbb{F}_{2^{m r}}$, but elements of $\mathbb{F}_{2^{n}}$ coded on $m \times r$ bits, with $n<m \times r$.

## 3 AdAPTED DPS FOR MULTIPLICATION IN $\mathbb{F}_{2^{n}}$

This section deals with the multiplication in a DPS of $\mathbb{F}_{2^{n}}$. We propose to use a classical approach, where the multiplication is decomposed in two steps: first, a polynomial multiplication, and then, a modular reduction. We consider two elements of $\mathbb{F}_{2^{n}}, U=\sum_{i=0}^{m-1} u_{i}(\alpha) \beta^{i}$ and $V=\sum_{i=0}^{m-1} v_{i}(\alpha) \beta^{i}$, which are expressed in a double polynomial system $\mathcal{S}=(\alpha, r, \beta, m, p)$. The product $W$ of $U$ and $V$ can be expressed as:

$$
\begin{aligned}
W=U V & =\left(\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{j} \beta^{i}\right)\left(\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} v_{i, j} \alpha^{j} \beta^{i}\right) \\
& =\sum_{i=0}^{2 m-2} \sum_{j=0}^{2 r-2} w_{i, j} \alpha^{j} \beta^{i} .
\end{aligned}
$$

In this expression, some terms $\alpha^{i} \beta^{j}$ are such that $i \geq m$ or/and $j \geq r$. These terms must be reduced to obtain a representation of this value in the DPS $\mathcal{S}$.

In [11], they define a specific kind of DPS, called Adapted DPS (ADPS) which provides simple reduction in $\beta$. The reduction in $\alpha$ will be considered in Section 3.2.

Definition 3 (Adapted Double Polynomial Systems [11]). Let $(\alpha, r, \beta, m, p)$ be a DPS, we say that $(\alpha, r, \beta, m, c, p)$ is an Adapted DPS if $\alpha$ and $\beta$ verify:

$$
\beta^{m}=c(\alpha) \quad(\bmod p)
$$

with $c \in \mathbb{F}_{2}[\alpha]$ and $\operatorname{deg}_{\alpha} c(\alpha)$ very small.
In an ADPS, the reduction of the degree in $\beta$ of $W$ is an easy process. Hence, the multiplication in an ADPS is decomposed in three steps: first, we consider the ADPS representations as polynomials in $\beta$ with coefficients in $\mathbb{F}_{2}[\alpha]$, and we multiply these polynomials. Then, we have two further reduction steps: a first one for reducing this product modulo $\left(\beta^{m}-c(\alpha)\right)$ as a polynomial in $\beta$, and a second one for reducing its coefficients, which are polynomials in $\alpha$, to a degree lower than $r$.

The multiplication algorithm is depicted below:
Algorithm 1. Multiplication in an ADPS
(ADPS_Multiplication)
Require: One ADPS $(\alpha, r, \beta, m, c, p)$ and two elements of $\mathbb{F}_{2^{n}}, U=\left(u_{0}(\alpha), \ldots, u_{m-1}(\alpha)\right)$ and $V=\left(v_{0}(\alpha), \ldots, v_{m-1}(\alpha)\right)$.

## Ensure: $W$.

Polynomial multiplication in $\left(\mathbb{F}_{2}[\alpha]\right)[\beta] . A(\beta) \leftarrow U(\beta) V(\beta)$
Polynomial reduction. $B(\beta) \leftarrow A(\beta) \bmod \left(\beta^{m}-c(\alpha)\right)$
(reduction in $\beta$ )
Coefficients reduction. $W(\beta) \leftarrow C R(B(\beta))$ (reduction in $\alpha$ )
The two first steps of this algorithm are classical, and we depict them in a short section where we give the expression of the obtained polynomials with their degrees in $\alpha$. We will present later in Sections 5 and 6 an efficient hardware architecture which performs these two operations at the same time, using FFT.

We focus on the "Coefficient reduction" which is the original part of the algorithm. We show that if there exists a sparse ADPS representation of $\alpha^{r}$, it is possible to have an efficient coefficient reduction.

### 3.1 Analysis of the First Two Steps

### 3.1.1 Multiplication of Polynomials in $\beta$

The polynomial $A$ is the product of $U$ and $V$ considered as polynomials in $\beta$.

The obtained polynomial $A$ is such that:

$$
\begin{aligned}
A(\beta)=U V & =\left(\sum_{i=0}^{m-1} u_{i}(\alpha) \beta^{i}\right)\left(\sum_{j=0}^{m-1} v_{j}(\alpha) \beta^{j}\right) \\
& =\sum_{i=0}^{2 m-2} a_{i}(\alpha) \beta^{i},
\end{aligned}
$$

where the $a_{i}(\alpha)$ are polynomials in $\alpha: a_{i}(\alpha)=$ $\sum_{k=0}^{i} u_{k}(\alpha) v_{i-k}(\alpha)$.

Thus, the maximal degree in $\alpha$ of the coefficient of $A$ is written as:

$$
\begin{align*}
\operatorname{deg}_{\alpha} A & =\max _{0 \leq i \leq 2 m-2}\left(\max _{0 \leq k \leq i}\left(\operatorname{deg}_{\alpha} u_{k}(\alpha)+\operatorname{deg}_{\alpha} v_{i-k}(\alpha)\right)\right)  \tag{4}\\
& \leq 2 r-2 .
\end{align*}
$$

We thus assume that the degree in $\alpha$ of these coefficients $a_{i}(\alpha)$ is smaller than or equal to $2 r-2$.

### 3.1.2 Polynomial Reduction in $\beta$.

In the second step, the previous result $A$ is reduced modulo $\beta^{m}-c(\alpha)$. For this, we decompose $A$ as a polynomial in $\beta$, in two parts, one of degree lower than $m$, and one larger than or equal to $m$ :

$$
A=\sum_{i=0}^{m-1} a_{i}(\alpha) \beta^{i}+\beta^{m} \sum_{i=0}^{m-2} a_{m+i}(\alpha) \beta^{i} .
$$

Thus, we obtain $B(\beta)$, which is equal to $A(\beta) \bmod \left(\beta^{m}-\right.$ $c(\alpha)$ ), by replacing $\beta^{m}$ by $c(\alpha)$ :

$$
B=\sum_{i=0}^{m-1} a_{i}(\alpha) \beta^{i}+c(\alpha) \sum_{i=0}^{m-2} a_{m+i}(\alpha) \beta^{i} .
$$

If we note $a_{2 m-1}=0$, we get:

$$
\begin{equation*}
B=\sum_{i=0}^{m-1} b_{i}(\alpha) \beta^{i} \quad \text { where } b_{i}(\alpha)=a_{i}(\alpha)+c(\alpha) a_{i+m}(\alpha) . \tag{5}
\end{equation*}
$$

Now, we evaluate the maximal degree in $\alpha$ of the coefficients of $B$ in (5). Equations (5) and (4) imply that, for $i=0, \ldots, m-1$, the maximal degree in $\alpha$ of the coefficients of $B$ satisfies:

$$
\begin{equation*}
\operatorname{deg}_{\alpha} B=\underset{i=0}{m-1}\left(\operatorname{deg}_{\alpha} b_{i}(\alpha)\right) \leq 2 r-2+\operatorname{deg}_{\alpha} c(\alpha) . \tag{6}
\end{equation*}
$$

Hence, we must reduce the coefficients of $B$ to a degree smaller than $r$ in the representation obtained in (5) for obtaining an ADPS representation $W$ equivalent to $B$. Coefficients of $B$ are considered as polynomials in $\alpha$ whose degree must be reduced using some properties of the considered ADPS. Thus, at the end of the algorithm of coefficients reduction, we get an expression of $W$ with a degree in $\alpha$ lower than $r$.
Remark 3. For the multiplication step, different approaches can be available depending on the size of $m$ and $r$ : for
example, Karatsuba or Toom-Cook schemes. Then, the complexity of the polynomial reduction in $\beta$ is related to the Hamming weight of $c(\alpha)$. But, we will perform these two steps using a Fast Fourier Transform approach in Section 5.

### 3.2 Coefficient Reduction

Coefficients $b_{i}(\alpha)$ of $B$ are considered as polynomials in $\alpha$. We know that their degrees are smaller than or equal to $2 r-2+\operatorname{deg}_{\alpha} c(\alpha)$. To obtain an ADPS representation, we must reduce them to a degree lower than $r$.

To achieve this goal, we propose to consider $Z$ an ADPS representation of $\alpha^{r}$ :

$$
\begin{equation*}
\alpha^{r}=Z=z_{0}(\alpha)+z_{1}(\alpha) \beta+\cdots+z_{m-1}(\alpha) \beta^{m-1}, \tag{7}
\end{equation*}
$$

where $\operatorname{deg}_{\alpha} z_{i}(\alpha)<r$.
The reduction process consists in replacing $\alpha^{r}$ by $Z$ several times and smartly in the expressions of $b_{i}(\alpha)$. We first deal with a special case which works on polynomials $B$ having a small degree $(r+\Delta)$ in $\alpha$ called a semireduction process ( $\Delta$ depends on the degree of $Z$, see Theorem 1 ). After that, we will deal with the case of a general $B$.

### 3.2.1 The Semireduction Process.

This process is the basic keystone of the coefficient reduction (Algorithm 3). In this part, we consider $B$ as a polynomial in $\beta$ with coefficients in $\mathbb{F}_{2}[\alpha]$ of degree lower than or equal to $r+\Delta$. The output of the semireduction will be an equivalent polynomial for the ADPS, with coefficients in $\mathbb{F}_{2}[\alpha]$ of degree lower than or equal to $r-1$. We note $\Delta+1$ to be the part of the degree which will be reduced in Algorithm 2. Then, the semireduction process constructs from a polynomial $B$ with coefficients of degree in $\alpha$ smaller than or equal to $r+\Delta$, an equivalent polynomial (ADPS mean) with coefficients of degree smaller than or equal to $r-1$. The term $\Delta$ depends on $Z$, i.e., the representation (7) of $\alpha^{r}$ in the ADPS, and on the degree of $c(\alpha)$.

Algorithm 2 uses representation $Z$ for replacing the multiplication with $\alpha^{r}$ by one matrix-vector product (that we will reduce to few additions) by the low coefficient matrix $M$ defined in the proof of Theorem 1. Hence, this algorithm computes an expression of $B$ with a degree in $\alpha$ smaller than $r$, i.e., an expression of $B$ in the considered ADPS.

Algorithm 2. $\operatorname{SR}(R, \mathcal{S})$, semireduction process
Require: An ADPS $\mathcal{S}=(\alpha, r, \beta, m, c(\alpha), p)$ of a finite field $\mathbb{F}_{2^{n}, \alpha^{r}}=\left(z_{0}(\alpha), \ldots, z_{m-1}(\alpha)\right)_{\mathcal{S}}$ with $Z=\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i}$ an expression of $\alpha^{r}$ in the ADPS, a matrix $M$ defined by (12), and a vector $B=\left(b_{0}(\alpha), \ldots, b_{m-1}(\alpha)\right)_{\mathcal{S}}$ with $b_{i} \in \mathbb{F}_{2}[\alpha]$ and a degree $\leq \Delta+r$.
Ensure: $B$ semireduced.
Define the vectors $\underline{B}$ and $\bar{B}$ such that $B=\underline{B}+\alpha^{r} \bar{B}$ and $\operatorname{deg}_{\alpha} \underline{B}<r$
Compute $B \leftarrow \underline{B}+M \cdot \bar{B}$.
Return $B$
Theorem 1. If $\Delta=\left(r-1-\operatorname{deg}_{\alpha} Z-\operatorname{deg}_{\alpha} c(\alpha)\right)$, with $\operatorname{deg}_{\alpha} Z=\max _{i=0}^{m-1} \operatorname{deg}_{\alpha} z_{i}(\alpha)$, then Algorithm 2 constructs from a polynomial $B$ of degree smaller or equal to $r+\Delta$ in $\alpha$, an equivalent polynomial (representing the same element of $\mathbb{F}_{2^{n}}$ ) of degree smaller than or equal to $r-1$.

Proof. Let us consider an element $B=\sum_{i=0}^{m-1} b_{i}(\alpha) \beta^{i}$ such that coefficients $b_{i}(\alpha)$ have a degree lower than or equal to $r+\Delta$. We split $B$ into two parts $\underline{B}$ and $\bar{B}$, with respect to the degree in $\alpha$ of its coefficients

$$
\begin{equation*}
B=\underline{B}+\alpha^{r} \bar{B}, \tag{8}
\end{equation*}
$$

where

$$
\begin{aligned}
& \underline{B}=\sum_{i=0}^{m-1} b_{i}^{\prime}(\alpha) \beta^{i} \quad \text { with } \operatorname{deg}_{\alpha} b_{i}^{\prime}(\alpha) \leq r-1 \\
& \bar{B}=\sum_{i=0}^{m-1} b_{i}^{\prime \prime}(\alpha) \beta^{i} \quad \text { with } \operatorname{deg}_{\alpha} b_{i}^{\prime \prime}(\alpha) \leq \Delta
\end{aligned}
$$

The term $\underline{B}$ is a polynomial verifying the features of an ADPS representation and the term $\bar{B}$ satisfies $\operatorname{deg}_{\alpha} \bar{B} \leq \Delta$. We consider the second term of (8): the product $\alpha^{r} \bar{B}$, which gives the maximal degree in $\alpha$ in the expression (8) of $B$. We are going to expand the product $\alpha^{r} \bar{B}$ to get an expression with degree in $\alpha$ smaller than or equal to $r-1$.

The product $\alpha^{r} \bar{B}$ is evaluated, first by replacing $\bar{B}$ by this expression. We have

$$
\begin{equation*}
\alpha^{r} \bar{B}=\sum_{i=0}^{m-1} b_{i}^{\prime \prime}(\alpha) \alpha^{r} \beta^{i} . \tag{9}
\end{equation*}
$$

Now, we replace each $\alpha^{r} \beta^{i}$ by an expression in $\alpha$ and $\beta$ with degree in $\alpha$ smaller than $r$. We get these expressions by replacing $\alpha^{r}$ by the expression of $Z$ given in (7), and then, by evaluating the products $Z \beta^{i}$ modulo $\beta^{m}-c(\alpha)$ :

$$
\begin{align*}
\beta \alpha^{r}= & c(\alpha) z_{m-1}(\alpha)+z_{0}(\alpha) \beta+z_{1}(\alpha) \beta^{2}+\cdots \\
& \cdots+z_{m-2}(\alpha) \beta^{m-1} \\
\beta^{2} \alpha^{r}= & c(\alpha) z_{m-2}(\alpha)+c(\alpha) z_{m-1}(\alpha) \beta+z_{0} \beta^{2}+\cdots \\
& \cdots+z_{m-3}(\alpha) \beta^{m-1}  \tag{10}\\
\vdots & \vdots \\
\beta^{m-1} \alpha^{r}= & c(\alpha) z_{1}(\alpha)+c(\alpha) z_{2}(\alpha) \beta+\cdots \\
& \cdots+c(\alpha) z_{m-1}(\alpha) \beta^{m-2}+z_{0}(\alpha) \beta^{m-1}
\end{align*}
$$

The expression of $\alpha^{r} \bar{B}$ can be computed with a matrixvector product

$$
\begin{equation*}
\alpha^{r} \bar{B}=Z \times \bar{B}=M \cdot \bar{B} \tag{11}
\end{equation*}
$$

where $\bar{B}$ is considered as a vector and $M$ is the $m \times m$ matrix whose columns are equal to the coefficients of $\alpha^{r} \beta^{i}$ in (10)

$$
M=\left[\begin{array}{cccc}
z_{0}(\alpha) & c(\alpha) z_{m-1}(\alpha) & \cdots & c(\alpha) z_{1}(\alpha)  \tag{12}\\
z_{1}(\alpha) & z_{0}(\alpha) & \cdots & c(\alpha) z_{2}(\alpha) \\
\vdots & & & \vdots \\
z_{m-1}(\alpha) & z_{m-2}(\alpha) & \cdots & z_{0}(\alpha)
\end{array}\right]
$$

The maximal degree in $\alpha$ of (11) satisfies:

$$
\begin{align*}
\operatorname{deg}_{\alpha}(M \cdot \bar{B}) & \leq \max _{i, j}\left(\operatorname{deg}_{\alpha}\left(c(\alpha) z_{i}(\alpha) b_{j}^{\prime \prime}(\alpha)\right)\right)  \tag{13}\\
& \leq \operatorname{deg}_{\alpha}(c(\alpha))+\operatorname{deg}_{\alpha}(Z)+\Delta
\end{align*}
$$

since $\operatorname{deg}_{\alpha}\left(z_{i}(\alpha)\right) \leq \operatorname{deg}_{\alpha}(Z)$ and $\operatorname{deg}_{\alpha}\left(b_{j}^{\prime \prime}(\alpha)\right) \leq \Delta$. Now, using the fact that $\Delta=r-1-\operatorname{deg}_{\alpha}(Z)-\operatorname{deg}_{\alpha}(c(\alpha))$, we get

$$
\operatorname{deg}_{\alpha}(M \cdot \bar{B}) \leq r-1
$$

This means that $\alpha^{r} \bar{B}=M \cdot \bar{B}$ and $\underline{B}+M \cdot \bar{B}$ are both expressed in the ADPS $\mathcal{S}=(\alpha, r, \beta, m, c(\alpha), p)$.

### 3.2.2 General Coefficient Reduction Process

The full reduction of $B$ works as follows: we iteratively apply the SR algorithm to the upper part $Q$ of degree $r+\Delta$. $B$ is split into polynomials $R$ and $Q$ such that $B=R+\alpha^{t} Q$, where the degree in $\alpha$ of $R$ is smaller than or equal to $t-1$, and that of $Q$ is equal to $r+\Delta$. We have $\operatorname{deg}_{\alpha} B=t+r+\Delta$.

The degree of $B$ decreases at each step (to $t+r-1$ ). After a sufficient number of semireductions, we obtain an ADPS representation of $B$. The following lemma gives an upper bound on the necessary number of calls to Algorithm 2 for a complete reduction to an ADPS representation:
Lemma 1. Let $\mathcal{S}=(\alpha, r, \beta, m, c(\alpha), p)$ be an ADPS of a finite field $\mathbb{F}_{2^{n}}=\mathbb{F}_{2}[X] /(p)$ and let $Z$ be the expression of $\alpha^{r}$ in the ADPS (7). We denote by $B=\left(b_{0}(\alpha), \ldots, b_{m-1}(\alpha)\right)$ an element of $\mathbb{F}_{2}[\alpha]^{m}$, and we set $\Delta=r-1-\operatorname{deg}_{\alpha}(Z)-$ $\operatorname{deg}_{\alpha} c(\alpha)$.

$$
\text { If } \Delta \geq 0 \text {, i.e., if } r>\operatorname{deg}_{\alpha} c(\alpha)+\operatorname{deg}_{\alpha}(Z)+1
$$

then the number $N$ of calls of the semireduction Algorithm 2 to obtain an ADPS expression of $B$ is bounded by

$$
\begin{equation*}
N \leq\left\lceil\frac{\operatorname{deg}_{\alpha} B-(r-1)}{\Delta+1}\right\rceil \tag{14}
\end{equation*}
$$

Proof. We decompose $B$ as $B=R+\alpha^{t} Q$, where $t=$ $\operatorname{deg}_{\alpha} B-(r+\Delta)$ is such that $\operatorname{deg}_{\alpha} R<t$ and $\operatorname{deg}_{\alpha} Q=$ $r+\Delta$. Let us show that the reduced value of $B$, $R+\alpha^{t} S R(Q)$, is equal to $B$ modulo $p$. We have seen previously that $S R(Q)=Q \bmod p$. This implies that $R+\alpha^{t} S R(Q)=R+\alpha^{t} Q=B \bmod p$.

We consider the degree of $\left(R+\alpha^{t} S R(Q)\right)$. The degree of $S R(Q)$ is smaller than $r$, thus we have

$$
\operatorname{deg}_{\alpha}\left(R+\alpha^{t} S R(Q)\right) \leq t+r-1=\operatorname{deg}_{\alpha} B-(\Delta+1)
$$

Consequently, at each call of Algorithm 2, the degree of $B$ decreases by $(\Delta+1)>0$ and the value modulo $p$ of $B$ remains unchanged. After $\ell$ calls for semireduction, we obtain a reduced expression $B_{\ell}$ of $B$ such that:

$$
\operatorname{deg}_{\alpha} B_{\ell} \leq \operatorname{deg}_{\alpha} B-\ell(\Delta+1)
$$

This means that the number $N$ of calls of Algorithm 2 satisfies

$$
N \leq\left\lceil\frac{\operatorname{deg}_{\alpha} B-(r-1)}{\Delta+1}\right\rceil
$$

Corollary 1. If we consider $B$ as the output of the first two steps of Algorithm 1, then the maximal degree of $B$ is given by (6): $\operatorname{deg}_{\alpha} B \leq 2 r-2+\operatorname{deg}_{\alpha} c(\alpha)$, and we obtain:

$$
\begin{equation*}
N \leq\left\lceil\frac{r-1+\operatorname{deg}_{\alpha} c(\alpha)}{r-\operatorname{deg}_{\alpha} Z-\operatorname{deg}_{\alpha} c(\alpha)}\right\rceil \tag{15}
\end{equation*}
$$

In the following table, we give the corresponding upper bound corresponding to (15) is unexpected in the specific situation $\operatorname{deg}_{\alpha}(Z)=0$ (this is the case in practical situations). We remark that $N$ remains small even for quite a big value of $\operatorname{deg}_{\alpha}(c)$.

| range of $\operatorname{deg}_{\alpha}(c)$ | $N$ |
| :---: | :---: |
| $\{0\}$ | 1 |
| $\{1,2, \ldots, \mathrm{r} / 3\}$ | 2 |
| $\{\mathrm{r} / 3+1, \mathrm{r} / 3+2, \ldots, \mathrm{r} / 2\}$ | 3 |
| $\{\mathrm{r} / 2+1, \mathrm{r} / 3+2, \ldots, 3 \mathrm{r} / 5\}$ | 4 |

According to Lemma 1, as $(\Delta+1)$ increases, the speed of the coefficient reduction process increases, i.e., when the degrees in $\alpha$ of $c(\alpha)$ and $Z$ decrease. Indeed, in this case, the right part of (14) is smaller. In Section 4, we will study some special ADPS for which $c(\alpha)$ and $Z$ have a low degree in $\alpha$.

Now, we introduce the full algorithm for coefficient reduction.

Algorithm 3. $C R(B)$, Coefficient Reduction
Require: An $\operatorname{ADPS} \mathcal{S}=(\alpha, r, \beta, m, c(\alpha), p)$ of a finite field $\mathbb{F}_{2^{n}}=\mathbb{F}_{2}[X] /(p(X))$, the expression $Z=\left(z_{0}, \ldots, z_{m-1}\right)$ of $\alpha^{r}$ in the system $\mathcal{S}$, such that the degrees in $\alpha$ of $Z$ and $c(\alpha)$ satisfy $\Delta=r-1-\operatorname{deg}_{\alpha} Z-\operatorname{deg}_{\alpha} c(\alpha) \geq 0$, and a vector $B=\left(b_{0}, \ldots, b_{m-1}\right)$ with entries in $\mathbb{F}_{2}[\alpha]$ (which represents the coefficients of the polynomial $B$ in $\beta$ ).
Ensure: $W$ the reduced expression in $\alpha$ of $B$.

$$
\begin{aligned}
& W \leftarrow B \\
& k \leftarrow \operatorname{deg}_{\alpha} W \\
& \text { while } k \geq r \text { do } \\
& \quad t \leftarrow \max (k-(r+\Delta), 0) \\
& \quad \text { We define } Q \text { and } R \text { such that: } W=Q \alpha^{t}+R \\
& \quad W \leftarrow S R(Q) \alpha^{t}+R \\
& \quad k \leftarrow \operatorname{deg}_{\alpha} W
\end{aligned}
$$

end while

## 4 Construction of ADPS

For practical use of Algorithm 1, we need ADPS with sparse $c(\alpha)$ and sparse $z_{i}(\alpha)$. Indeed, the first step of Algorithm 1 is a classical polynomial multiplication, and the two steps of reduction depend on the Hamming weight of $c(\alpha)$ and $z_{i}(\alpha)$.

In this section, we present two methods for constructing an ADPS of $\mathbb{F}_{2^{n}}$ which satisfies these conditions. Our methods are consequences of the following result:
Lemma 2. Let $\mathbb{F}_{2^{n}}=\mathbb{F}[X] /(p(X))$ and $\alpha, \beta \in \mathbb{F}_{2^{n}}$ which satisfy

$$
\begin{align*}
\beta^{m} & =c(\alpha), \\
\alpha^{r} & =\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i} . \tag{16}
\end{align*}
$$

If $X$ can be expressed as

$$
X=\sum_{i=0}^{r-1} \sum_{j=0}^{m-1} x_{i} \alpha^{i} \beta^{j}, \quad \text { with } x_{i} \in\{0,1\}
$$

and if $\Delta=r-1-\operatorname{deg}_{\alpha}(Z)-\operatorname{deg}_{\alpha} c(\alpha)>0$, then the system $\mathcal{G}=\left(\alpha^{i} \beta^{j}\right)_{0 \leq i<r, 0 \leq j<m}$ is a generating system of $\mathbb{F}_{2^{n}}$.
Proof. We have to show that each element of $\mathbb{F}_{2^{n}}=$ $\mathbb{F}[X] /(p(X))$ admits a representation in $\mathcal{G}$. Let us first show that $X^{i}$ for $i \geq 0$ can be expressed in $\mathcal{G}$. We prove it by induction on $i$. This is clearly true for $i=0$ and 1. Suppose it is true for $i$ and let us show it for $i+1$. Since $X^{i+1}=X^{i} X$ and $\mathcal{S}=(\alpha, r, \beta, m, c, p)$ satisfy the condition of Lemma 1, we can apply Algorithm 1 to compute this product. The result is a representation of $X^{i+1}$ in $\mathcal{G}$.

Let $U$ be an arbitrary element of $\mathbb{F}_{2^{n}}$. By construction of $\mathbb{F}_{2^{n}}, U$ can be expressed as

$$
\begin{equation*}
U=\sum_{i=0}^{n-1} u_{i} X^{i} \tag{17}
\end{equation*}
$$

Now, if we replace in (17) each $X^{i}$ by its corresponding representation in $\mathcal{G}$, we get the required representation of $U$ in $\mathcal{G}$.

We now give two methods to construct such $p(X), \alpha, \beta$. The first method focuses on the case $\beta=X$, i.e., $p$ is the minimal polynomial of $\beta$. The second one deals with $\alpha=X$, i.e., $p$ is the minimal polynomial of $\alpha$.

### 4.1 Construction of the Minimal Polynomial of $\beta$

In this first approach, we propose a construction of the polynomial $p$ such that $p(\beta)=0$ using specific $c(\alpha)$. The proposition below summarizes the main idea of this section.
Proposition 1. Let $m, r$ be two integers and $p$ be an irreducible factor of $R(X)=X^{m r}+\sum_{i=0}^{m-1} z_{i}\left(X^{m}\right) X^{i}$, where $\operatorname{deg} z_{i}(X)<r$. Then, in $\mathbb{F}_{2^{n}}=\mathbb{F}_{2}[X] /(p)$, the elements $\beta=X$ and $\alpha=\beta^{m}$ satisfy

$$
\begin{align*}
\beta^{m} & =\alpha,  \tag{18}\\
\alpha^{r} & =\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i} . \tag{19}
\end{align*}
$$

Proposition 2. Let $m$, $r$ be two integers and $p$ be an irreducible factor of

$$
R(X)=\left(X^{m}+1\right)^{r}+\sum_{i=0}^{m-1} z_{i}\left(X^{m}+1\right) X^{i}
$$

where $\operatorname{deg} z_{i}(X)<r$. Then, in $\mathbb{F}_{2^{n}}=\mathbb{F}_{2}[X] /(p)$, the elements $\beta=X$ and $\alpha=\beta^{m}+1$ satisfy

$$
\beta^{m}=\alpha+1 \text { and } \alpha^{r}=\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i} .
$$

Proof. In Proposition 1, (18) is a direct consequence of the definition of $\alpha$. For (19), we know that

$$
R(\beta)=0 \quad \bmod p
$$

If we replace $z_{i}\left(\beta^{m}\right)$ by $z_{i}(\alpha)$, we get the required (19). Thus, Proposition 1 is proved.

The proof of Proposition 2 can be tackled in the same way.

To have an efficient step 3 in Algorithm 1, we must consider an ADPS providing a sparse expansion of $\alpha^{r}$. In this case, the matrix $M$ is sparse, and its coefficients are small. In particular, under the additional condition $\operatorname{deg}_{\alpha} Z=0$ ( $Z$ is defined in (7)), we note that the ADPS given by the previous proposition provides a very efficient reduction process; indeed, according to Lemma 1, the number of calls of the semireduction algorithm is equal to $\left\lceil\frac{r}{r-1}\right\rceil=2\left(\operatorname{deg}_{\alpha} c=1\right.$ in Propositions 1 and 2).

This construction requires a factorization of a polynomial $R(X)$. This computation is only done once a time, during the construction of the field and the ADPS. This factorization can be done efficiently using different algorithms depicted in [10, chap. 14]. These methods have a polynomial complexity in the degree [10, p. 380], and thus are efficient for quite big $n$.

We give here one example, where we construct an ADPS for $\mathbb{F}_{2^{19}}$ using Proposition 2.
Example 3. We consider here the finite field $\mathbb{F}_{2^{13}}$. For $m=3$ and $r=5$, we determine $Z$ such that $z_{i}$ is a constant equal to 0 or 1 , and such that the polynomial $\left(X^{m}+1\right)^{r}-$ $\sum_{i=1}^{m-1} z_{i} X^{i}$ admits an irreducible factor $P_{\beta}(X)$ of degree 13

$$
\begin{equation*}
\left(X^{3}+1\right)^{5}+X+1=\left(X^{2}+X\right)\left(X^{13}+X^{12}+X^{11}+X+1\right) . \tag{20}
\end{equation*}
$$

Hence, $\mathbb{F}_{2^{13}}=\mathbb{F}_{2}[X] /\left(P_{\beta}(X)\right)$ is defined. According to the fact that $\beta$ verifies $\left(\beta^{3}+1\right)^{5}=\beta^{2}+1$, and that $\alpha=\beta^{3}+1$, by the system $\mathcal{S}=\left(\alpha, 5, \beta, 3, P_{\beta}\right)$ such that:

$$
\begin{aligned}
& \beta^{3}=\alpha+1 \\
& \alpha^{5}=\beta+1 \quad\left(\text { i.e., } \operatorname{deg}_{\alpha} Z=0\right)
\end{aligned}
$$

### 4.2 Construction of the Minimal Polynomial of $\alpha$

For a more general $c(\alpha)$ (always with a very small degree), we have not been able to find a similar construction to Proposition 1. Thus, we propose to construct the irreducible polynomial $p$ in the case $\alpha=X$ and the following equations hold:

$$
\begin{align*}
\beta^{m} & =c(\alpha),  \tag{21}\\
\alpha^{r} & =\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i} . \tag{22}
\end{align*}
$$

If we multiply successively (22) by $\beta^{i}$ for $i=0, \ldots, m-1$ and reduce it relatively to $\beta$ using (21), we obtain the following equations:

$$
\begin{gathered}
\left(\alpha^{r}+z_{0}(\alpha)\right)+z_{1}(\alpha) \beta+\cdots \\
\cdots+z_{m-1}(\alpha) \beta^{m-1}=0, \\
c(\alpha) z_{m-1}(\alpha)+\left(\alpha^{r}+z_{0}(\alpha)\right) \beta+z_{1}(\alpha) \beta^{2}+\cdots \\
\cdots+z_{m-2}(\alpha) \beta^{m-1}=0, \\
c(\alpha) z_{m-2}(\alpha)+c(\alpha) z_{m-1}(\alpha) \beta+\cdots \\
\cdots+z_{m-3}(\alpha) \beta^{m-1}=0, \\
\vdots
\end{gathered} \vdots \quad \begin{gathered}
c(\alpha) z_{1}(\alpha)+c(\alpha) z_{2}(\alpha) \beta+\cdots \\
\cdots+c(\alpha) z_{m-1}(\alpha) \beta^{m-2}+\left(\alpha^{r}+z_{0}(\alpha)\right) \beta^{m-1}=0 .
\end{gathered}
$$

We note that any linear combination over $\mathbb{F}_{2}[\alpha]$ of the above equations is equal to zero. In other words, if we define the matrix $M(X)$ with coefficients in $\mathbb{F}_{2}[X]$ as follows:

$$
M(X)=\left[\begin{array}{cccc}
z_{0}(X) & c(X) z_{m-1}(X) & \cdots & c(X) z_{1}(X)  \tag{24}\\
z_{1}(X) & z_{0}(X) & \cdots & c(X) z_{2}(X) \\
\vdots & & & \vdots \\
z_{m-1}(X) & z_{m-2}(X) & \cdots & z_{0}(X)
\end{array}\right]
$$

and then, if $I$ denotes the $m \times m$ identity matrix, for every $U=\left(u_{0}(\alpha), \ldots, u_{m-1}(\alpha)\right)$ with $u_{i}(\alpha) \in \mathbb{F}_{2}[\alpha]$, we have $\left(\alpha^{r} I-M(\alpha)\right) \cdot U=0$. This implies that $\alpha$ is a root of

$$
\begin{equation*}
\operatorname{det}\left(X^{r} I-M(X)\right)=0 \tag{25}
\end{equation*}
$$

The polynomial $p$ can thus be taken as a factor of $\operatorname{det}\left(X^{r} I-M(X)\right)$. Knowing $p$, we construct $\mathbb{F}_{2^{n}}$ as $\mathbb{F}_{2^{n}}=$ $\mathbb{F}_{2}[X] /(p)$ and $\alpha=X$. Since $\beta$ is a root of the two polynomials $Y^{m}+c(\alpha)$ and $\alpha^{r}+\sum_{i=0}^{m-1} z_{i}(\alpha) Y^{i}$ of $\mathbb{F}_{2^{n}}[Y]$, we find the expression of $\beta$ in $\mathbb{F}_{2^{n}}$ by computing

$$
\operatorname{gcd}\left(Y^{m}+c(\alpha), \alpha^{r}+\sum_{i=0}^{r-1} z_{i}(\alpha) Y^{i}\right)
$$

which must have $Y-\beta$ as factor.
Proposition 3. If we consider $\alpha=X$ and $\beta$ a root of $\operatorname{gcd}\left(Y^{m}+c(\alpha), \alpha^{r}+\sum_{i=0}^{r-1} z_{i}(\alpha) Y^{i}\right)$, with a polynomial $p$ factor of $\operatorname{det}\left(X^{r} I-M(X)\right)$, where $M(X)$ is defined as in (24), then, $\alpha$ and $\beta$ satisfy:

$$
\begin{align*}
\beta^{m} & =c(\alpha)  \tag{26}\\
\alpha^{r} & =\sum_{i=0}^{m-1} z_{i}(\alpha) \beta^{i} \tag{27}
\end{align*}
$$

and they define an ADPS over $\mathbb{F}_{2}[X] /(p(X))$.
Example 4. We consider here the case $m=5, r=4$ and we look for a field $\mathbb{F}_{2^{n}}$ and two elements $\alpha, \beta \in \mathbb{F}_{2^{n}}$ such that

$$
\beta^{5}=\alpha^{2}+\alpha+1 \quad \text { and } \quad \alpha^{4}=\beta^{4}+\beta^{3}+\beta^{2}
$$

As explained above, we first compute the matrix $M(X)$

$$
M(X)=\left[\begin{array}{ccccc}
1 & 0 & 0 & X^{2}+X+1 & X^{2}+X+1 \\
1 & 1 & 0 & 0 & X^{2}+X+1 \\
1 & 1 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1
\end{array}\right]
$$

Now we find $p(X)=X^{13}+X^{12}+X^{8}+X^{7}+X^{6}+X^{3}+1$ such that:

$$
p(X) \mid \operatorname{det}\left(X^{r}+M(X)\right)
$$

Then, we can choose $n=13$, with $\mathbb{F}_{2^{13}}=\mathbb{F}_{2}[X] /(p)$ and $\alpha=X$.

We compute $\beta$ by determining the great common divisor: $\operatorname{gcd}\left(Y^{m}+\alpha^{2}+\alpha+1, \alpha^{4}+Y^{2}+Y^{3}+Y^{2}\right)=$ $(Y-\beta)$. This gives $\beta=1+\alpha+\alpha^{3}+\alpha^{4}+\alpha^{5}+\alpha^{6}+$ $\alpha^{7}+\alpha^{9} . \diamond$

Remark 4. We conjecture that it is possible for every binary field to find an ADPS providing an efficient reduction process, and thus, an efficient multiplication.
Remark 5. Proposition 3 can easily be extended for $\alpha \neq X$.

## 5 Improved ADPS Multiplier Using Lagrange Representation

In Section 3, we gave a general form for ADPS multiplication. In this section, we study a modified version of Algorithm 1, using the FFT/Lagrange approach presented in [11]. It is based on the following remark: let $\phi(\alpha)$ be a polynomial satisfying $\operatorname{deg}_{\alpha} \phi(\alpha)>(2 r-2)+\operatorname{deg}_{\alpha} c(\alpha)$; the two first steps of Algorithm 1 can be done through

$$
B \leftarrow U V \quad \bmod \quad\left(\beta^{m}-c(\alpha), \phi(\alpha)\right)
$$

Performing the operations modulo $\left(\beta^{m}-c(\alpha), \phi(\alpha)\right)$ means that we reduce $U V$ in $\beta$ modulo $\beta^{m}-c(\alpha)$ and that we reduce the result in $\alpha$ modulo $\phi(\alpha)$. Indeed, in Algorithm 1, we have $\operatorname{deg}_{\alpha}\left(U V \bmod \left(\beta^{m}-c(\alpha)\right) \leq 2 r-2+\operatorname{deg}_{\alpha} c(\alpha)\right.$ (see formula 6); thus, if we reduce $U V \bmod \left(\beta^{m}-c(\alpha) \operatorname{modulo} \phi(\alpha)\right.$, we do not change it. If we denote $\mathcal{R}=\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$, the product $U V$ is a product of polynomials in $\mathcal{R}[\beta]$ modulo $\beta^{m}-c(\alpha)$. The strategy in [11] was to choose $\phi(\alpha)$ such that this product is easy to compute. We first state some background on Lagrange Representation.

### 5.1 Lagrange Representation

Let $\mathcal{R}$ be a ring and $\mathcal{R}[\beta]$ be the polynomial ring over $\mathcal{R}$. The Lagrange representation of a polynomial of degree $(m-1)$ in $\mathcal{R}[\beta]$ is given by its values at $m$ distinct points [17]. For us, these $m$ points will be the roots $\zeta_{i} \in \mathcal{R}$ of a polynomial $E=\prod_{i=0}^{m-1}\left(\beta-\zeta_{i}\right) \in \mathcal{R}[\beta]$. From an arithmetic point of view, this is related to the Chinese Remainder Theorem which asserts that the following application is an isomorphism:

$$
\begin{align*}
\mathcal{R}[\beta] /(E(\beta)) & \simeq \prod_{i=0}^{m-1} \mathcal{R}[\beta] /\left(\beta-\zeta_{i}\right)  \tag{28}\\
A & \mapsto\left(A \bmod \left(\beta-\zeta_{i}\right)\right)_{i \in\{0, \ldots, m-1\}}
\end{align*}
$$

The computation of $A \bmod \left(\beta-\zeta_{i}\right)$ is simply the computation of $A\left(\zeta_{i}\right)$. In other words, the image of $A(\beta)$ by the isomorphism (28) is nothing else than the multipoints evaluation of $A$ at the roots of $E$. This fact motivates the following Lagrange representation of the polynomials:
Definition 4 (Lagrange representation [17]). Let $A \in \mathcal{R}[\beta]$ with $\operatorname{deg} A<m$, and $\zeta_{0}, \ldots, \zeta_{m-1}$ be the $m$ distinct roots of $a$ polynomial $E(\beta)$

$$
E(\beta)=\prod_{i=0}^{m-1}\left(\beta-\zeta_{i}\right)
$$

If $a_{i}=A\left(\zeta_{i}\right)$ for $0 \leq i \leq m-1$, the Lagrange representation (LR) of $A(\beta)$ is defined by $\bar{A}=\left(a_{0}, \ldots, a_{m-1}\right)$.

Lagrange representation is advantageous to perform operations modulo $E$; this is a consequence of the Chinese Remainder Theorem. Specifically, the arithmetic modulo $E$ in classical polynomial representation can be costly if $E$ has a high degree. In LR, the arithmetic is decomposed into
$m$ independent arithmetic units, with each unit performing arithmetic modulo a very simple polynomial $\left(\beta-\zeta_{i}\right)$. Furthermore, arithmetic modulo $\left(\beta-\zeta_{i}\right)$ is the arithmetic in $\mathcal{R}$ since the product of two zero-degree polynomials is just the product of the two constant coefficients.

### 5.2 Multiplication Using Lagrange Representation

Let us see how to use Lagrange representation to perform the product

$$
U(\beta) V(\beta) \quad \bmod \quad\left(\beta^{m}-c(\alpha), \phi(\alpha)\right)
$$

This is the case if the polynomial $E(\beta)=\beta^{m}-c(\alpha)$ splits modulo $\phi(\alpha)$ :

$$
E(\beta)=\prod_{i=0}^{m-1}\left(\beta-\zeta_{i}\right) \bmod \phi(\alpha)
$$

We obtain Algorithm 4 which results from this previous remark.

Algorithm 4. ADPS-LR Multiplication.
Require: $U, V$ expressed trough an $\operatorname{ADPS} \mathcal{B}=(\alpha, r, \beta, m, p)$.
Ensure: $R$ in $\mathcal{B}$ such that $R=U V$ in $\mathbb{F}_{2^{n}}$

$$
\begin{aligned}
& \bar{U} \leftarrow \text { Convert }_{A D P S \rightarrow L R}(U) \\
& \bar{V} \leftarrow \text { Convert }_{A D P S \rightarrow L R}(V) \\
& \bar{B} \leftarrow \bar{U} \times \bar{V} \\
& B \leftarrow \text { Convert }_{L R \rightarrow A D P S}(\bar{B}) \\
& W \leftarrow C R(B), \text { (Algorithm 3) }
\end{aligned}
$$

The first two steps consist in computing the Lagrange representation of $U$ and $V$ from their ADPS representation. These two operations can be done in parallel.

The operations to compute $\bar{B}$ are performed in Lagrange representation, and then, can be easily parallelized as $m$ independent multiplications in $\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$. The operation Convert $_{L R \rightarrow A D P S}(\bar{B})$ refers to conversion from Lagrange representation to ADPS representation. The resulting $B$ is thus equal to $U \times V \bmod \beta^{n}-c(\alpha)$. To get $W$, we have to just apply the coefficient reduction process (Algorithm 3).

We thus need to perform the conversions $\mathrm{LR} \leftrightarrow \mathrm{ADPS}$ efficiently.

### 5.3 Conversion LR $\leftrightarrow$ ADPS

An efficient implementation of conversions between Lagrange representations modulo $\phi(\alpha)$ and ADPS representation relies on the binomial form of $E(\beta)=\beta^{m}-c(\alpha)$. As stated in the following lemma, in this situation the roots of $E$ have a special form:
Lemma 3. Let $\mathcal{R}=\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$ be such that $\phi(\alpha)$ is irreducible (i.e., $\mathcal{R}$ is a field) and let $E=\beta^{m}-c(\alpha)$ be a binomial polynomial which splits totally in $\mathcal{R}[\beta]$

$$
E(\beta)=\prod_{i=0}^{m-1}\left(\beta-\zeta_{i}\right), \quad \zeta_{i} \in \mathcal{R}
$$

and such that the $\zeta_{i}$ are pairwise distinct. Then, there exists $\omega \in \mathcal{R}$, a primitive mth root of unity, and an element $\mu \in \mathcal{R}$ such that after reordering the $\zeta_{i}$

$$
\zeta_{i}=\mu \omega^{i}
$$

Proof. We fix $\mu=\zeta_{0}$ (i.e., $\mu$ is a root of $E$, as every $\zeta_{i}$ ). Since, $\mathcal{R}$ is a field, $\mu^{-1}$ exists. We claim that the $m$ distinct elements $\zeta_{i} / \mu$ are $m$ roots of unity. Indeed, we get:

$$
\left(\zeta_{i} / \mu\right)^{m}=\left(\zeta_{i}\right)^{m} / \mu^{m}=c(\alpha) / c(\alpha)=1
$$

since $\mu$ and $\zeta_{i}$ are roots of $E$. Moreover, since there are $m$ distinct roots of unity in $\mathcal{R}$ and $\phi(\alpha)$ is irreducible, one of these roots must be a primitive $m$ th root of unity. We call it $\omega$. We can reorder the $\zeta_{i}$ to get $\zeta_{i} / \mu=\omega^{i}$ which gives $\zeta_{i}=\mu \omega^{i}$ as announced in the lemma.
Using this form of the roots of $E$, we can perform the multipoint evaluation of the polynomial $A(\beta)$ in $\zeta_{i}$ (which corresponds to compute $\bar{A}$, the Lagrange representation of A) as follows:

1. set $\tilde{A}(\beta)=A(\mu \beta)=\sum_{i=0}^{m-1} a_{i} \mu^{i} \beta^{i}$,
2. compute $\bar{A}=D F T_{\phi}(A, m, \omega)$,
where $\operatorname{DFT}_{\phi}(\widetilde{A}, m, \omega)$ is the evaluation of the polynomial $\widetilde{A}$ in the $m$ th roots of unity $\omega^{i}$ for $i=0, \ldots, m-1$. Similarly, the Lagrange interpolation, which computes $A(\beta)$ from $\bar{A}$, can be done by reversing the previous process.

Hence, the operations Convert ${ }_{\text {Pol } \rightarrow L R}$ and Convert $_{L R \rightarrow P o l}$ have both a cost of $m$ multiplications modulo $\phi$ and one Discrete Fourier Transform. This last operation can be done efficiently by using FFT algorithm [9, Section 8.2].

### 5.4 Hardware Architecture for FFT

We present an architecture to perform the FFT computation of a polynomial $A(\beta) \in \mathcal{R}[\beta]$ of degree $(m-1)$, keeping in mind our targeted Lagrange conversion. Note that the FFT process needs to be performed using the ternary method, since the binary one is not feasible over characteristic two rings [22]. Thus, in this section, we focus on the ring $\mathcal{R}=\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$, where $\phi(\alpha)=\alpha^{2 \nu / 3}+\alpha^{\nu / 3}+1, \nu$ is a multiple of $m$, and $m=3^{s}$. Hence, we have $\nu=\gamma m$.
Remark 6. We remind that one condition on $\phi(\alpha)$ is that its degree is greater than or equal to $2 r-1+\operatorname{deg} c(\alpha)$ (formula 6). Thus, when $\operatorname{deg} \phi(\alpha)=2 \nu / 3$, this means that $r$ satisfies

$$
\begin{equation*}
r \leq \nu / 3+1-\operatorname{deg} c(\alpha) \tag{29}
\end{equation*}
$$

For efficiency reasons, $r$ should be close to this upper bound.
Let $\omega=\alpha^{\gamma}$ be a primitive $m$ th root of unity ${ }^{2}$ in $\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$ and let $\theta=\omega^{m / 3}$ be a third root of unity. The ternary FFT process is based on the following three-way splitting of $A$ :

$$
\begin{aligned}
& A_{1}=\sum_{j=0}^{m / 3-1} a_{3 j} \beta^{3 j} \\
& A_{2}=\sum_{j=0}^{m / 3-1} a_{3 j+1} \beta^{3 j} \\
& A_{3}=\sum_{j=0}^{m / 3-1} a_{3 j+2} \beta^{3 j}
\end{aligned}
$$

such that $A=A_{1}+\beta A_{2}+\beta^{2} A_{3}$.
2. We note that $\phi(\alpha)\left(\alpha^{\nu / 3}+1\right)=\alpha^{\nu}+1=0$ over $\mathbb{F}_{2}[\alpha] /(\phi(\alpha))$.


Fig. 1. Ternary butterfly operator.
Let $\widehat{A}[i]=A\left(\omega^{i}\right)$ be the $i$ th coefficient of $D F T_{\phi}(A, m, \omega)$. Let us also denote by $\hat{A}_{1}[i]=A_{1}\left(\omega^{3 i}\right), \hat{A}_{2}[i]=A_{2}\left(\omega^{3 i}\right)$, and $\hat{A}_{3}[i]=A_{3}\left(\omega^{3 i}\right)$ the coefficients of the DFT of order $m / 3$ of, respectively, $A_{1}, A_{2}$, and $A_{3}$ (remind that $\omega^{3}$ is an $m / 3$ root of unity).

The following relations can be obtained by evaluating $A=A_{1}+\beta A_{2}+\beta^{2} A_{3}$ in $\omega^{i}, \omega^{i+m / 3}$, and $\omega^{i+2 m / 3}$ :

$$
\begin{align*}
\hat{A}[i] & =\hat{A}_{1}[i]+\omega^{i} \hat{A}_{2}[i]+\omega^{2 i} \hat{A}_{3}[i], \\
\hat{A}[i+m / 3] & =\hat{A}_{1}[i]+\theta \omega^{i} \hat{A}_{2}[i]+\theta^{2} \omega^{2 i} \hat{A}_{3}[i]  \tag{30}\\
\hat{A}[i+2 m / 3] & =\hat{A}_{1}[i]+\theta^{2} \omega^{i} \hat{A}_{2}[i]+\theta \omega^{2 i} \hat{A}_{3}[i]
\end{align*}
$$

This operation is frequently called the butterfly operation. It can be performed efficiently, if we compute modulo $\phi(\alpha)\left(\alpha^{\nu / 3}+1\right)=\alpha^{\nu}+1$ instead of $\phi(\alpha)$. Indeed, in this case, $\omega=\alpha^{\gamma}$ and a multiplication $a(\alpha) \times \omega^{i}$ modulo $\alpha^{\nu}+1$ is a simple cyclic shift. The butterfly circuit (Fig. 1) is a consequence of this remark and of the relations given in (30).

In Fig. 1, the blocks noted $\gg$ refer to a simple shift operation by the given value and the $\bigoplus$ blocks refer to XOR operator. When no value is given, then shift operation is not performed.

Within the FFT, the computations of $\hat{A}_{1}, \hat{A}_{2}$, and $\hat{A}_{3}$ are done recursively in the same way. These polynomials are split in three parts and butterfly operations are applied again. This process is done recursively until constant polynomials are reached.

If we entirely develop this recursive process, we obtain the schematized architecture in Fig. 2.

Let us now evaluate the complexity of this architecture. It is composed of $\log _{3}(m)$ stages, where each stage consists of $m$ operations in a butterfly way. Each of these operations requires $2 \nu$ XOR gates, and has a delay of $2 T_{X}$, where $T_{X}$ is the delay of one XOR gate. The final reduction of the coefficients modulo $\phi(\alpha)$ requires $\frac{2}{3} \nu m$ XOR for a delay of $T_{X}$. Consequently, this architecture has a space complexity of

$$
\begin{equation*}
\mathcal{S}\left(F F T_{\phi(\alpha)}\right)=\left(2 \nu m \log _{3}(m)+\frac{2}{3} \nu m\right) \mathrm{XOR} \tag{31}
\end{equation*}
$$

and a delay of

$$
\begin{equation*}
\mathcal{D}\left(F F T_{\phi(\alpha)}\right)=\left(2 \log _{3}(m)+1\right) T_{X} \tag{32}
\end{equation*}
$$

## 6 ARChitecture and Complexity

We now present a parallel architecture associated to Algorithm 4 in the special case where $\phi(\alpha)=\alpha^{2 \nu / 3}+$ $\alpha^{\nu / 3}+1$. This choice allows us to use the FFT circuit


Fig. 2. Ternary FFT circuit.
presented in the previous section. The architecture of our binary field multiplier is given in Fig. 3. It is constituted of FFT blocks, multipliers modulo $\phi(\alpha)$ (referenced by $\mathrm{Mult}_{\phi}$ ) and coefficient reduction block (referenced by CoeffRed). As much as possible, all the computations are parallelized.

### 6.1 Complexity Evaluation of Each Block

We now evaluate the complexity of this architecture block by block.

- Complexity of Mult $_{\phi}$ blocks. Since we consider $\phi(\alpha)=$ $\alpha^{2 \nu / 3}+\alpha^{\nu / 3}+1$ and $\nu=\gamma m=\gamma 3^{s}$, if $\nu$ is a power of three, then we can use the multiplier of Fan and Hasan [6] to perform multiplication modulo $\phi$. The complexity (cf. Table 1) of these blocks is easily deduced from [6, Table 1].
- Complexity of FFT blocks. The FFT blocks are designed using the ternary method presented in the previous section. Therefore, their complexities are given in (31) and (32).
- Complexity of CoeffRed blocks. Recall that the coefficient reduction is performed (Algorithm 3) by computing

$$
W \leftarrow S R(Q) \alpha^{t}+R
$$

## $N$ times, where (see Lemma 1)



Fig. 3. DPS-Lagrange Multiplier.

TABLE 1
Complexity of Multipliers Modulo $\phi$

|  | Mul $_{\phi}$ |  |
| :---: | :---: | :---: |
|  | Space | Time |
| \#AND | $0.52 \nu^{\log _{3}(6)}$ | 1 |
| \#XOR | $2.5 \nu^{\log _{3}(6)}-8 \nu / 3-4 / 5$ | $3 \log _{3}(2 \nu / 3)+1$ |

$$
N \leq\left\lceil\frac{r-1+\operatorname{deg}_{\alpha} c(\alpha)}{r-\operatorname{deg}_{\alpha} Z-\operatorname{deg}_{\alpha} c(\alpha)}\right\rceil
$$

At each time, to compute $W$ we need only to compute $S R(Q)$, and no more operation is needed since $\operatorname{deg}_{\alpha}\left(S R(Q) \alpha^{t}\right) \geq t$ and $\operatorname{deg}_{\alpha}(R)<t$. Consequently, the corresponding architecture of the coefficient reduction consists of $N$ circuits performing a semireduction.

The semireduction process (Algorithm 2) consists of the following operation:

$$
B \leftarrow \underline{B}+M \cdot \bar{B},
$$

where $B$ is such that $\operatorname{deg} B \leq r+\Delta$ and $\underline{B}<r$ and $\bar{B}<\Delta$. The matrix $M$ is as follows:

$$
\left[\begin{array}{cccc}
z_{0}(\alpha) & c(\alpha) z_{m-1}(\alpha) & \cdots & c(\alpha) z_{1}(\alpha) \\
z_{1}(\alpha) & z_{0}(\alpha) & \cdots & c(\alpha) z_{2}(\alpha) \\
\vdots & & & \vdots \\
z_{m-1}(\alpha) & z_{m-2}(\alpha) & \cdots & z_{0}(\alpha)
\end{array}\right]
$$

The complexity of the semireduction is thus related to $Z$, the ADPS representation of $\alpha^{r}$, and to $c(\alpha)$ (cf. Section 3.2). We assume here that $Z$ is sparse as polynomial in $\beta$ and has degree 0 in $\alpha$. We also assume that $\operatorname{deg}_{\alpha} c(\alpha)$ is small relatively to $r$. Consequently, in the matrix $M$, the $z_{i}$ are equal to 0 or 1 and the matrix coefficients are equal to 1 , to $c(\alpha)$, or to 0 . Thus, for computing the matrix vector product $M \cdot \bar{B}$, we first compute $c(\alpha) \bar{b}_{i}(\alpha)$ for $i=1, \ldots, m-1$, then, for each row of the matrix $M$, we add at most $H W(Z)$ coefficients of $\left\{c(\alpha) \bar{b}_{i}(\alpha), i=1, \ldots, m-1\right\} \cup\left\{\bar{b}_{i}(\alpha)\right.$, $i=0, \ldots, m-1\}$, where $H W(Z)$ is the number of $z_{i}(\alpha) \neq 0$. We obtain the complexity of the resulting architecture in Table 2.

The architecture for the multiplication by $c(\alpha)$ corresponds to the parallel binary tree of XOR, and no AND gates are needed since $c(\alpha)$ is a constant. We, finally, can deduce the complexity of the CoeffRed architecture, it is just $N$ times the complexity of the semireduction architecture.

TABLE 2
SR Complexity

| Operation | Complexity |  |
| :---: | :---: | :---: |
|  | Space (\# XOR) | Time |
| $m-1$ mult. <br> by $c(\alpha)$ | $(m-1) r\left(\operatorname{deg}_{\alpha} c(\alpha)-1\right)$ | $\log _{2}\left(\operatorname{deg}_{\alpha}(c(\alpha))\right) T_{X}$ |
| $m(H W(Z)-1)$ <br> add. in $M \cdot \bar{B}$ | $m r(H W(Z)-1)$ | $\log _{2}(H W(Z)) T_{X}$ |
| $m$ coeff. additions <br> in $\underline{B}+\bar{B} \cdot M$ | $m r$ | $1 T_{X}$ |
| Overall Complexity | $m r H W(Z)+$ <br> $(m-1) r(\operatorname{deg} c(\alpha)-1)$ | $\log _{2}\left(\operatorname{deg}_{\alpha}(c(\alpha))\right) T_{X}+$ <br> $\left(\log _{2}(H W(Z)+1) T_{X}\right.$ |

TABLE 3
Complexity Comparison of Multiplication in $G F\left(2^{n}\right)$

|  | Space Complexity |  | Time Complexity |  |
| :---: | :---: | :---: | :---: | :---: |
| Method | \# AND | \# XOR | $T_{A}$ | $T_{X}$ |
| This paper | $8.82 n^{1.31}-3.82 n^{0.82}$ | $42.4 n^{1.31}-18.4 n^{0.82}$ | 3 | $\left(13 \log _{3}(n)+9 \log _{3}(2)\right)+6$ |
|  |  | $-37.5 n^{1 / 3}+1.38 n^{1 / 2}+2.4+27 n+9 n \log _{3}(n)$ |  |  |
| GNP [11] | $14.5 n^{1.31}$ | $69.6 n^{1.31}-31 n+n^{0.5}\left(8 \log _{3}(n)+39\right)$ | 8 | $16 \log _{3}(n)+20$ |
| $F H^{*}$ binary | $n^{1.58}$ | $5.5 n^{1.58}-5 n-0.5$ | 1 | $2 \log _{2}(n)+1$ |
| $F H^{*}$ ternary | $n^{1.63}$ | $4.8 n^{1.63}-4 n-0.8$ | 1 | $3 \log _{3}(n)+1$ |

$F H^{*}=[6]$, where for binary $n=2^{t}$, for ternary $n=3^{t}$.

### 6.2 Overall Complexity of the Multiplier

We deduce the overall complexity of our multiplier (Table 4). We first give the number of operating blocks. Their corresponding space complexity is denoted by $\mathcal{S}$, and their time complexity is denoted by $\mathcal{D}$. Thus, the space complexity is given by:

$$
(4 m-3) \mathcal{S}\left(M u l_{\phi}\right)+3 \mathcal{S}\left(F F T_{\phi}\right)+\mathcal{S}(\text { CoeffRed })
$$

Similarly, the critical path of this architecture gives the delay of our multiplier:

$$
3 \mathcal{D}\left(M u l_{\phi}\right)+2 \mathcal{D}\left(F F T_{\phi}\right)+\mathcal{D}(\text { CoeffRed }) .
$$

With the previous expression of the complexity of FFT block ((31) and (32)), RedCoeff (Table 2), and Mult (Table 1), we find the space complexity in terms of the number of XOR and AND gates.

### 6.2.1 Asymptotic Complexity in $n$

In this part, we consider that $\nu=m$ which is a correct asymptotic assumption that simplifies the formulations. In order to construct a DPS-FFT multiplier, we must have $n \leq$ $r m$ and $r \leq m / 3$, where $n$ is the degree of the field $\mathbb{F}_{2^{n}}$. This implies that $n \leq m^{2} / 3$, and the best $n$ are such that $m \cong \sqrt{3 n}$. In Table 3, we give the complexity for this case (we suppose that $H W(Z) \leq 3$ and $\operatorname{deg}_{\alpha} c(\alpha) \leq 6$ and $N \leq 2$, which corresponds to practical situations).

We also give in Table 3 the complexity of the best known method, regarding space and time complexity, to perform binary field multiplication. Specifically, we give the complexity of the multiplier of [11], which has asymptotically the smaller space complexity. We also give the complexity of [6], which is better than [11] for smaller field. We do not give the complexity of [23] and [1], which also present subquadratic space complexity multipliers, since their complexities are worse than [6].

We can remark that our approach has a space complexity with the same order as [11], i.e., $O\left(n^{1.31}\right)$. But we improve by 33 percent. Our multiplier is also 18 percent faster than the multiplier of [11].

The multiplier of Fan and Hasan has space complexity with order $O\left(n^{1.56}\right)$ but it is, in general, faster than our

TABLE 4
Complexity of DPS-FFT Architecture

| \#AND | $0.52(4 m-3) \nu^{\log _{3}(6)}$ |
| :---: | :---: |
| \#XOR | $(10 m-7.5) \nu^{\log _{3}(6)}-26 / 3 \nu m-16 / 5 m+8 / 3 \nu+12 / 5$ |
|  | $+6 \nu m \log _{3}(m)+N m r H W(Z)+N(m-1) r(\operatorname{deg} c(\alpha))$. |
| Time | $\left(13 \log _{3}(m)-4+9 \log _{3}(2)\right) T_{X}$ |
|  | $+\left(\log _{2}(H W(Z))+\log _{2}(\operatorname{deg} c(\alpha))\right) N T_{X}+3 T_{A}$ |

multiplier. But, the Fan-Hasan approach is available only when $n$ is a power of two or three. Our method is more general and is available for all $n$.

In Table 5, we give for different field sizes, a corresponding ADPS. We constructed such ADPS using the method of Section 4.2. These ADPSs admit an FFT multiplier. We do not give the polynomial $p(X)$, which defines the field, but it can be recovered by factoring the determinant given in (25). In each field, $\alpha$ satisfies $p(\alpha)=0$.

In this table, we also give the corresponding complexity of DPS-FFT multiplier and Fan-Hasan multiplier using the formulas of Table 3. We can see that our multiplier becomes better than the Fan-Hasan multiplier around 3,000 bits. This is due to the constant factor in $n^{1.31}$. We could get better complexity if we could improve the multiplication by the constant $\mu^{i}$ and $\mu^{-i}$. We point out, even if the given examples do not show it, that our method is available for field size recommended by NIST [3].

## 7 Other Operations

For a practical use of ADPS multiplication, some additional operations could be necessary like conversion to classical polynomial systems, testing the equality of two elements, squaring, inversion, etc. We present here several methods to perform these operations.

### 7.1 Squaring

Let $U$ be an element expressed in an ADPS system $\mathcal{S}=$ $(\alpha, r, \beta, m, c, p)$ as $U=\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{j} \beta^{i}(\bmod p)$, with $u_{i, j} \in\{0,1\}$. To compute $A=U^{2}$, we use the well-known property which states that the squaring of polynomial in $\mathbb{F}_{2}[\beta, \alpha]$ consists in just multiplying the exponents by two

$$
U^{2}=\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{2 j} \beta^{2 i} \quad(\bmod p)
$$

This computation is free of computation. After that, we just have to perform a reduction modulo $\beta^{n}-c(\alpha)$, and then, a reduction of the coefficients to have the ADPS representation of $U^{2}$.

Algorithm 5. ADPS squaring
Require: One $\operatorname{ADPS}(\alpha, r, \beta, m, c, p)$ and one element of $\mathbb{F}_{2^{n}}$, $U=\left(u_{0}(\alpha), \ldots, u_{m-1}(\alpha)\right)$
Ensure: $W$.
Polynomial squaring in $\left(\mathbb{F}_{2}[\alpha]\right)[\beta]$.
$A(\beta) \leftarrow \sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{2 j} \beta^{2 i}$
Polynomial reduction. $B(\beta) \leftarrow A(\beta) \bmod \left(\beta^{m}-c(\alpha)\right)$
Coefficients reduction. $W(\beta) \leftarrow C R(B(\beta))$

TABLE 5
LR-ADPS Examples

| Degree | method | System | Complexity |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\# A N D$ | $\# X O R$ | Delay |
| 241 | thispaper | $r=9, m=27, c(\alpha)=\alpha^{4}+\alpha^{2}+\alpha+1, Z=\beta^{15}+\beta^{2}+1, \phi(\alpha)=\alpha^{54}+\alpha^{27}+1$. | 70761 | 364074 | $3 T_{A}+47 T_{X}$ |
| 241 | FH | ShiftedPolynomialBasis | 7736 | 36162 | $T_{A}+16 T_{X}$ |
| 569 | thispaper | $r=7, m=81, c(\alpha)=\alpha^{6}+\alpha^{5}+\alpha^{3}+\alpha^{2}+\alpha, Z=\beta^{12}+\beta^{2}+1, \phi(\alpha)=\alpha^{54}+\alpha^{27}+1$. | 216328 | $1.15 \times 10^{6}$ | ${ }^{64 T_{X}+3 T_{A}}$ |
| 569 | FH | ShiftedPolynomialBasis | 46370 | 219663 | $19 T X+T A$ |
| $\begin{aligned} & 2753 \\ & 2753 \\ & \hline \end{aligned}$ | $\begin{gathered} \hline \text { thispaper } \\ F H \\ \hline \end{gathered}$ | $\begin{gathered} \hline \hline r=34, m=81, c(\alpha)=\alpha^{6}+\alpha^{5}+\alpha^{4}+\alpha^{3}+\alpha, Z=\beta^{25}+\beta^{14}+1, \phi(\alpha)=\alpha^{162}+\alpha^{81}+1 . \\ \text { ShiftedPolynomialBasis } \end{gathered}$ | $\begin{aligned} & \hline 1.29 \times 10^{6} \\ & 1.66 \times 10^{6} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \hline 6.59 \times 10^{6} \\ & 7.97 \times 10^{6} \\ & \hline \end{aligned}$ | $\begin{gathered} 3 T_{A}+64 T_{X} \\ T_{A}+25 T_{X} \\ \hline \end{gathered}$ |
| $\begin{aligned} & 6073 \\ & 6073 \\ & \hline \end{aligned}$ | $\begin{gathered} \text { thispaper } \\ F H \\ \hline \end{gathered}$ | $\begin{gathered} \hline \hline r=75, m=81 c(\alpha)=\alpha^{6}+\alpha^{5}+\alpha^{4}+\alpha^{3}+\alpha, Z=\beta^{7}+1, \phi(\alpha)=\alpha^{162}+\alpha^{81}+1 . \\ \text { ShiftedPolynomialBasis } \end{gathered}$ | $\begin{aligned} & \hline 1.29 \times 10^{6} \\ & 1.66 \times 10^{6} \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \hline 6.63 \times 10^{6} \\ & 7.97 \times 10^{6} \\ & \hline \end{aligned}$ | $\begin{gathered} 3 T_{A}+62 T_{X} \\ T_{A}+25 T_{X} \\ \hline \end{gathered}$ |

We can directly implement this algorithm in hardware in the special case of ADPS given in Section 4. The corresponding space complexity is equal to the space complexity of the reduction modulo $\beta^{m}-c(\alpha)$ plus the complexity of RedCoeff.

- Complexity of Polynomial reduction. For the reduction modulo $\beta^{m}-c(\alpha)$, we have $m / 2$ multiplications by $c(\alpha)$, and, at most $m / 2$ additions of coefficients of degree $2 r-2$. A multiplication by $c(\alpha)$ has a cost in space of $(\operatorname{deg} c(\alpha))(2 r-1)$ XOR gates and a cost in time of $\log _{2}(\operatorname{deg} c(\alpha)) T_{X}$.
- Complexity of coefficient reduction. We have already evaluated this cost in the previous section, and it is given in Table 2.
The resulting cost of the squarer is equal to

$$
\begin{aligned}
& (N m r(H W(Z)-1)+(N(m-1) r \\
& \quad+m / 2(2 r-1)(\operatorname{deg} c(\alpha))+m / 2(2 r-1))
\end{aligned}
$$

XOR for the space complexity and $N\left(\log _{2}(H W(Z))+\right.$ $(N+1) \log _{2}(\operatorname{deg} c(\alpha)+1) T_{X}$ in time. When $\operatorname{deg}_{\alpha} c(\alpha)$ and $H W(Z)$ are small, i.e., of order $O(1)$, the space complexity is $O(r m)$ XOR and the time complexity is equal to $O(1) T_{X}$.

### 7.2 Conversion between ADPS to Standard Polynomial

Let us represent an element expressed in an ADPS $\mathcal{S}$ as $U_{\mathcal{S}}=\sum_{i=0}^{m-1} \sum_{j=0}^{r-1} u_{i, j} \alpha^{i} \beta^{j}$. We get its standard polynomial representation by replacing each $\alpha^{i} \beta^{j}$ by their corresponding standard polynomial expression $\alpha(X)$ and $\beta(X)$

$$
U=\sum_{i=0}^{n} u_{i, j} \alpha(X)^{j} \beta(X)^{i} \quad \bmod p
$$

We can perform this using a precomputed expression of $\alpha(X)^{i} \beta(X)^{j} \bmod p$ since these elements are constant. This strategy requires $m r$ additions of degree $n$ polynomial.

For the reverse conversion, i.e., from standard polynomial to ADPS, we use an ADPS representation of $X$

$$
X_{\mathcal{S}}=\sum_{i=0}^{r-1} \sum_{j=0}^{m-1} x_{i, j} \alpha^{i} \beta^{j}
$$

Let $U(X)$ be an element of $\mathbb{F}_{2^{n}}$ in standard polynomial representation. We compute $U_{\mathcal{S}}$ by substituting $X$ by $X_{\mathcal{S}}$ in $U(X)$. This method is developed in Algorithm 3.

The complexity of this method is equal to $n$ calls of Algorithm 1.

Algorithm 6. Conversion from polynomial to ADPS
Require: A degree $n-1$ polynomial $U(X)$ in $X$.
Ensure: $U_{\mathcal{S}}(X)$ the representation of $U$ in $\mathcal{S}$.
$U_{\mathcal{S}} \leftarrow 0$
for $i=n-1$ to 0 do $U_{\mathcal{S}} \leftarrow u_{i}+$ ADPS_Multiplication $\left(X_{\mathcal{S}}, U_{\mathcal{S}}\right)$, (Algorithm 1)
end for

### 7.3 Comparison of Elements

An ADPS is, in general, a redundant system. This means that a field element $U$ can have different representations in this system. Consequently, the following question can occur during a computation: let $U_{\mathcal{S}}$ and $V_{\mathcal{S}}$ be two elements expressed in $\mathcal{S}$, are they equal? $U_{\mathcal{S}}$ and $V_{\mathcal{S}}$ could be two different DPS representations of one unique field element.

For equality, we consider a basis extracted from $\mathcal{S}$. Indeed, from linear algebra theory, we can extract a basis from each generating system of a vector space. Let

$$
\mathcal{B}=\left\{\alpha^{i_{1}} \beta^{j_{1}}, \ldots, \alpha^{i_{n}} \beta^{j_{n}}\right\}
$$

be a basis extracted from an ADPS $\mathcal{S}$. In this basis, each element in $\mathbb{F}_{2^{n}}$ has a unique expression. Specifically, for $\alpha^{i} \beta^{j}$ such that $(i, j) \notin\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{n}, j_{n}\right)\right\}$, we have

$$
\alpha^{i} \beta^{j}=\sum_{k=1}^{n} \lambda_{k}^{(i, j)} \alpha^{i_{k}} \beta^{j_{k}}
$$

To get a representation of an element $U$ in $\mathcal{B}$, we just have to replace $\alpha^{i} \beta^{j}$ by their corresponding expression in $\mathcal{B}$ in the DPS representation of $U$. Consequently, $U$ is equal to $V$ if the representation of $U-V$ in $\mathcal{B}$ is equal to 0 .

### 7.4 Inversion

We do not know any method exploiting ADPS representation really efficiently. We mention here two methods. The first one uses the classical exponentiation method based on Fermat theorem. Using a square and multiply method, we compute $U^{-1}=U^{2^{n}-2}$.

The second method uses extended euclidean algorithm in standard polynomial multiplication. Specifically, if we have conversion operator, one can compute inversion of an element $U$ as follows:

- Convert $U$ expressed in ADPS to standard polynomial $U(X)$.
- Compute the inverse $U^{-1}$ of $U$ modulo $p(X)$ using the extended euclidean algorithm.
- Convert $U^{-1}$ to the ADPS.


## 8 Conclusion

We have presented in this paper a new multiplication algorithm in the double polynomial system presented in [11]. We use a different approach for coefficient reduction. Specifically, using a sparse ADPS representation of $\alpha^{r}$, the coefficient reduction becomes really simple and efficient. We avoid one multiplication used in the Montgomery strategy of [11]. We also give some method to construct ADPS which admits a sparse $\alpha^{r}$. We give also algorithm for other operations: e.g., squaring, comparison, etc.

We have presented an architecture for this algorithm using the Lagrange and FFT approach. The resulting architecture is better than the multiplier of [11] by 33 percent in space and 18 percent in time. ADPS offers an interesting alternative to other approaches (see Table 3), with a complexity close to best known methods without restriction on $n$. We compare our approach with the best known subquadratic multiplier for small field: the multiplier of Fan and Hasan [6]. We show that our multiplier is asymptotically better than Fan and Hasan, and in practical uses, this is true when $243<n \leq 673$.
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