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Lattices and geometry of numbers

Exercises

Michel Waldschmidt

Exercise 1. Let x be a real number, p1, . . . , pm distinct primes, s1, . . . , sm
positive integers, a1, . . . , am rational integers and ε a positive real number.
(a) Show that there exist two nonzero relatively prime integers u, v, such
that ∣∣∣x− u

v

∣∣∣ < ε and u ≡ aiv (mod psii ) for 1 ≤ i ≤ m.

(b) Show that there exist two integers n ≥ 0 and u such that∣∣∣∣x− u

pn1

∣∣∣∣ < ε and u ≡ aip
n
1 (mod psii ) for 2 ≤ i ≤ m.

Exercise 2. Check

{−x} =

{
1− {x} if x 6∈ Z,
0 if x ∈ Z.
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{x1 + x2} =

{
{x1}+ {x2} if {x1}+ {x2} < 1,

{x1}+ {x2} − 1 if {x1}+ {x2} ≥ 1.

{x1 − x2} =

{
{x1} − {x2} if {x1} − {x2} ≥ 0,

1 + {x1} − {x2} if {x1} − {x2} < 0.

Exercise 3. Let x1, x2 be two real numbers and let ε > 0. Show that there
exists integers p1, p2, q such that

|x1 − q
√

2− p1| < ε and |x2 − q
√

3− p2| < ε.

Exercise 4. Let R be a rectangle in the Euclidean plane; we consider a
partition of R into smaller rectangles, the sides of which are parallel to those
of R. Suppose that each of the smaller rectangles has at least one side, the
length of which is an integer. Show that the length of at least one of the
sides of R is an integer.

Exercise 5. Let G be a discrete subgroup of Rn and x1, . . . , xm elements in
G. Check that x1, . . . , xm are linearly independent over Z if and only if they
are linearly independent over R.

Exercise 6. Let G be subgroup of Rn and H a subgroup of finite index of
G. Show that G is dense in Rn if and only if H is dense in Rn.

Exercise 7. Show that the subgroup of R×+ generated by 2 and 3{
2a3b | (a, b) ∈ Z× Z

}
is dense in R×+ and that the subgroup of R× generated by −2 and 3{

(−2)a3b | (a, b) ∈ Z× Z
}

is dense in R×.

Exercise 8. Let θ be a real number. Prove that the following conditions are
equivalent.
(i) θ is irrational.
(ii) For any ε > 0 there exist p/q ∈ Q such that

0 < |qθ − p| < ε.

2



(iii) There exist infinitely many p/q ∈ Q with q > 0 such that∣∣∣∣θ − p

q

∣∣∣∣ < 1

q2
·

(iv) For any Q > 1, there exist p and q in Z with 1 ≤ q < Q and

0 < |qθ − p| ≤ 1

Q
·

Remark: Compare with Exercise 20.

Exercise 9. Let R be a commutative topological group, V a closed subgroup
of R and G a subgroup of R.
(a) Suppose that G is dense in R; show that G/G ∩ V is dense in R/V .
(b) Suppose that G ∩ V is dense in V and that G/G ∩ V is dense in R/V .
Show that G is dense in R.
(c) Give an example where G is dense in R, but G ∩ V is not dense in V .

Exercise 10. Let R1 and R2 be two commutative topological groups and
let R be the product R1 ×R2.
(a) If G1 is a dense subgroup of R1 and G2 is a dense subgroup of R2, show
that G1 ×G2 is dense in R.
(b) Let G be a subgroup of R such that {x ∈ R1 | (x, 0) ∈ G} is dense in
R1 and {y ∈ R2 | (0, y) ∈ G} is dense in R2. Show that G is dense in R.
(c) Give an example of a subgroup of R2 of finite type such that its projection
onto each of R × {0} and {0} × R is dense, but which is not dense itself in
R2.

Exercise 11. Let G = Zg1 + · · ·+ Zgn+1 be a subgroup of Rn of finite type
generated by n + 1 elements g1, . . . , gn+1 of Rn. Write the gj’s in terms of
the canonical basis of Rn:

gj = (g1j, . . . , gnj), (1 ≤ j ≤ n+ 1).

Show that the following conditions are equivalent.
(i) G is dense in Rn.
(ii) The n+ 1 real numbers

∆h = det
(
gij

)
1≤i≤n

1≤j≤n+1,j 6=h

, (1 ≤ h ≤ n+ 1)
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are linearly independent over Q.
(iii) For all (s1, . . . , sn+1) in Zn+1 distinct from (0, . . . , 0), the number

det


g11 · · · g1n+1
...

. . .
...

gn1 · · · gnn+1

s1 · · · sn+1


is not zero.

Exercise 12.
(a) Let f : R → C be continuous homomorphisms of the additive group R
into the additive group C. Show that there exists a unique λ ∈ R such that
f(x) = λx.
(b) Verify that all continuous homomorphisms of the additive group R into
itself are R-linear maps, that is, of the form x 7→ λx for some λ ∈ R.
(c) Let f : R → C be continuous homomorphisms of the additive group R
into the multiplicative group R×. Deduce from (b) that there exists a unique
λ ∈ R such that f(x) = eλx.
(d) Let f : R → C be continuous homomorphisms of the additive group R
into the multiplicative group

U = {z ∈ C× | |z| = 1}.

Show that there exists a unique λ ∈ R such that f(x) = eiλx.
(e) Deduce that all continuous homomorphisms χ : R → R/Z factor as
χ = s ◦ h:

R h−−−−→ R

χ↘
y s

R/Z

where s : R → R/Z is the canonical surjection and h : R → R is a linear
map.
(f) When u is an element of Rn, the map ψu of Rn into U given by x 7→ e2iπu·x

(where u ·x is the standard scalar product in Rn) is a character of Rn. Verify
that one obtains all characters in this way. Prove that the kernel of ψu is
{x ∈ Rn | u · x ∈ Z}.
(g) Deduce that the map from HomR(Rn,R) into the group of characters
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of Rn that, for a linear form ϕ, associates χϕ : x 7→ e2iπϕ(x), is a group
isomorphism. Prove that the kernel of χϕ est ϕ−1(Z).

Exercise 13. Let k ⊂ K be a field extension and n a positive integer. For
a K-vector subspace V of Kn, show that the two following properties are
equivalent:
(i) There exists a basis of V which consists of elements in kn.
(ii) There exist linear forms L1, . . . , Lm with coefficients in k such that V is
the intersection of the hyperplanes Ls = 0, (1 ≤ s ≤ m).
When there properties are satisfied, the subspace V is called rational over
k.

Exercise 14. Let G be a subgroup of Rn of finite type which contains Zn.
Show that G is dense in Rn if and only if for all hyperplanes H of Rn rational
over Q, the projection G/G ∩H of G onto Rn/H has a dense image.
Remark: Compare with Exercise 9.

Exercise 15. Let G be a subgroup of Rn. Show that the following conditions
are equivalent.
(i) G contains a subgroup of finite type that is dense in Rn.
(ii) For all subspaces V de Rn (considered as a vector space) distinct from
Rn, we have rangZ(G/G ∩ V ) > dimR(Rn/V ).
(iii) For all hyperplanes H of Rn, we have rangZ(G/G ∩H) ≥ 2.
(iv) For all nonzero linear forms ϕ : Rn −→ R, we have ϕ(G) 6⊂ Q.
(v) For all nontrivial character χ : Rn −→ U, we have χ(G) 6= {1}.
Further, if G is finitely generated, if g1, . . . , g` are generators of G over Z and
if the coordinates of gj in the canonical basis of Rn are

gj = (g1j, . . . , gnj), (1 ≤ j ≤ `),

then these conditions are equivalent to:
(vi) For all (s1, . . . , s`) in Z` different from (0, . . . , 0), the matrix

g11 · · · g1`
...

. . .
...

gn1 · · · gn`
s1 · · · s`


has rank n+ 1.
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Exercise 16. Let m and n be two positive integers and let θji, (1 ≤ j ≤ n,
1 ≤ i ≤ m) be real numbers; we put

γi = (θ1i, . . . , θni) ∈ Rn, (1 ≤ i ≤ m)

and
δj = (θj1, . . . , θjm) ∈ Rm, (1 ≤ j ≤ n).

So

Γ = Zn + Zγ1 + · · ·+ Zγm ⊂ Rn and ∆ = Zm + Zδ1 + · · ·+ Zδn ⊂ Rm

are subgroups generated by the column vectors of the matrix1 · · · 0 θ11 · · · θ1m
...

. . .
...

...
. . .

...
0 · · · 1 θn1 · · · θnm

 and

1 · · · 0 θ11 · · · θn1
...

. . .
...

...
. . .

...
0 · · · 1 θ1m · · · θnm

 .

Show that the subgroup Γ is dense in Rn if and only if the subgroup ∆ is of
rank n+m over Z.

Exercise 17. Recall that when G is a subgroup of Rn, we set

G? = {ϕ ∈ HomR(Rn,R) | ϕ(G) ⊂ Z},

while when G is a subgroup of HomR(Rn,R), we set

G? = {x ∈ Rn | ϕ(x) ∈ Z for all ϕ ∈ G}.

See [2, Chap. 7 §1 n◦3].
(a) Let G1 and G2 be subgroups of Rn. Verify

(G1 +G2)
? = G?

1 ∩G?
2,

G1 ⊂ G2 ⇐⇒ G?
1 ⊃ G?

2

and
(G1 ∩G2)

? = G?
1 +G?

2.

Hint. Recall G = (G?)?.
(b) Let G be a lattice in Rn. Verify that G? is a lattice of HomR(Rn,R) (the
lattice G? is called the dual lattice of G).
What is the dual lattice (Zn)? of Zn?
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What is the dual lattice of G??
(c) Let G1 and G2 be two lattices in Rn with G2 ⊂ G1. Verify that the two
finite groups G1/G2 and G?

2/G
?
1 are isomorphic.

Exercise 18. Let G be a subgroup of Rn.
(a) Suppose that for all hyperplanes H of Rn, G/G ∩ H is dense in Rn/H.
Show that G is dense in Rn.
(b) Deduce the following statement: if n ≥ 2 and if G/G ∩ D is dense in
Rn/D for all lines D in Rn, then G is dense in Rn.

Exercise 19. Let θ1, . . . , θm be real numbers.
(a) For any real number Q > 1, show that there exist p1, . . . , pm, q in Z such
that 1 ≤ q < Q and

max
1≤i≤m

|qθi − pi| ≤
1

Q1/m
·

(b) Show that ifH a real number> 1, then there exists a tuple (a0, a1, . . . , am)
of rational integers such that

0 < max
1≤i≤m

|ai| < H and |a0 + a1θ1 + · · ·+ amθm| ≤ H−m.

(c) Let θ be a real number with |θ| ≤ 1/2, d a positive integer and H a
positive integer. Show that there exists a non–zero polynomial P ∈ Z[X] of
degree ≤ d and coefficients in the interval [−H,H] such that

|P (θ)| ≤ H−d.

Exercise 20. Denote by ‖ · ‖ the distance to the nearest integer: for x ∈ Z,

‖x‖ = min
a∈Z
|x− a|.

Let n be a positive integer and θ1, . . . , θn be real numbers.
(a) Show that the following three conditions are equivalent.
(i) (θ1, . . . , θn) 6∈ Qn.
(ii) There exist infinitely many integers q > 0 such that

0 < max
1≤j≤n

‖qθj‖ < q−1/n.

(iii) For all ε > 0, there exists an integer q > 0 such that

0 < max
1≤j≤n

‖qθj‖ < ε.
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(b) Show that the following two conditions are equivalent.
(i) The numbers 1, θ1, . . . , θn are linearly independent over Q.
(ii) For any ε > 0 there existm+1 linearly independent elements b0,b1, . . . ,bm
in Zm+1, say

bi = (qi, p1i, . . . , pmi), (0 ≤ i ≤ m)

with qi > 0, such that

max
1≤k≤m

∣∣∣∣θk − pki
qi

∣∣∣∣ ≤ ε

qi
, (0 ≤ i ≤ m).

(c) Assume that, for all ε > 0, there exists a complete system of m+1 linearly
independent linear forms in m+ 1 variables

Li = Li(X) =
m∑
j=0

bijXj, i = 0, 1, . . . ,m, bij ∈ Z,

such that

max
0≤i≤m

|Li(1, θ)| ≤
ε

Am−1
where A = max

0≤i,j≤m
|bij|.

Show that the numbers 1, θ1, . . . , θm are linearly independent over Q.

Exercise 21. Let θ1, . . . , θm be real numbers. Assume that 1, θ1, . . . , θm are
linearly independent over Q. Let V be a vector subspace of Rm+1 which is
rational over Q and has dimension ≤ m.
(a) Check that the intersection of V with the real line R(1, θ1, . . . , θm) is {0}.
(b) Deduce that

‖(x0, x1, . . . , xm)‖ = max
1≤i≤m

|x0θj − xj|

defines a norm on V .

Exercise 22. Let p be a prime number. Show that there exist u and v in Z
such that u2 + v2 + 1 ≡ 0 (mod p).
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Indications for the solutions

Solution of Exercise 1. The so–called weak approximation theorem for
Q states that given rational numbers x, a1, . . . , am, distinct prime numbers
p1, . . . , pm and ε > 0, there exist u/v ∈ Q such that∣∣∣x− u

v

∣∣∣ < ε and
∣∣∣ai − u

v

∣∣∣
pi
< ε for 1 ≤ i ≤ m.

Exercise 1 is a special case where we assume ai ∈ Z; the assumption x ∈ Q
is no loss of generality since Q is dense in R.
The strong approximation theorem for Q states that the image of Q in the
product

R×Qp1 × · · · ×Qpm

is dense. These approximations theorems are valid for number fields.
References: [4, Chap. 2, §15 p. 67] or [7, §36 G].
The solution of Exercise 1 (a) uses the following auxiliary results. The first
one expresses that, on Q, the topologies induced by the ordinary absolute
value and the p–adic ones are independent.
Lemma 1. There exist rational numbers z0, z1, . . . , zm such that

|z0| > 1, |z0|pi < 1 (1 ≤ i ≤ m),

|zi|pi > 1, |zi| < 1, |zi|pj < 1 (1 ≤ i, j ≤ m, i 6= j).

Proof. A solution is given as follows:

z0 = p1 · · · pm, zi =
p1 · · · pm

pki
(1 ≤ i ≤ m),

where k is a sufficiently large integer.

One deduces from Lemma 1:
Lemma 2. Let ε > 0. There exist rational numbers λ0, λ1, . . . , λm such that

|λ0 − 1| < ε, |λ0|pi < ε (1 ≤ i ≤ m),

|λi − 1|pi < ε, |λi| < ε, |λi|pj < ε (1 ≤ i, j ≤ m, i 6= j).
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Proof. Using the notations of Lemma 1, a solution is given as follows:

λ0 =
zN0

1 + zN0
, λi =

zNi
1 + zNi

(1 ≤ i ≤ m),

where N is a sufficiently large integer.

For the solution of Exercise 1 (a), we first use the fact that the set of
rational numbers with denominator prime to p1 · · · pm is dense in R. Hence
there exists u0/v0 ∈ Q with gcd(v0, p1 · · · pm) = 1 and∣∣∣∣x− u0

v0

∣∣∣∣ < ε

2
·

Without loss of generality we may assume 0 < ε < 1. Next, using Lemma 2,
we deduce that there exist λ0, λ1, . . . , λm in Q such that

|λ0 − 1| < ε

2(m+ 1)(|x|+ 1)
, |λ0|pj ≤ p

−sj
j (1 ≤ j ≤ m),

|λi − 1|pi ≤ p−sii , |λi| <
ε

2(m+ 1) max{1, |ai|}
(1 ≤ i ≤ m)

and
|λi|pj ≤ p

−sj
j , (1 ≤ i, j ≤ m, i 6= j).

It follows that
u

v
= λ0

u0
v0

+ λ1a1 + · · ·+ λmam

satisfies the required conditions.
For the proof of part (b), we use the fact that the set (subring of Q) Z[1/p1]
of rational numbers with denominator a power of p1 is dense in R. We start
with u0/v0 ∈ Z[1/p1] and ∣∣∣∣x− u0

v0

∣∣∣∣ < ε

2
·

We set P = ps22 · · · psmm . Using again the density of Z[1/p1] in R, we deduce
that there exists µ0 ∈ Z[1/p1] such that

|Pµ0 − 1| < ε

2m(|x|+ 1)
·

We set λ0 = Pµ0, so that λ0 ∈ Z[1/p1] satisfies

|λ0 − 1| < ε

2m(|x|+ 1)
and |λ0|pi ≤ p−sii (2 ≤ i ≤ m).
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For i = 2, . . . ,m, define

qi =
P

psii
= ps22 · · · p

si−1

i−1 p
si+1

i+1 · · · psmm .

Let N be a sufficiently large integer so that, for 2 ≤ i ≤ m,

P

pN1
<

ε

2mmax{1, |ai|}
·

Let ri ∈ {1, . . . , psii − 1} be the solution of the congruence

qiri ≡ pN1 (mod psii ).

Define
λi =

qiri
pN1

(i = 2, . . . ,m).

Then we have

|λi| <
ε

2mmax{1, |ai|}
, |λi−1|pi ≤ p−sii , |λi|pj ≤ p

−sj
j (2 ≤ i, j ≤ m, i 6= j).

One easily deduces that a solution to question (b) is given by

u

pn1
= λ0

u0
v0

+ λ2a2 + · · ·+ λmam.

Solution of Exercise 2. Use the fact that for x and y in R, we have

{x} = {y} ⇐⇒ x− y ∈ Z

and
{x} = y ⇐⇒ x− y ∈ Z and 0 ≤ y < 1.

Solution of Exercise 3. Since 1,
√

2,
√

3 are linearly independent over Q,
the subgroup Z2 + Z(

√
2,
√

3) is dense in R2.

Solution of Exercise 4.
A rectangle R = [0, a]× [0, b] has one integer side if and only if∫ a

0

∫ b

0

e2iπ(x+y)dxdy = 0.
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Indeed, this integral has the value∫ a

0

∫ b

0

e2iπ(x+y)dxdy =

∫ a

0

e2iπxdx

∫ b

0

e2iπydy =
−1

4π2
(e2iπa − 1)(e2iπb − 1),

and (e2iπa − 1)(e2iπb − 1) is 0 if and only if one at least of a, b is an integer.
If R is the disjoint union of subrectangles R1, . . . , Rm, then∫

R

e2iπ(x+y)dxdy =
m∑
j=1

∫
Rj

e2iπ(x+y)dxdy.

Remarks.

1. The density of Z+Zθ in R for θ irrational has been proved by Bohr using
the function e2iπx. See [6, §23.9]. This argument has been extended by Weyl
to study the equidistribution of the points {nθ} on the unit circle [8], [6,
S23.10, Th. 445].
2. Further solutions of Exercise 4 are given in [1, Chapter 26, tiling rectangles,
pp.173–177]. See also [11] and [10, Problem 5.2, pp. 74–77].

Solution of Exercise 5. Clearly, if x1, . . . , xm are linearly independent
over R, then they are linearly independent over Z. Conversely, assume that
x1, . . . , xm are linearly independent over Z. Let V be the subspace of Rn

which they span. The dimension of V is ≤ m. The intersection of V with G
is a discrete subgroup of V containing m elements linearly independent over
Z, hence V has dimension ≥ m over R; it follows that V has dimension m :
G ∩ V is a lattice in V .

Solution of Exercise 6. If H is dense in Rn, then G also. Conversely,
assume G is dense in Rn. This means that the topological closure G of G
in Rn is Rn. Since G is the disjoint union of finitely many classes modulo
H and since Rn is not the union of finitely many proper affine subspaces, it
follows that the closure H of H in Rn is also Rn.

Solution of Exercise 7.
(a) Since log 2 and log 3 are linearly independent over Q, the subgroup
Z log 2 + Z log 3 is dense in R, and its image under the continuous isomor-
phism

R → R×+
x 7→ ex
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is dense.
(b) The subgroup

{
(−2)a3b | (a, b) ∈ Z× Z

}
of R× is finitely generated, it

has rank 2 and it contains −2, hence is dense in R×.

Solution of Exercise 8.
The implication (i)⇒ (iv) is a basic result on the homogeneous approxima-
tion of a real number by a rational number, which can be proved either by
means of Dirichlet’s box principle, Farey series or continued fractions; see for
instance [3, Chap. 1, Th. 1] and [9, Th. 1A]. The assumption (i) is used to
obtain qθ − p 6= 0.
(iv)⇒ (iii). Clearly, (iv) implies that there is at least one solution to (iii).
Assume that p1/q1, . . . , pm/qm are solutions. Define

η = min
1≤i≤m

|qix− pi|

and use (iv) with Q > 1/η.
(iii) ⇒ (ii). Let p1/q1 and p2/q2 be two distinct approximations, given by
the assumption (iii), with q1 > 1/ε and q2 > 1/ε. Then one at least of
q1x− p1, q2x− p2 is not 0.
(ii) ⇒ (i). Assume θ is rational, say θ = a/b. Let ε satisfy 0 < ε < 1/b.
Then the condition

|qθ − p| ≤ ε

implies qθ = p.

Solution of Exercise 9.
(a) The map s : R→ R/V is continuous and surjective.
(b) Let x ∈ R and let U be a neighborhood of x in R. By density of G/G∩V
in R/V , there exists y ∈ G such that s(x− y) ∈ s(U). Let t = x− y and let
u ∈ U be such that s(t) = s(u); hence t− u ∈ V . The set of z ∈ V such that
t− z ∈ U is open in V and not empty (it contains u). By density of G ∩ V
in V , there exists z ∈ G ∩ V such that t− z ∈ U . Hence x− z − y ∈ U with
y + z ∈ G.
(c) The intersection of Q2 with the line {(t, t

√
2) | t ∈ R} of R2 is {0}.

Another example is the intersection of Z2+Z(
√

2,
√

3) with the line R×{0}.
Solution of Exercise 10.
(a) is clear and (b) follows from (a).
(c) Let D = {(t, t) | t ∈ R} be the diagonal of R2. The projections of the
subgroup

G = (Z + Z
√

2)2 ∩D = Z(1, 1) + Z(
√

2,
√

2)
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on R× {0} and on {0} × R are both Z + Z
√

2.

Solution of Exercise 11. Change the basis so that g1, . . . , gn becomes
the canonical basis while gn+1 becomes (θ1, . . . , θn). Then, up to a sign ±1,
∆1, . . . ,∆n,∆n+1 are θ1, . . . , θn, 1, while in statement (iii) the determinant
has the value s1θ1 + · · · + snθn + sn+1. Then use Kronecker’s Theorem (see
for instance [13, Th. 4.1] or Exercise 16).

Solution of Exercise 12.
(a) Let f : R → C be a continuous homomorphism. Define λ = f(1). We
have f(n) = nλ for all n ∈ Z. We deduce qf(p/q) = f(p) = λp for all
p/q ∈ Q, hence f(p/q) = λp/q for all p/q ∈ Q. Therefore, by continuity,
given x = lim pn/qn, we have

f(pn/qn) = λpn/qn → λx and also f(pn/qn)→ f(x),

hence f(x) = λx.
(b) follows from (a).
(c) The exponential map

exp : R → R×+
x 7→ ex

is a continuous isomorphism, the inverse isomorphism is the logarithm

log : R×+ → R
x 7→ log x.

Let f be continuous homomomorphism of R into R×. The image f(R) of
f is connected, and the connected component of 1 in R× is R×+. Hence
f(R) ⊂ R×+. The map log ◦f is a continuous homomorphism R→ R, hence,
by (b), is of the form x 7→ λx for some λ ∈ R. Therefore f(x) = eλx. The
unicity of λ is clear.
(d) The unicity follows from the following remark: if eiλx = eiλ

′x for all x ∈ R,
then (λ−λ′)x ∈ 2iπZ for all x ∈ R, and therefore λ = λ′. For the existence of
λ, we first use the continuity of f at the origin: there exists r > 0 such that
f(x) has a positive real part for all x ∈ (−r, r). Let x0 satisfy 0 < x0 < r.
Since f(x0) is an element of U of positive real part, there exists y0 ∈ R with
−π/2 < y0 < π/2 such that f(x0) = eiy0 . Define λ = y0/x0. Then one checks
that f(x) = eiλx for all x in (−r, r) ∩Q, next for all x in (−r, r), and finally
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for all x ∈ R.
(e) follows from (d): the map

R → U
x 7→ e2iπx

is a continuous surjective homomorphism with kernel Z, hence U is isomor-
phic to R/Z. .
(f) and (g) follow from (b), which implies that the continuous homomor-
phisms Rn → R are the linear maps x 7→ u · x.

Solution of Exercise 13. Let e1, . . . , er be elements of kn, say ei =
(a1i, . . . , ani). The K–vector space V of Kn spanned by e1, . . . , er is

{e1t1 + · · ·+ ertr | (t1, . . . , tr) ∈ Kr}.

Let

A =

a11 · · · a1r
...

. . .
...

an1 · · · anr

 .

Hence the subspace V isA
t1...
tr

 | (t1, . . . , tr) ∈ Kr

 .

On the other hand, if L1, . . . , Ln−r are linear forms with coefficients in k, say

Ls(z1, . . . , zn) = bs1z1 + · · ·+ bsnzn,

the vector subspace W of Kn, intersection of the kernels of L1, . . . , Ln−r, is{
(z1, . . . , zn) ∈ Kn |

n∑
j=1

bsjzj = 0 (s = 1, . . . , n− r)

}
.

Let

B =

 b11 · · · b1n
...

. . .
...

bn−r 1 · · · an−r r

 .
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Hence W is nothing else than(z1, . . . , zn) ∈ Kn | B

z1...
zn

 = 0

 .

The coefficients of A and B are in k. The equivalence between the two
definitions of a rational subspace follows from the fact that a n× r matrix A
with coefficients in k has rank r if and only if there exists a (n−r)×n matrix
B with coefficients in k of rank n − r such that BA = 0, and a (n − r) × n
matrix B with coefficients in k has rank n − r if and only if there exists a
n× r matrix A with coefficients in k of rank r such that BA = 0.

Solution of Exercise 14. If G is not dense in Rn, there is a hyperplane H
such that G/G∩H is not dense in Rn/H (see Exercises 15 and 18), hence is
contained in a discrete subgroup a0Z with a0 ∈ R, a0 6= 0. Write an equation
of H as a1x1 + · · ·+ anxn = 0 with ai ∈ R. Since G contains Zn, we deduce
that ai/a0 are integers, hence H is rational over Q.

Solution of Exercise 15. We first prove the result when G is a group of
finite type (see [13, Prop. 4.3]).
(i) =⇒ (ii) follows from Exercise 9 (a).
(ii) =⇒ (iii) is plain.
(iii) =⇒ (i). If G is not dense, the closure G of G in Rn contains a vector
subspace V 6= Rn and G/G ∩ V is discrete in Rn/V . Let H be a hyperplane
containing V . Then G/G ∩H is discrete in Rn/H, hence has rank ≤ 1.
(iii)⇐⇒ (iv)⇐⇒ (v) follow from Exercise 12.
(v)⇐⇒ (vi). The rank of the matrix in condition (vi) is < n+ 1 if and only
if there exist real numbers c0, c1, . . . , cn, not all of which are zero, such that

c1g1j + · · ·+ cngnj = c0sj for 1 ≤ j ≤ `.

The condition (s1, . . . , s`) 6= (0, . . . , 0) implies (c1, . . . , cn) 6= (0, . . . , 0). The
existence of (c1, . . . , cn) is equivalent to say that there is a nonzero linear
form ϕ(x) = c1x1 + · · ·+ cnxn such that rangZϕ(G) ≤ 1.
In the general case where the group G is a not of finite type, one may assume
that G has rank ≥ n2, and one proves the result by induction on n. See [12,
Lemme 3.12].

Solution of Exercise 16. We claim that a necessary and sufficient condition
for Γ not to be dense in Rn is the existence of a1, . . . , an in Z, not all 0, such

16



that the numbers b1, . . . , bm defined by

bi =
n∑
j=1

ajθji (1 ≤ i ≤ m)

are all in Z. This is the same as to say

a1δ1 + · · ·+ anδn + b1e1 + · · ·+ bmem = 0,

hence our claim solves Exercise 16.
Our claim is a result due to Kronecker, it follows from Exercise 15. It also
follows from G = (G?)? (see Exercise 17 and [2, TG VII.7 N◦3]).

Solution of Exercise 17.
(a) If ϕ ∈ G?

1 ∩G?
2, then ϕ(G1) ⊂ Z and ϕ(G2) ⊂ Z, hence ϕ(G1 +G2) ⊂ Z.

If ϕ ∈ (G1 + G2)
?, then ϕ(G1 + G2) ⊂ Z, hence ϕ(G1) ⊂ Z and ϕ(G2) ⊂ Z

and therefore ϕ ∈ G?
1 ∩G?

2.
The equivalence

G1 ⊂ G2 ⇐⇒ G?
1 ⊃ G?

2

follows from the definitions.
The subgroup (G1 ∩G2)

? of Hom(Rn,R) is closed and contains both G?
1 and

G?
2, hence it contains G?

1 +G?
2.

Conversely, since G?
1 +G?

2 = ((G?
1 +G?

2)
?)?, to prove the inclusion

(G1 ∩G2)
? ⊂ G?

1 +G?
2,

it suffices to prove (G?
1 + G?

2)
? ⊂ G1 ∩ G2. Let x ∈ (G?

1 + G?
2)
? For any

ϕ ∈ G?
1 +G?

2, we have ϕ(x) ∈ Z. Hence x ∈ G1 ∩G2.
(b) If G = Ze1 + · · · + Zen where (e1, . . . , en) is a basis of Rn over R, then
G? = Zf1 + · · ·+ Zfn where (f1, . . . , fn) is the dual basis of Hom(Rn,R):

fi(ej) = δij =

{
1 if i = j,

0 if i 6= j.

The dual lattice of Zn is the group of linear forms Rn → R with coefficients
in Z:

(x1, . . . , xn)→ a1x1 + · · ·+ anxn

with (a1, . . . , an) ∈ Zn.
The dual basis of (f1, . . . , fn) is (e1, . . . , en), hence G is the dual lattice of
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G?.
(c) Using the structure theorem on the modules over a principal ring, we can
select an adapted basis (e1, . . . , en) of the Z–module G1 such that a basis of
the Z–module G2 is (a1e1, . . . , anen), where a1, . . . , an are positive integers.
The quotient G1/G2 is isomorphic to

(Z/a1Z)× · · · × (Z/anZ).

As we have seen, a basis of G?
1 is given by the dual basis (f1, . . . , fn) of

Hom(Rn,R). Then a basis of G?
2 is (f1/a1, . . . , fn/an). Since

1
a
Z
Z
' Z
aZ

,

we have
G?

2/G
?
1 ' (Z/a1Z)× · · · × (Z/anZ).

Solution of Exercise 18.
(a) If G is not dense, the maximal subspace V of Rn contained in the closure
G of G is not Rn, hence is contained in a hyperplane H. The group Rn/H is
isomorphic to R, hence the subgroup G/G ∩H is not dense in Rn/H.
(b) Assume n ≥ 2 and G not dense in Rn. By (a), there exists a subspace H
of Rn of positive dimension such that G/G ∩ H is not dense in Rn/H. Let
D be such a subspace of minimal dimension. By induction, using (a), we
deduce that D has dimension 1.

Solution of Exercise 19.
(a) This result is due to Dirichlet [9, Th. 1E]. The determinant of the matrix

−1 0 · · · 0 θ1
0 −1 · · · 0 θ2
...

...
. . .

...
...

0 0 · · · −1 θm
0 0 · · · 0 1


is (−1m), hence the result follows from Minkowski’s theorem on linear forms
for ([3, Appendix B, Th. III], [9, Th. 2C]) with

A1 = · · · = Am = Q−1/m, Am+1 = Q

18



(the product A1A2 · · ·AmAm+1 is 1).
(b) This result is due to Dirichlet [9, Th. 1C]. The determinant of the matrix

1 0 · · · 0 0
0 1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 1 0
θ1 θ2 · · · θm 1


is 1, hence the result follows from Minkowski’s theorem on linear forms ([3,
Appendix B, Th. III], [9, Th. 2C]) with

A1 = · · · = Am = H, Am+1 = H−m

(the product A1A2 · · ·AmAm+1 is 1).
(c) From (b) with m = d and θi = θi we deduce that there exists a0, a1, . . . , ad
in Z, not all zero, such that

|a0 + a1θ + · · ·+ adθ
d| ≤ H−d

and
max
1≤i≤d

|ai| < H.

It remains to bound |a0|. From the hypothesis on |θ| and the upper bounds
on |a1|, . . . , |ad| we deduce

|a0| ≤ |a1||θ|+ · · ·+ |ad||θ|d +H−d ≤ H

(
1

2
+

1

4
+ · · ·+ 1

2d
+

1

Hd+1

)
.

Since H is a positive integer, the result follows from

1

2
+

1

4
+ · · ·+ 1

2d
+

1

Hd+1
= 1− 1

2d
+

1

Hd+1
< 1 +

1

H
·

Solution of Exercise 20.
(i) =⇒ (ii). Assume θ 6∈ Qn. Then we have

0 < max
1≤j≤n

‖θj‖ < 1,
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hence there is at least one solution to (ii) (namely with q = 1). Assume
q1, . . . , qm are solutions to (ii). Define

η = min
1≤i≤m

max
1≤j≤n

‖qiθj‖.

By assumption (i)we have η > 0. Let Q be a real number satisfying Q > η−n.
From Dirichlet’s Theorem (see (a) in the preceding Exercise), it follows that
there exists q ∈ Z with 1 ≤ q < Q and

max
1≤j≤n

‖qθj‖ < Q−1/n.

From the definition of η and the choice of Q, we deduce q 6∈ {q1, . . . , qm}.
From (i) we deduce max1≤j≤n ‖qθj‖ 6= 0. Finally from q < Q we deduce

0 < max
1≤j≤n

‖qθj‖ < q−1/n.

The implication (ii) =⇒ (iii) is plain.
Finally, if θ ∈ Qn, let b > 0 be a common denominator to θ1, . . . , θn. Then
for any integer q > 0 for which max1≤j≤n ‖qθj‖ 6= 0 we have

max
1≤j≤n

‖qθj‖ >
1

b
·

Hence (iii) =⇒ (i).
(b) This result is due to M. Laurent. The proof of (ii) ⇒ (i) rests on the
following auxiliary result.
Lemma 3. Let θ1, . . . , θm be real numbers. Assume that the numbers 1, θ1, . . . , θm
are linearly dependent over Q: let a, b1, . . . , bm be rational integers, not all of
which are zero, satisfying

a+ b1θ1 + · · ·+ bmθm = 0.

Let ε > 0 satisfy
∑m

k=1 |bk| < 1/ε. Assume further that (q, p1, . . . , pm) ∈ Zm+1

satisfies q > 0 and
max
1≤k≤m

|qθk − pk| ≤ ε.

Then
aq + b1p1 + · · ·+ bmpm = 0.
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Proof of Lemma 3. In the relation

qa+
m∑
k=1

bkpk = −
m∑
k=1

bk(qθk − pk),

the right hand side has absolute value less than 1 and the left hand side is a
rational integer, so it is 0.

Proof of (ii)⇒ (i). By assumption (ii) we have m + 1 linearly independent
elements bi ∈ Zm+1 such that the corresponding rational approximations
satisfy the assumptions of Lemma 3. Since b0,b1, . . . ,bm are linearly inde-
pendent, for each nonzero linear form

aX0 + b1X1 + · · ·+ bmXm = 0,

one at least of the L(bi) is not 0. Hence Lemma 3 implies

a+ b1θ1 + · · ·+ bmθm 6= 0.

Proof of (i)⇒ (ii). Let ε > 0. Assume (i) holds. By Dirichlet’s box principle,
there exists b = (q, p1, . . . , pm) ∈ Zm+1 with q > 0 such that

max
1≤k≤m

∣∣∣∣θk − pk
q

∣∣∣∣ ≤ ε

q
·

Consider the subset Eε ⊂ Zm+1 of these tuples. We are going to show that
the Q-vector subspace Vε of Qm+1 spanned by Eε is Qm+1. It will follow that
there are m+ 1 linearly independent elements in Eε.
If Vε 6= Qm+1, then there is a hyperplane a0z0 + a1z1 + · · · + amzm = 0
containing Eε. Any b = (q, p1, . . . , pm) in Eε has

a0q + a1p1 + · · ·+ ampm = 0.

For each n ≥ 1/ε, let b = (qn, p1n, . . . , pmn) ∈ Eε satisfy

max
1≤k≤m

∣∣∣∣θk − pkn
qn

∣∣∣∣ ≤ 1

nqn
·

Then

−a0 + a1θ1 + · · ·+ amθm =
m∑
k=1

ak

(
θk −

pkn
qn

)
.
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Hence

| − a0 + a1θ1 + · · ·+ amθm| ≤
1

nqn

m∑
k=1

|ak|.

The right hand side tends to 0 as n tends to infinity, hence the left hand side
vanishes, and 1, θ1, . . . , θm are Q–linearly dependent, which contradicts (i).
(c) This result is due to C.L. Siegel (1929); see for instance [5]. Let

L(X) = a0X0 + · · ·+ amXm, aj ∈ Z,

be a non–zero linear form with integer coefficients in m + 1 variables. The
aim is to prove, under the assumptions of (c), L(1, ϑ) 6= 0. Set

H = max
0≤j≤m

|aj|.

Let ε be a positive real number< 1/(m!·mH). Among the forms {L0, . . . , Lm}
satisfying the assumptions of (c) for this value of ε, there exist m of them,
say Lk1 , . . . , Lkm , which along with L make up a complete system of linearly
independent forms. Denote by ∆ the determinant of the coefficient matrix
of the system of linear forms L,Lk1 , . . . , Lkm and, for 0 ≤ i, j ≤ m, by ∆i,j

the (i, j)-minor of this matrix. Then

∆ = L(1, ϑ) ·∆0,0 +
m∑
i=1

Lki(1, ϑ) ·∆i,0.

Since ∆ ∈ Z and ∆ 6= 0, we have |∆| ≥ 1. One easily estimates, for
0 ≤ j ≤ m,

|∆0,j| ≤ m!Am and max
1≤i≤m

|∆i,j| ≤ m!HAm−1.

It follows that

(m!)−1 ≤ |L(1, ϑ)| · Am +
m∑
i=1

|Lki(1, ϑ)| ·HAm−1

≤ |L(1, ϑ)| · Am + ε ·mH
< |L(1, ϑ)| · Am + (m!)−1.

Thus L(1, ϑ) 6= 0.
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Solution of Exercise 21.
(a) Since the vector space V is rational over Q and has dimension ≤ m, it is
contained in a hyperplane rational over Q, say a0z0 + a1z1 + · · ·+ amzm = 0.
An element of the real line R(1, θ1, . . . , θm) can be written (x, xθ1, . . . , xθm)
with x ∈ R. If it belong to V , then x(a0 + a1θ1 + · · · + amθm) = 0, hence
x = 0 since 1, θ1, . . . , θm are Q–linearly independent.
(b) From (a) we deduce that for (x0, x1, . . . , xm) ∈ V , we have

max
1≤i≤m

|x0θj − xj| = 0⇐⇒ (x0, x1, . . . , xm) = 0.

The properties
‖x‖ ≥ 0 for all x ∈ V,

‖x+ y‖ ≤ ‖x‖+ ‖y‖ for all x ∈ V and y ∈ V,

and
‖λx‖ = |λ|‖x‖ for all λ ∈ R and x ∈ V,

are plain.

Solution of Exercise 22.
For p = 2, a solution is u = 1, v = 0.
Assume p is odd. Each of the two sets

{u2 | 0 ≤ u ≤ p/2} and {−1− v2 | 0 ≤ u ≤ p/2}

consists of (p + 1)/2 integers which are in different classes modulo p. By
Dirichlet’s box principle, there is an integer w congruent modulo p to a u2 in
the first set and to a −1− v2 in the second set. Now

w ≡ u2 ≡ −1− v2 (mod p),

hence 1 + u2 + v2 ≡ 0 (mod p).
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