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## Abstract. It is proved, using Krieger's theorem, that ITPFI's of bounded type are

 ITPFI ${ }_{2}$. This answers a question asked by E. J. Woods.
## 0 . Introduction

The main result of this paper asserts that every infinite tensor product of factors of type I (ITPFI) of bounded type is an $\mathrm{ITPFI}_{2}$ factor (theorem 2.1). Its proof is based on Krieger's theorem ([12]).

The same ideas yield a sufficient condition for two ITPFI $_{2}$ factors to be isomorphic (theorem 3.1). This comes from Kakutani's criterion ([11]) for the equivalence of infinite product measures, applied in the context of the Connes-Takesaki flow of weights.

Theorem 3.1, in turn, allows us to sharpen theorem 2.1: namely, given an ITPFI factor of bounded type, we realize it explictly as an $\mathrm{ITPFI}_{2}$ in terms of eigenvalues and multiplicities (corollary 3.6). Together with a partial converse (proposition 4.4), theorem 3.1 gives also a rather surprising example (4.5).

In the proof of theorem 2.1, when Connes' invariant $T$ is $\{0\}$, we use the rather easy proposition 1.1. In the appendix we indicate the construction of the flow of weights used in this text. Theorem 2.1 solves question 4 of [16] and theorem 3.1 may be used to give an answer to question 7 of [16] (corollary 3.7). Note, finally, that theorem 2.1 admits a more elementary, but technical proof (remark 2.3).

We are very grateful to E. J. Woods who made this research possible by his kind invitation at Queen's University and also for many precious conversations and careful reading of the manuscript. We would also like to thank him with all the faculty and staff of the department of Mathematics and Statistics who contributed to make our stay as pleasant as possible-particularly Prof. U. Fixman, P. Ribenboim, E. Weimar-Woods, Dr. M. Khoshkam and also Z. Mansourati and J. Mináč.
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All the definitions and the notation can easily be found in the literature (for instance in [16]). However, we shall recall those definitions which are frequently used.

Definitions (1) A factor $M$ is called ITPFI if it is of the form

$$
M=\bigotimes_{k=1}^{\infty}\left(M_{n_{k}}(C), \phi_{k}\right)
$$

acting on the Hilbert space $\otimes_{k=1}^{\infty}\left(H_{k}, \xi_{k}\right)$ where $M_{n_{k}}(C)$ denotes the algebra of $n_{k} \times n_{k}$ matrices acting on the Hilbert space $H_{k}\left(n_{k} \geq 2\right)$ and $\phi_{k}(x)=\left\langle x \xi_{k}, \xi_{k}\right\rangle$.
(2) If all the $n_{k}$ are bounded by a number $n, M$ is said to be an ITPFI of bounded type.
(3) If all the $n_{k}$ are equal to 2 (or to $m$ ) $M$ is said to be an $I T P_{F I}\left(\right.$ (or $I T P F I_{m}$ ).

Finally, if $M$ is a factor, $T(M)$ and $S(M)$ denote Connes' invariants $T$ and $S$ ( $[2, \S \S 1,3]$ ).

1. A technical result

Let $M$ be an ITPFI factor of bounded type. In order to prove that $M$ is an ITPFI $_{2}$ factor, we use, if $T(M)=\{0\}$, the following:
(1.1) Proposition. Let $M=\otimes_{k \geq 1}\left(M_{m+1}(C), \phi_{k}\right)$ be an $\mathrm{ITPFI}_{m+1}$, with $S(M) \subseteq$ $\{0,1\}$. Then, for every positive number $a$, there exist sequences $\left(\psi_{k}\right)_{k \geq 1}$ of states on $M_{m+1}(C)$ and $\left(\lambda_{p}\right)_{p \geq 0}$ of real numbers such that:
(i) the states $\otimes_{k \geq 1} \phi_{k}$ and $\otimes_{k \geq 1} \psi_{k}$ are weakly equivalent;
(ii) the eigenvalues of $\psi_{k}$ are $\left(1 / \Lambda_{k}^{\prime}, \eta_{k_{1}} / \Lambda_{k}^{\prime}, \ldots, \eta_{k, m} / \Lambda_{k}^{\prime}\right.$ where $\eta_{k j} \in\left\{\lambda_{p} ; p \geq 0\right\}$, ( $\Lambda_{k}^{\prime}=1+\sum_{j=1}^{m} \eta_{k j}$ ); and
(iii) $\lambda_{0}=1$ and $e^{-(p+1) a}<\lambda_{p} \leq e^{-p a}$, for $p \geq 1$.

We write the eigenvalues of the state $\phi_{k}$ in the form ( $\xi_{k_{0}} / \Lambda_{k}, \xi_{k_{1}} / \Lambda_{k}, \ldots, \xi_{k m} / \Lambda_{k}$ ), where $1=\xi_{k_{0}} \geq \xi_{k_{1}} \geq \cdots \geq \xi_{k_{k}}>0$ and $\Lambda_{k}=\sum_{i=0}^{m} \xi_{k_{i} .}$

We need the following application of lemma 8.6 of [1].
(1.2) Lemma. Let a be a positive real number. If there exist disjoint subsets $Y, Z$ of $\mathbb{N} \times\{0, \ldots, m\}$ and a bijection $\alpha: Y \rightarrow Z$ such that $\sum_{(k, i) \in Y}\left|\xi_{k, i}^{k}-\xi_{\alpha(k, i)}^{k}\right|^{2}=\infty$ and $\left|\log \left(\xi_{a(k, i)} / \xi_{k_{i}}\right)\right| \leq a$, for all $(k, i) \in Y$, then $S(M) \cap\left[e^{-a}, 1\right) \neq \varnothing$.

Proof. Write $\alpha(k, i)=\left(l_{k i}, j_{k i}\right)$. Replacing if necessary the pair $\{(k, i), \alpha(k, i)\}$ by $\{\alpha(k, i),(k, i)\}$, we may assume that for all $(k, i) \in Y, l_{k, i} \geq k$. Put $\beta(k, i)=$ $\left.\mid \xi_{k, i}^{k}-\xi_{\alpha(k, i)}^{k}\right)^{2},(k, i) \in Y$.
If $\sum_{\left(k_{i}\right) \in Y, l_{k_{4}}=k} \beta(k, i)=\infty$, then one may apply lemma 8.6 of [1] and get the conclusion (putting $K_{k}^{1}=\left\{\xi_{k, i} / \Lambda_{k} \mid(k, i) \in Y\right.$ and $\left.l_{k, i}=k\right\} ; \phi_{k}\left(\xi_{k_{i},} / \Lambda_{k}\right)=\xi_{\alpha\left(k_{i}\right)} / \Lambda_{k}$ if $\xi_{k_{i} /} / \Lambda_{k} \in K_{k}^{1} ; K_{k}^{2}=\phi_{k}\left(K_{k}^{1}\right)$; note that $\left.\Lambda_{k} \leq m+1\right)$.
So, replacing $Y$ by $\left\{(k, i) \in Y \mid l_{k, i}>k\right\}$, we may furthermore assume that $l_{k i}>k$, for all $(k, i) \in Y$.
Let $p: \mathbb{N} \times\{0, \ldots, m\} \rightarrow \mathbb{N}$ be the projection, $(p(k, i)=k)$. For $k \in p(Y)$, let $i_{k}$ be an element maximizing $\{\beta(k, i)(k, i) \in Y\}$. We have

$$
\sum_{k \in p(Y)} \beta\left(k, i_{k}\right) \geq \frac{1}{m+1} \sum_{(k, i) \in Y} \beta(k, i)=+\infty .
$$

Replacing $Y$ by $\left\{\left(k, i_{k}\right) \mid k \in p(Y)\right\}$, we may now assume that the map $p: Y \rightarrow \mathbb{N}$ is one-to-one. Maximizing, for a given $k, \beta\left(\alpha^{-1}(k, j)\right)$, we may also suppose that the map $p: Z \rightarrow \mathbb{N}$ is one-to-one.
Let $l: p(Y) \rightarrow p(Z)$ be given by $l(k)=l_{k i_{k}}$. For $k \in p(Y)$, put

$$
r(k)= \begin{cases}0 & \text { if } k \notin p(Z), \\ \max \left\{i \mid k \in l^{i}(p(Y))\right\} & \text { if } k \in p(Z) .\end{cases}
$$

As $l(k)>k, \quad$ for $\quad$ all $k \in p(Y), \quad r(k) \leq k . \quad$ As $\quad \sum_{k \in p(Y)} \beta\left(k, i_{k}\right)=\infty$, either $\sum_{r(k) \text { even }} \beta\left(k, i_{k}\right)=\infty$ or $\sum_{r(k) \text { odd }} \beta\left(k, i_{k}\right)=\infty$.

Assume, for instance, that $\sum_{k \in p(Y), r(k) \text { even }} \beta\left(k, i_{k}\right)=\infty$. Then, replacing $Y$ by $\left\{\left(k, i_{k}\right) \mid r(k)\right.$ even $\}$, the map $p: Y \cup Z \rightarrow \mathbb{N}$ is one-to-one. Write

$$
M=\left(\underset{k \notin P(Y \cup Z)}{\otimes}\left(M_{m+1}, \phi_{k}\right)^{\prime}\right) \otimes\left(\underset{(k, i) \in Y}{\otimes}\left(M_{m+1} \otimes M_{m+1}, \phi_{k} \otimes \phi_{l(k)}\right)\right)
$$

and apply lemma 8.6 of [1], (putting

$$
K_{k, i}^{1}=\left\{\frac{\xi_{k, i} \xi_{l(k), 0}}{\Lambda_{k} \Lambda_{l(k)}}\right\}, \quad K_{k, i}^{2}=\left\{\frac{\xi_{k, 0} \xi_{\alpha(k, i)}}{\Lambda_{k} \Lambda_{l(k)}}\right\}
$$

and recalling that $\xi_{k, 0}=1$ for all $k$ and that $\Lambda_{k} \leq m+1$ ).
End of the proof of proposition 1.1. For $p \geq 0$, let

$$
E_{p}=\left\{(k, i) \in \mathbb{N} \times\{1, \ldots, m\} \mid \xi_{k, i} \in\left(e^{-(p-1) a}, e^{-p a}\right]\right\}
$$

We have, by lemma $1.2, \sum_{(k, i) \in E_{p}}\left|\xi_{k, i}^{k}-1\right|^{2}<\infty$. Hence, for $p \neq 0$, \# $E_{p}$ is finite, where \# $E_{p}$ denotes the cardinality of $E_{p}$.

Choose $\lambda_{p} \in\left(e^{-(p+1) a}, e^{-p a}\right]$ such that

$$
\#\left\{(k, i) \in E_{p} \mid \xi_{k, i}<\lambda_{p}\right\} \leq \#\left\{(k, i) \in E_{p} \mid \xi_{k, i} \geq \lambda_{p}\right\}
$$

and

$$
\#\left\{(k, i) \in E_{p} \mid \xi_{k, i}>\lambda_{p}\right\} \leq \#\left\{(k, i) \in E_{p} \mid \xi_{k, i} \leq \lambda_{p}\right\}
$$

Let $F_{p}$ and $G_{p}$ be disjoint sets with the same cardinality, such that

$$
F_{p} \supseteq\left\{(k, i) \in E_{p} \mid \xi_{k, i}<\lambda_{p}\right\}
$$

and

$$
G_{p} \supseteq\left\{(k, i) \in E_{p} \mid \xi_{k, i}>\lambda_{p}\right\}
$$

and let $\alpha_{p}: F_{P} \rightarrow G_{p}$ be a bijection.
If $(k, i) \in F_{p}$, we have

$$
\begin{aligned}
\left|\xi_{k, i}^{\frac{1}{k}}-\xi_{\alpha_{p}(k, i)}^{\frac{1}{\alpha_{2}}}\right|^{2} & =\left|\lambda_{p}^{\frac{1}{2}}-\xi_{k, i}^{\frac{1}{2}}+\xi_{\alpha_{p}(k, i)}^{\frac{1}{2}}-\lambda_{p}^{\frac{1}{2}}\right|^{2} \\
& \geq\left|\lambda_{p}^{\frac{1}{2}}-\xi_{k, i}^{\frac{1}{2}}\right|^{2}+\left|\xi_{\alpha_{p}\left(k_{i}\right)}^{\frac{1}{2}}-\lambda_{p}^{\frac{1}{p}}\right|^{2} .
\end{aligned}
$$

Therefore

$$
\sum_{(k, i) \in F_{p}}\left|\xi_{k, i}^{t}-\xi_{\alpha_{p}(k, i)}^{\frac{1}{k}}\right|^{2} \geq \sum_{(k, i) \in E_{p}}\left|\xi_{k, i}^{t}-\lambda_{p}^{\frac{1}{2}}\right|^{2} .
$$

We get, using lemma 1.2 ,

$$
\sum_{p=1}^{\infty} \sum_{(k, i) \in E_{p}}\left|\xi_{k, i}^{\frac{1}{2}}-\lambda_{p}^{\frac{1}{p}}\right|^{2} \leq \sum_{p=1}^{\infty} \sum_{(k, i) \in F_{p}}\left|\xi_{k, i}^{\frac{k}{k}}-\xi_{\alpha_{p}(k, i)}^{\frac{1}{2}}\right|^{2}<\infty .
$$

Put $\lambda_{0}=1$. If $(k, i) \in E_{p}, p \in \mathbb{N}$, put $\eta_{k, i}=\lambda_{p}$. As $\sum_{(k, i) \in E_{0}}\left|\xi_{k, i}^{k}-1\right|^{2}<\infty$, we get $\sum_{(k, i) \in E_{0}}\left|\xi_{k, i}^{\frac{1}{2}}-\eta_{k, i}^{\frac{1}{k}}\right|^{2}<\infty$. Put $\Lambda_{k}^{\prime}=\sum_{i=0}^{m} \eta_{k, i}\left(\eta_{k, 0}=1\right)$.

Note that if $x$ and $y$ are non-zero vectors of a normed vector space, then we have

$$
\begin{aligned}
\left\|\frac{x}{\|x\|}-\frac{y}{\|y\| \|}\right\| & \leq \frac{1}{\|x\|}\left(\|x-y\|+\left\|y\left(1-\frac{\|x\|}{\|y\|}\right)\right\|\right) \\
& \leq \frac{1}{\|x\|}(\|x-y\|+|\|y\|-\|x\||) \\
& \leq \frac{2}{\|x\|}\|x-y\| .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\sum_{i=0}^{m}\left|\left(\frac{\xi_{k, i}}{\Lambda_{k}}\right)^{\frac{1}{2}}-\left(\frac{\eta_{k, i}}{\Lambda_{k}^{\prime}}\right)^{\frac{1}{2}}\right|^{2} & \leq \frac{4}{\Lambda_{k}} \sum_{i=0}^{m}\left|\xi_{k, i}^{\frac{1}{k}}-\eta_{k i}^{\frac{1}{2}}\right|^{2} \\
& \leq 4 \sum_{i=0}^{m}\left|\xi_{k, i}^{\frac{1}{k}}-\eta_{k, i}^{\frac{1}{2}}\right|^{2} .
\end{aligned}
$$

Hence

$$
\sum_{(k, i)}\left|\left(\frac{\xi_{k, i}}{\Lambda_{k}}\right)^{\frac{1}{2}}-\left(\frac{\eta_{k, i}}{\Lambda_{k}^{\prime}}\right)^{\frac{1}{2}}\right|^{2}<\infty .
$$

This inequality gives the weak equivalence of $\otimes_{k \geq 1} \phi_{k}$ and $\bigotimes_{k \geq 1} \psi_{k}$.

## 2. Infinite tensor products of bounded type

In this section, we prove
(2.1) Theorem. Every ITPFI factor of bounded type is (isomorphic to) an $\mathrm{ITPFI}_{2}$ factor.
This answers a question of E. J. Woods [16, $4 \S 6]$ ).
Up to isomorphism, there exists a unique ITPFI factor, in each of the cases I, $\mathrm{II}_{1}, \mathrm{II}_{\infty}$ and $\mathrm{III}_{\lambda}, \lambda \in(0,1]$ and it can be realized as an $\mathrm{ITPFI}_{2}([1])$. Therefore, the only interesting case of theorem 2.1 is the type $\mathrm{III}_{0}$ case.

An ITPFI factor of bounded type is a finite tensor product of homogeneous ITPFI factors.

We proceed by induction and show that every $\mathrm{ITPFI}_{m+2}$ factor $M(m \geq 1)$ is a tensor product of an $\mathrm{ITPFI}_{m+1}$ factor by an $\mathrm{TPFI}_{2}$ factor.

Therefore, let $M=\otimes_{k \geq 1}\left(M_{m+2}(C), \phi_{k}\right)$ be an $\mathrm{ITPFI}_{m+2}$ factor of type $\mathrm{II}_{0}$. We write the eigenvalues of the state $\phi_{k}$ in the form $\left(\xi_{k, 0} / \Lambda_{k}, \xi_{k, 1} / \Lambda_{k}, \ldots, \xi_{k, m} / \Lambda_{k}\right.$, $\xi_{k, m+1} / \Lambda_{k}$ ) where $1=\xi_{k, 0} \geq \xi_{k, 1} \geq \cdots \geq \xi_{k, m} \geq \xi_{k, m+1}>0$ and $\Lambda_{k}=\sum_{i=0}^{m+1} \xi_{k, i}$.

If $T(M) \neq\{0\}$, we might assume that all the $\xi_{k, i}$ are of the form $\lambda^{p}$, where $\lambda \in(0,1)$ is such that $2 \pi / \log \lambda \in T(M)$. In order to treat the case $T(M)=\{0\}$, we use proposition 1.1: we get a seque•ice $\left(\lambda_{p}\right)_{p \geqslant 0}$ of real numbers, with $\lambda_{0}=1$ and $e^{-(p+1)}<$ $\lambda_{p} \leq e^{-p}$, for all $p$; we suppose that the $\xi_{k, i}$ 's are chosen in the sequence $\left(\lambda_{p}\right)_{p \geq 0}$.

Gathering the terms which have the same eigenvalue list, we may write:

$$
M=\otimes_{p, q}\left(\left(M_{m+2}(C), \phi_{p, q}\right)^{\left.\otimes L_{p, q}\right)}\right.
$$

where $p=\left(p_{1}, \ldots, p_{m}\right) ;(p, q)$ runs over all the $(m+1)$-tuples $0 \leq p_{1} \leq \cdots \leq p_{m} \leq q$ and $\phi_{p, q}$ is a state with eigenvalues $\left(1 / \Lambda_{p, q}, \lambda_{p_{1}} / \Lambda_{p, q}, \ldots, \lambda_{p_{m}} / \Lambda_{p, q}, \lambda_{q} / \Lambda_{p, q}\right), \Lambda_{p, q}=$ $\Lambda_{p}+\lambda_{q}$, where $\Lambda_{p}=1+\sum_{i=1}^{m} \lambda_{p_{i}}$

As $M$ is of type $\mathrm{III}_{0}, L_{p, q}<\infty$ for $(p, q) \neq(0,0)$. Sirce $M$ is isomorphic to $M \otimes R$ ( $R$ is the hyperfinite factor of type $\mathrm{II}_{1}$ ), we may assume that $L_{0,0}=0$.

For all ( $p, q$ ) define integers $K_{p, q}$ and $J_{p, q}$ by

$$
K_{p, q}=L_{p, q}-\left[\frac{\lambda_{q} L_{p, q}}{\Lambda_{p, q}}\right] \quad \text { and } \quad J_{p, q}=\left[\frac{L_{p, q}\left(1+\lambda_{q}\right)}{\Lambda_{p, q}}\right],
$$

where if $x \in \mathbb{R},[x]$ denotes its integral part.
Let $\phi_{p}^{\prime}\left(\right.$ resp. $\left.\phi_{q}^{\prime \prime}\right)$ be a staie on $M_{m+1}(C)$ (resp. $M_{2}(C)$ ) with eigenvalues $\left(1 / \Lambda_{p}\right.$, $\left.\lambda_{p_{1}} / \Lambda_{p}, \ldots, \lambda_{p_{m}} / \Lambda_{p}\right)$, (resp. $\left.\left(1 / 1+\lambda_{q}\right), \lambda_{q} /\left(1+\lambda_{q}\right)\right)$. Set

$$
N=\bigotimes_{p, q}\left(\left(M_{m+1}(C), \phi_{p}^{\prime}\right)^{\otimes K_{p, q} \otimes} \otimes\left(M_{2}(C), \phi_{q}^{\prime \prime}\right)^{\left.\otimes J_{p, q}\right)} .\right.
$$

We want to prove that $M$ is isomorphic to $N$.
For all ( $p, q$ ), consider the (probability) measures $\mu_{p, q}$ and $\mu_{p, q}^{\prime}$ on $\mathbb{N}^{m} \times \mathbb{N}$ given by

$$
\mu_{p, q}(k, j)=\frac{L_{p, q}!}{k!j!\left(L_{p, q}-|k|-j\right)!} \cdot \frac{\lambda_{p}^{k} \lambda_{q}^{j}}{\Lambda_{p, q}^{L_{p, q}}},
$$

where $\mu_{p, q}(k, j)=0$ if $|k|+j>L_{p, q}$, and $k!=\prod_{i=1}^{m} k_{i}!;|k|=\sum_{i=1}^{m} k_{i} ; \lambda_{p}^{k}=\prod_{i=1}^{m} \lambda_{p i}^{k_{i}}$;

$$
\mu_{p, q}^{\prime}(k, j)=\frac{K_{p, q}!}{k!\left(K_{p, q}-|k|\right)!} \cdot \frac{J_{p, q}!}{j!\left(J_{p, q}-j\right)!} \cdot \frac{\lambda_{p}^{k} \lambda_{q}^{j}}{\Lambda_{p}^{K_{p, q}}\left(1+\lambda_{q}\right)^{j_{p, q}},}
$$

with $\mu_{p, q}^{\prime}(k, j)=0$ if $|k|>K_{p, q}$ or $j>J_{p, q}$.
Let $(\Omega, \nu)$, (resp. $\left(\Omega, \nu^{\prime}\right)$ ) be the product measure space $(\Omega, \nu)=\prod_{(p, q)}\left(\mathbb{N}^{m} \times \mathbb{N}\right.$, $\left.\mu_{p, q}\right)\left(\right.$ resp. $\left(\Omega, \nu^{\prime}\right)=\Pi_{(p, q)}\left(\mathbb{N}^{m} \times \mathbb{N}, \mu_{p, q}^{\prime}\right)$ ). Let $B \subseteq \Omega$, with $\nu(B) \neq 0$ and $\nu^{\prime}(B) \neq 0$.

Let $\mathscr{R}$ be the equivalence relation on $B \times \mathbb{R}$ given by: $(x, t) \mathscr{R}(y, s)$ iff there exists a finite subset $E$ of indices $(p, q)$ such that $x_{p, q}=y_{p, q}$, for all $(p, q) \notin E$ and

$$
\sum_{(p, q) \in E} T_{p, q}\left(x_{p, q}\right)+t=\sum_{(p, q) \in E} T_{p, q}\left(y_{p, q}\right)+s
$$

where $T_{p, q}(k, j)=-\sum_{i=1}^{m} k_{i} \log \lambda_{p_{i}}-j \log \lambda_{q}$, for $(k, j)=\left(k_{1}, k_{2}, \ldots, k_{m}, j\right) \in \mathbb{N}^{m} \times \mathbb{N}$.
The flow of weights of $M$ (resp. $N$ ) is given by the action of $\mathbb{R}$ by translation on $(B \times \mathbb{R}, \nu \times d x) / \mathscr{R}\left(\right.$ resp. $\left.\left(B \times \mathbb{R}, \nu^{\prime} \times d x\right) / \mathscr{R}\right)$ (see appendix).

Using Krieger's theorem ([12]) to prove the isomorphism between $M$ and $N$, it is enough to show that the measures $\nu$ and $\nu^{\prime}$ are not (mutually) singular (i.e. equivalent on a subset $B \subseteq \Omega$ ). This is done using Kakutani's criterion on infinite product measures ( $[11$, p. 453]) and the following lemma.
(2.2) Lemma. Let $1 \geq \xi_{1} \geq \xi_{2} \geq \cdots \geq \xi_{m} \geq \lambda>0$ be real numbers and let $L$ be a positive integer. Let $\mu$ and $\mu^{\prime}$ be the (probability) measures on $\mathbb{N}^{m} \times \mathbb{N}$ given by

$$
\mu(k, j)=\frac{L!}{k!j!(L-|k|-j)!} \frac{\xi^{k} \lambda^{j}}{\Lambda^{L}}
$$

$(\mu(k, j)=0$ if $|k|+j>L) ;$

$$
\mu^{\prime}(k, j)=\frac{K!}{k!(K-|k|)!} \cdot \frac{J!}{j!(J-j)!} \cdot \frac{\xi^{k} \lambda^{j}}{(\Lambda-\lambda)^{K}(1+\lambda)^{j}}
$$

( $\mu^{\prime}(k, j)=0$ if $|k|>K$ or $j>J$ ); where $\Lambda=1+\sum_{i=1}^{m} \xi_{i}+\lambda, K=L-[L \lambda / \Lambda], \quad J=$ $[L(1+\lambda) / \Lambda],\left(\xi^{k}=\prod_{i=1}^{m} \xi_{i}^{k_{i}}\right)$. Then

$$
\rho\left(\mu, \mu^{\prime}\right)=\sum_{(k, j)} \mu(k, j)^{\frac{1}{2}} \mu^{\prime}(k, j)^{\frac{1}{2}} \geq 1-2 \lambda
$$

Proof. Let $\alpha$ and $\alpha^{\prime}$ be the probability distributions of the random variable $j$, with respect to $\mu$ and $\mu^{\prime}$. They are measures on $\mathbb{N}$, given by

$$
\alpha(j)=\sum_{k} \mu(k, j)=\frac{L!}{j!(L-j)!} \frac{\lambda^{j}(\Lambda-\lambda)^{L-j}}{\Lambda^{L}}
$$

and

$$
\alpha^{\prime}(j)=\sum_{k} \mu^{\prime}(k, j)=\frac{J!}{j!(J-j)!} \frac{\lambda^{j}}{(1+\lambda)^{j}}
$$

Let $\beta_{j}$ and $\beta^{\prime}$ be the conditional probabilities of the random variable $k$, given $j$. ( $\beta^{\prime}$ does not depend on $j$, as the random variables $j$ and $k$ are independent for $\mu^{\prime}$.) They are measures on $\mathbb{N}^{m}$ given by

$$
\begin{aligned}
& \beta_{j}(k)=\frac{\mu(k, j)}{\alpha(j)}=\frac{(L-j)!}{k!(L-j-|k|)!} \frac{\xi^{k}}{(\Lambda-\lambda)^{L-j}} \\
& \beta^{\prime}(k)=\frac{\mu^{\prime}(k, j)}{\alpha^{\prime}(j)}=\frac{K!}{k!(K-|k|)!} \frac{\xi^{k}}{(\Lambda-\lambda)^{K}} .
\end{aligned}
$$

We have:

$$
\begin{aligned}
\rho\left(\mu, \mu^{\prime}\right) & =\sum_{k_{j}} \alpha(j)^{\frac{1}{2}} \beta_{j}(k)^{\frac{1}{2}} \alpha^{\prime}(j)^{\frac{1}{2}} \beta^{\prime}(k)^{\frac{1}{2}} \\
& =\sum_{j} \alpha(j)^{\frac{1}{2}} \alpha^{\prime}(j)^{\frac{1}{2}} \sum_{k} \beta_{j}(k)^{\frac{1}{2}} \beta^{\prime}(k)^{\frac{1}{2}} \\
& =\sum_{j} \alpha(j)^{\frac{1}{2}} \alpha^{\prime}(j)^{\frac{1}{2}} \rho\left(\beta_{j}, \beta^{\prime}\right) \\
& =\rho\left(\alpha, \alpha^{\prime}\right)-\sum_{j} \alpha(j)^{\frac{1}{2}} \alpha^{\prime}(j)^{\frac{1}{2}}\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) .
\end{aligned}
$$

As $1-\rho\left(\beta_{j}, \beta^{\prime}\right) \geq 0$ and $\frac{1}{2}\left(\alpha(j)+\alpha^{\prime}(j)\right) \geq \alpha(j)^{\frac{1}{2}} \alpha^{\prime}(j)^{\frac{1}{2}}$,

$$
\begin{equation*}
\rho\left(\mu, \mu^{\prime}\right) \geq \rho\left(\alpha, \alpha^{\prime}\right)-\frac{1}{2} \sum_{j}\left(\alpha(j)+\alpha^{\prime}(j)\right)\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) . \tag{1}
\end{equation*}
$$

Therefore, we need only to estimate $\rho\left(\alpha, \alpha^{\prime}\right)$ and the expectations with respect to $\alpha$ and $\alpha^{\prime}$ of $1-\rho\left(\beta_{j}, \beta^{\prime}\right)$.
(a) Computation of $\rho\left(\beta_{j}, \beta^{\prime}\right)$. Let $K_{1}=\inf (K, L-j)$ and $K_{2}=\sup (K, L-j)$. If $K \geq L-j$, put $\gamma_{1}=\beta_{j}$ and $\gamma_{2}=\beta^{\prime}$; if $K<L-j$, put $\gamma_{1}=\beta^{\prime}$ and $\gamma_{2}=\beta_{j}$. We get:

$$
\frac{\gamma_{2}(k)}{\gamma_{1}(k)}=\frac{K_{2}!\left(K_{1}-|k|\right)!}{K_{1}!\left(K_{2}-|k|\right)!} \cdot \frac{1}{(\Lambda-\lambda)^{K_{2}-K_{1}}}=\prod_{i=1}^{K_{2}-K_{1}} \frac{K_{1}+i}{\left(K_{1}-|k|+i\right)(\Lambda-\lambda)} .
$$

Using the inequality $\log (a / b) \geq(a-b) / a$, we get

$$
\log \frac{\gamma_{2}(k)}{\gamma_{1}(k)} \geq \sum_{i=1}^{K_{2}-K_{1}} \frac{|k|(\Lambda-\lambda)-(\Lambda-\lambda-1)\left(K_{1}+i\right)}{K_{1}+i} .
$$

Hence,

$$
\left(\frac{\gamma_{2}(k)}{\gamma_{1}(k)}\right)^{\frac{1}{2}} \geq 1+\frac{1}{2} \sum_{i=1}^{K_{2}-K_{1}} \frac{|k|(\Lambda-\lambda)-(\Lambda-\lambda-1)\left(K_{1}+i\right)}{K_{1}+i} .
$$

Now, $\rho\left(\gamma_{1}, \gamma_{2}\right)=\sum_{k} \gamma_{1}(k)\left(\gamma_{2}(k) / \gamma_{1}(k)\right)^{\frac{1}{2}}$. As $\sum_{k}|k| \gamma_{1}(k)=K_{1}(\Lambda-\lambda-1) /(\Lambda-\lambda)$, we get

$$
\rho\left(\gamma_{1}, \gamma_{2}\right) \geq 1-\frac{1}{2} \sum_{i=1}^{K_{2}-K_{1}} \frac{(\Lambda-\lambda-1) i}{K_{1}+i}
$$

As for $i \leq K_{2}-K_{1}, i /\left(K_{1}+i\right) \leq\left(K_{2}-K_{1}\right) / K_{2}$, we derive

$$
\rho\left(\gamma_{1}, \gamma_{2}\right) \geq 1-\frac{\left(K_{2}-K_{1}\right)^{2}}{2 K_{2}}(\Lambda-\lambda-1)
$$

Hence, $\rho\left(\beta_{j}, \beta^{\prime}\right) \geq 1-\frac{(K-L+j)^{2}}{2 K}(\Lambda-\lambda-1)$. Therefore

$$
\sum_{j} \alpha(j)\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) \leq \frac{\Lambda-\lambda-1}{2 K} \sum_{j} \alpha(j)\left(\left(j-\frac{\lambda L}{\Lambda}\right)+\left(\frac{\lambda L}{\Lambda}+K-L\right)\right)^{2} .
$$

As the expectation $E_{\alpha}(j)$ of $j$, with respect to $\alpha$, is $L \lambda / \Lambda$ and its variance $\sigma_{\alpha}^{2}(j)$ is $L \lambda(\Lambda-\lambda) / \Lambda^{2}$, we get:

$$
\sum_{j} \alpha(j)\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) \leq \frac{\Lambda-\lambda-1}{2 K}\left(\frac{L \lambda(\Lambda-\lambda)}{\Lambda^{2}}+\left(\frac{\lambda L}{\Lambda}+K-L\right)^{2}\right) .
$$

As $E_{\alpha^{\prime}}(j)=\lambda J / 1+\lambda$ and $\sigma_{\alpha^{\prime}}^{2}(j)=\lambda J /(1+\lambda)^{2}$, we get in the same way:

$$
\sum_{j} \alpha^{\prime}(j)\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) \leq \frac{\Lambda-\lambda-1}{2 K}\left(\frac{\lambda J}{(1+\lambda)^{2}}+\left(\frac{\lambda J}{1+\lambda}+K-L\right)^{2}\right) .
$$

As by the definition of $K, L(\Lambda-\lambda) / K \Lambda \leq 1$ and, by the definition of $J, J /(1+\lambda) \leq$ $L / \Lambda \leq K /(\Lambda-\lambda)$, we get:

$$
\left(\frac{\Lambda-\lambda-1}{2 K}\right) \frac{L \lambda(\Lambda-\lambda)}{\Lambda^{2}} \leq \frac{\lambda}{2} \frac{\Lambda-\lambda-1}{\Lambda} \leq \frac{\lambda}{2}
$$

and

$$
\left(\frac{\Lambda-\lambda-1}{2 K}\right) \frac{\lambda J}{(1+\lambda)^{2}} \leq \frac{\lambda}{2} \frac{\Lambda-\lambda-1}{(\Lambda-\lambda)(1+\lambda)} \leq \frac{\lambda}{2} .
$$

If $L \lambda / \Lambda<1$, then $K=L$ and $(\lambda J)^{2} /(1+\lambda)^{2} \leq(\lambda L / \Lambda)^{2} \leq \lambda L / \Lambda$. If $L \lambda / \Lambda \geq 1$, then $0 \leq(\lambda L / \Lambda)+K-L=K-((L-(\lambda L / \Lambda))<1$, by the definition of $K$. Also, by the definition of $J, \lambda J /(1+\lambda) \leq \lambda L / \Lambda(1+\lambda) \leq \lambda L / \Lambda$; thus,

$$
-1 \leq \frac{-\lambda}{1+\lambda}<\frac{\lambda J}{1+\lambda}+K-L \leq \frac{\lambda L}{\Lambda}+K-L<1 .
$$

In all cases,

$$
\left(\frac{\lambda L}{\Lambda}+K-L\right)^{2} \leq \frac{\lambda L}{\Lambda} \quad \text { and }\left(\frac{\lambda J}{1+\lambda}+K-L\right)^{2} \leq \frac{\lambda L}{\Lambda} .
$$

Hence, we get:

$$
\begin{equation*}
\sum_{j}\left(\alpha(j)+\alpha^{\prime}(j)\right)\left(1-\rho\left(\beta_{j}, \beta^{\prime}\right)\right) \leq \frac{\lambda}{2}+\frac{\Lambda-\lambda-1}{2 K} \cdot \frac{L \lambda}{\Lambda}+\frac{\lambda}{2}+\frac{\Lambda-\lambda-1}{2 K} \cdot \frac{L \lambda}{\Lambda} \leq 2 \lambda . \tag{2}
\end{equation*}
$$

(b) Computation of $\rho\left(\alpha, \alpha^{\prime}\right)$.

$$
\frac{\alpha(j)}{\alpha^{\prime}(j)}=\frac{L!(J-j)!(1+\lambda)^{J}}{J!(L-j)!\Lambda^{L}} \cdot(\Lambda-\lambda)^{L-j}=\left(\prod_{i=1}^{L-J} \frac{J+i}{J-j+i}\right) \frac{(1+\lambda)^{J}(\Lambda-\lambda)^{L-j}}{\Lambda^{L}}
$$

Let $e=E_{\alpha^{\prime}}(j)=J \lambda /(1+\lambda)$. Put

$$
V_{e}=\left(\prod_{i=1}^{L-J} \frac{J+i}{J-e+i}\right) \frac{(1+\lambda)^{J}(\Lambda-\lambda)^{L-e}}{\Lambda^{L}}
$$

We have

$$
\frac{\alpha(j)}{\alpha^{\prime}(j)}=\left(\prod_{i=1}^{L-J} \frac{J-e+i}{J-j+i}\right)(\Lambda-\lambda)^{e-j} V_{e}
$$

As $\log (a / b) \geq(a-b) / a$, we get

$$
\log \frac{\alpha(j)}{\alpha^{\prime}(j)} \geq \log V_{e}+(e-j) \log (\Lambda-\lambda)+\sum_{i=1}^{L-J} \frac{j-e}{J-e+i}
$$

Hence,

$$
\left(\frac{\alpha(j)}{\alpha^{\prime}(j)}\right)^{\frac{1}{2}} \geq V_{e}^{\frac{1}{e}}\left[1+\frac{1}{2}(e-j)\left(\log (\Lambda-\lambda)-\sum_{i=1}^{L-J} \frac{1}{J-e+i}\right)\right]
$$

Therefore,

$$
\rho\left(\alpha, \alpha^{\prime}\right)=\sum_{j}\left(\frac{\alpha(j)}{\alpha^{\prime}(j)}\right)^{\frac{1}{2}} \alpha^{\prime}(j) \geq V_{e}^{\frac{1}{e}}
$$

as $\sum_{j}(e-j) \alpha^{\prime}(j)=0$.
Now,

$$
V_{e}=\frac{L}{L-e} \frac{J-e}{J}\left(\prod_{i=0}^{L-J-1} \frac{J+i}{J-e+i}\right) \frac{(1+\lambda)^{J}(\Lambda-\lambda)^{L-e}}{\Lambda^{L}}
$$

As $\log (J+t) /(J-e+t)$ is a decreasing function of $t \geq 0$, we get

$$
\begin{aligned}
\sum_{i=0}^{L-J-1} \log \frac{J+i}{J-e+i} & \geq \int_{0}^{L-J}[\log (J+t)-\log (J-e+t)] d t \\
& \geq L \log L-J \log J-(L-e) \log (L-e)+(J-e) \log (J-e)
\end{aligned}
$$

## Hence,

$$
\begin{aligned}
V_{e} & \geq \frac{J-e}{J} \cdot \frac{L^{L}(J-e)^{(J-e)}}{(L-e)^{L-e} J^{J}} \cdot \frac{(1+\lambda)^{J}(\Lambda-\lambda)^{L-e}}{\Lambda^{L}}=\frac{J-e}{J} \cdot \frac{\left(\frac{L}{\Lambda}\right)^{L}(J-e)^{J-e}}{\left(\frac{L-e}{\Lambda-\lambda}\right)^{(L-e)}\left(\frac{J}{1+\lambda}\right)^{J}} \\
& \geq \frac{J-e}{J} \cdot \frac{\left(\frac{L}{\Lambda(J-e)}\right)^{L}}{\left(\frac{L-e}{(\Lambda-\lambda)(J-e)}\right)^{L-e}} \cdot \frac{1}{\left(\frac{J}{(J-e)(1+\lambda)}\right)^{J}}
\end{aligned}
$$

Now, by definition of $e, J=(J-e)(1+\lambda)$. Put $\varepsilon=(L(1+\lambda) / \Lambda)-J$; (we have $0 \leq \varepsilon<1$ ). We get

$$
V_{e} \geq \frac{1}{1+\lambda} \cdot \frac{\left(1+\frac{\varepsilon}{J}\right)^{L}}{\left(1+\frac{\varepsilon \Lambda}{(\Lambda-\lambda) J}\right)^{L-e}} \geq \frac{1}{1+\lambda}\left(\frac{\left(1+\frac{\varepsilon}{J}\right)}{1+\frac{\varepsilon \Lambda}{(\Lambda-\lambda) J}}\right)^{L-e}
$$

But,

$$
\begin{aligned}
(L-e) \log \left(\frac{1+\frac{\varepsilon}{J}}{1+\frac{\varepsilon \Lambda}{(\Lambda-\lambda) J}}\right) & \geq(L-e) \frac{\frac{\varepsilon}{J}\left(1-\frac{\Lambda}{\Lambda-\lambda}\right)}{1+\frac{\varepsilon}{J}}=-\frac{(L-e) \varepsilon \lambda}{(\varepsilon+J)(\Lambda-\lambda)} \\
& \geq-\frac{\lambda \Lambda(L-e) \varepsilon}{L(1+\lambda)(\Lambda-\lambda)} \geq-\lambda,
\end{aligned}
$$

as $L-e \leq L, \varepsilon<1$ and $\Lambda \leq(1+\lambda)(\Lambda-\lambda)$. Hence,

$$
V_{e} \geq \frac{1}{1+\lambda} \exp (-\lambda)>(1-\lambda)^{2} .
$$

Thus,

$$
\begin{equation*}
\rho\left(\alpha, \alpha^{\prime}\right) \geq V_{e}^{\frac{1}{e}}>1-\lambda . \tag{3}
\end{equation*}
$$

By (1), (2) and (3), we get the result.
End of the proof of theorem 2.1. For a given $q$, there are $(q+m)!/ q!m!\leq(q+1)^{m}$ possible choices of $(p, q)$. As $\sum_{p, q} \lambda_{q} \leq \sum_{q}(q+1)^{m} \lambda_{q} \leq \sum_{q}(q+1)^{m} e^{-q}<\infty$, we get $\prod_{(p, q)} \rho\left(\mu_{p, q}, \mu_{p, q}^{\prime}\right) \neq 0$. By Kakutani's criterion, ([11, pp. 453-455]), the product measures $\nu$ and $\nu^{\prime}$ are not singular. The proof is now complete.
N.B. We actually used a straightforward consequence of Kakutani's criterion: though neither $\mu_{p, q}$, nor $\mu_{p, q}^{\prime}$ is absolutely continuous with respect to the other, as $\prod_{(p, q)} \rho\left(\mu_{p, q}, \mu_{p, q}^{\prime}\right) \neq 0$, the product measures $\nu$ and $\nu^{\prime}$ are not singular. (cf. [11, remark 22.37, p. 455].
(2.3) Remark. We can prove theorem 2.1 in a more computational way but without using Krieger's theorem. We need (keeping the above notation) the following:

Proposition. There exist:
(i) projections $P_{p, q}$ in $A_{p, q}=\left(M_{m+2}(C)\right)^{\otimes L_{p, q}}$ and $Q_{p, q}$ in $B_{p, q}=\left(M_{m+1}(C)^{\otimes K_{p, q} \otimes}\right.$ $\left(M_{2}(C)\right)^{\otimes J_{p, q} ;}$
(ii) states $\chi_{p, q}$ on matrix algebras $C_{p, q}$ and integers $r_{p, q}, r_{p, q}^{\prime}$;
such that
(a) $\prod_{p, q} \Phi_{p, q}\left(P_{p, q}\right)>0, \quad \prod_{p, q} \Psi_{p, q}\left(Q_{p, q}\right)>0$, where $\quad \Phi_{p, q}=\phi_{p, q}^{\otimes L_{p, q}} \quad$ and $\quad \Psi_{p, q}=$ $\left(\phi_{p}^{\left.\prime \otimes K_{p . q}\right)} \otimes\left(\phi_{q}^{\left.\prime \prime \otimes J_{p . q}\right)}\right.\right.$;
(b) $\left(C_{p, q} ; \chi_{p, q}\right) \otimes\left(M_{r, q}(C), \mathrm{Tr}\right)$ is isomorphic to $\left(A_{p, q}, \Phi_{p, q}\right)$ reduced by $P_{p, q}$, and $\left(C_{p, q}, \chi_{p, q}\right) \otimes\left(M_{r, q}^{\prime}(C), \mathrm{Tr}\right)$ is isomorphic to $\left(B_{p, q}, \Psi_{p, q}\right)$, reduced by $Q_{p, q}$.

Then, the projections $P=\otimes_{p, q} P_{p, q} \in M$ and $Q=\otimes_{p, q} Q_{p, q} \in N$ are non-zero, and $M_{p} \otimes R \cong N_{Q} \otimes R$, where $R$ denotes the hyperfinite factor of type $\mathrm{II}_{1}$.
As $M$ is of type III, $M$ and $N$ are isomorphic. ( $M \cong M_{P} \cong M_{P} \otimes R \cong N_{Q} \otimes R \cong N$ ). Here $\operatorname{Tr}$ denotes the normalized trace on $M_{n}(C)(\operatorname{Tr}(1)=1)$.

Let us now sketch the proof of the proposition. It is enough to show that $P_{p, q}$ and $Q_{p, q}$ can be chosen, satisfying (b) and such that $\Phi_{p, q}\left(P_{p, q}\right) \geq 1-9 \lambda_{q}^{\frac{1}{3}}$ and $\Psi_{p, q}\left(Q_{p, q}\right) \geq$ $1-9 \lambda_{q}^{\frac{1}{3}}$; if $\lambda_{q}^{\frac{1}{3}} \geq \frac{1}{9}$ then take $P_{p, q}$ and $Q_{p, q}$ to be any rank one projections.

We can now drop the indices $(p, q)$. We keep the notation of lemma 2.2. Let $E=\left\{(k, j) ;\left|\log \left(\mu(k, j) / \mu^{\prime}(k, j)\right)\right| \leq 2 \lambda^{\frac{1}{3}}\right\}$. As

$$
\sum_{(k, j)}\left(1-\left(\frac{\mu(k, j)}{\mu^{\prime}(k, j)}\right)^{\frac{1}{2}}\right)^{2} \mu^{\prime}(k, j)=2\left(1-\rho\left(\mu, \mu^{\prime}\right)\right) \leq 4 \lambda
$$

and as $\operatorname{for}(k, j) \notin E$,

$$
\left|\left(\frac{\mu(k, j)}{\mu^{\prime}(k, j)}\right)^{\frac{1}{2}}-1\right| \geq 1-\exp ^{-\lambda^{\frac{1}{3}}}
$$

we get that

$$
\mu^{\prime}(E) \geq 1-\frac{4 \lambda}{\left(1-\exp \left(-\lambda^{\frac{1}{3}}\right)\right)^{2}} \geq 1-5 \lambda^{\frac{1}{3}} .
$$

In the same way

$$
\mu(E) \geq 1-\frac{4 \lambda}{\left(1-\exp \left(-\lambda^{\frac{1}{3}}\right)\right)^{2}} \geq 1-5 \lambda^{\frac{1}{3}} .
$$

Put

$$
m_{k, j}=\frac{L!}{(L-|k|-j)!k!j!} \quad \text { and } \quad m_{k, j}^{\prime}=\frac{K!}{k!(K-|k|)!} \cdot \frac{J!}{j!(J-j)!} .
$$

We have

$$
\frac{m_{k, j}}{m_{k, j}^{\prime}}=\frac{\mu(k, j)}{\mu^{\prime}(k, j)} \cdot \frac{\mu^{\prime}(0,0)}{\mu(0,0)} .
$$

We distinguish two cases:
(1) $(0,0) \in E$. We have $\left\lvert\, \log \left(m_{k, j} / m_{k, j}^{\prime} \left\lvert\, \leq 4 \lambda^{\frac{1}{3}}\right.\right.$, for $(k, j) \in E$. Let $q_{k, j}=\right.$ $\min \left(m_{k, j}, m_{k, j}^{\prime}\right)$ and let $P_{k, j}$ (resp. $Q_{k, j}$ ) be a subprojection of dimension $q_{k, j}$ of the projection on the eigenspace of $\Phi$ (resp. $\Psi$ ), relative to $\xi^{k} \lambda^{j} / \Lambda^{L}$ (resp. $\left.\xi^{k} \lambda^{j} /(\Lambda-\lambda)^{K}(1+\lambda)^{J}\right)$. Set $P=\sum_{(k, j) \in E} P_{k, j}$ and $Q=\sum_{(k, j) \in E} Q_{k, j}$. We have $\left(A_{P}, \Phi_{P}\right) \cong\left(B_{Q}, \Psi_{Q}\right)$ and

$$
\Phi(P) \geq \exp \left(-4 \lambda^{\frac{1}{3}}\right) \cdot \mu(E) \geq \exp \left(-4 \lambda^{\frac{1}{3}}\right)\left(1-5 \lambda^{\frac{1}{3}}\right) \geq 1-9 \lambda^{\frac{1}{3}} .
$$

Also, $\Psi(Q) \geq 1-9 \lambda^{\frac{1}{3}}$.
In this case, put $r=r^{\prime}=1$ and $(C, \chi)=\left(A_{P}, \Phi_{P}\right)$.
(2) $(0,0) \notin E$. Note that if $\lambda L / \Lambda<1$, then $K=L$ and

$$
\log \frac{\mu(0,0)}{\mu^{\prime}(0,0)}=\log \left(\frac{(1+\lambda)^{J}(\Lambda-\lambda)^{K}}{\Lambda^{L}}\right)=J \log (1+\lambda)+L \log \left(1-\frac{\lambda}{\Lambda}\right) .
$$

As $0 \leq \log (1+\lambda)-(\lambda /(1+\lambda)) \leq \lambda^{2} /(1+\lambda)$ and $-\lambda^{2} / \Lambda(\Lambda-\lambda) \leq \log (1-(\lambda / \Lambda))+$ $\lambda / \Lambda \leq 0$,

$$
\begin{aligned}
-\frac{\lambda}{\Lambda-\lambda} & \leq-\frac{L \lambda^{2}}{\Lambda(\Lambda-\lambda)} \leq \log \frac{\mu(0,0)}{\mu^{\prime}(0,0)}-\frac{J \lambda}{1+\lambda}+\frac{L \lambda}{\Lambda} \\
& \leq \frac{J \lambda^{2}}{1+\lambda} \leq \frac{L \lambda}{\Lambda} \lambda<\lambda .
\end{aligned}
$$

As $0 \leq(L \lambda / \Lambda)-(J \lambda /(1+\lambda))=(\lambda /(1+\lambda))[(L(1+\lambda) / \Lambda)-J] \leq \lambda /(1+\lambda)$, we get

$$
\left|\log \left(\frac{\mu(0,0)}{\mu^{\prime}(0,0)}\right)\right| \leq 2 \lambda \quad \text { and } \quad(0,0) \in E .
$$

Hence, in our case, $\lambda L / \Lambda \geq 1$ and $J=[L(1+\lambda) / \Lambda] \geq L / \Lambda \geq \lambda^{-1}$. Moreover if $m_{k, j}^{\prime}=1$ and $(k, j) \neq(0,0)$, then either $K$ is equal to one of the $k_{i}$ 's or $J=j$. The $\mu$ and $\mu^{\prime}$-measure of these points is very small. Therefore, we will neglect them. (One can also show that these points do not belong to $E$ ).

Now, if $m_{k, j}^{\prime}>1$, then $m_{k, j}^{\prime} \geq J$. Let $r, r^{\prime} \in \mathbb{N}$ be such that $r^{\prime}$ is smaller than $J^{\frac{1}{2}}$ and

$$
\left|\frac{r}{r^{\prime}}-\frac{\mu^{\prime}(0,0)}{\mu(0,0)}\right| \leq J^{-\frac{1}{2}} .
$$

Let $q_{k, j}=\min \left(\left[m_{k, j} / r\right],\left[m_{k, j}^{\prime} / r^{\prime}\right]\right)$ and $P_{k, j}\left(\right.$ resp. $Q_{k, j}$ and $\left.R_{k, j}\right)$ be a subprojection of dimension $r q_{k, j}$ (resp. $r^{\prime} q_{k, j}$ and $q_{k, j}$ ) of the projection on the eigenspace of $\Phi($ resp. $\Psi)$, relative to $\xi^{k} \lambda^{j} / \Lambda^{L}\left(\right.$ resp. $\left.\xi^{k} \lambda^{j} /(\Lambda-\lambda)^{K}(1+\lambda)^{j}\right)$. Put $P=\sum_{(k, j) \in E} P_{k, j}$, $Q=\sum_{(k, j) \in E} Q_{k, j}, R=\sum_{(k, j) \in E} R_{k, j}$ and $(C, \chi)=\left(B_{R}, \Psi_{R}\right)$. We have

$$
\left(A_{P}, \Phi_{P}\right) \cong(C, \chi) \otimes\left(M_{r}(C), \operatorname{Tr}\right)
$$

and

$$
\left(B_{Q}, \Psi_{Q}\right) \cong(C, \chi) \otimes\left(M_{r^{\prime}}(C), \mathrm{Tr}\right)
$$

It is now not difficult to estimate $\Phi(P)$ and $\Psi(Q)$.

## 3. A sufficient condition for isomorphism of $\mathrm{ITPFI}_{2}$ factors

The main result of this section is theorem 3.1, which gives a sufficient condition for two $\mathrm{ITPFI}_{2}$ factors to be isomorphic. By theorem 2.1, any ITPFI factor $M$ of bounded type is isomorphic to some ITPFI $_{2}$ factor $N$. In corollary 3.6, we give such an $N$ explicitly (in terms of the eigenvalues and multiplicities for $M$ ).
(3.1) Theorem. Let $\left(\phi_{n}\right)_{n \geqslant 1}$ be a sequence of states on $M_{2}(C)$ with eigenvalues $\left\{1 /\left(1+\lambda_{n}\right), \lambda_{n} /\left(1+\lambda_{n}\right)\right\}, 0<\lambda_{n}<1$ and such that $\sum_{n \geq 1} \lambda_{n}<\infty$. Let $L_{n}, L_{n}^{\prime}$ be two sequences of integers. Let $M$ and $N$ be the $\mathrm{ITPFI}_{2}$ factors:

$$
M=\bigotimes_{n \geq 1}^{\otimes}\left(M_{2}(C), \phi_{n}\right)^{\otimes L_{n}} \quad \text { and } \quad N=\bigotimes_{n \geq 1}\left(M_{2}(C), \phi_{n}\right)^{\otimes L_{n}^{\prime}}
$$

Let $e_{n}=L_{n} \lambda_{n} /\left(1+\lambda_{n}\right), e_{n}^{\prime}=L_{n}^{\prime} \lambda_{n} /\left(1+\lambda_{n}\right)$, and $d_{n}$ be the closest integer to $e_{n}^{\prime}-e_{n}$; if $e_{n}^{\prime}-e_{n}=b+\frac{1}{2}, d_{n}=b$ or $d_{n}=b+1$ does not affect the convergence of the series (cf. remark 3.4). If

$$
\sum_{n \geq 1} \frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}+e_{n}^{\prime}}+\left(\frac{d_{n}}{e_{n}+e_{n}^{\prime}}\right)^{2}<\infty
$$

and $M$ is purely infinite, then $M$ and $N$ are isomorphic.
To simplify the coming notation, it will be convenient to assume that $L_{n}^{\prime} \geq L_{n}$, for all $n$. (If not, put $L_{n}^{\prime \prime}=\sup \left(L_{n}, L_{n}^{\prime}\right)$. Let $P$ be the corresponding ITPFI ${ }_{2}$ factor and compare $M$ and $N$ with $P$.)

We will prove that $M$ and $N$ have the same flow of weights. Let $M_{0}=$ $\otimes_{n \geq 1}\left(M_{2}(C), \phi_{n}\right)^{\otimes K_{n}}$. Let $\left(f_{n}\right)_{n \geq 1}$ be a sequence of integers and let $\mu_{n}$ be the probability measure on $\mathbb{Z}$, supported by $\left\{-f_{n}, 1-f_{n}, \ldots, K_{n}-f_{n}\right\}$ and given by

$$
\mu_{n}\left(k-f_{n}\right)=\frac{K_{n}!}{k!\left(K_{n}-k\right)!} \cdot \frac{\lambda^{k}}{(1+\lambda)^{K_{n}}} \quad \text { for } 0 \leq k \leq K_{n}
$$

(The $f_{n}$ 's will be used in lemma 3.3). Let $(\Omega, \mu)$ be the product measure space $\Pi_{n \geq 1}\left(\mathbb{Z}, \mu_{n}\right)$ and let $B \subset \Omega$ be a non-null set.

Let $\mathscr{R}$ be the equivalence relation on $B \times \mathbb{R}$ given by $(x, t) \mathscr{R}(y, s)$ iff there exists $q \in \mathbb{N}$ such that $x_{n}=y_{n}$, for all $n>q$, and

$$
-\sum_{n=1}^{q} x_{n} \log \lambda_{n}+t=-\sum_{n=1}^{q} y_{n} \log \lambda_{n}+s
$$

The flow of weights of $M_{0}$ is given by the action of $\mathbb{R}$ by translation on $B \times \mathbb{R} / \mathscr{R}$ (see appendix).

Using Kakutani's criterion and lemma 3.3 below, we are going to show that $M$ and $N$ have the same flow of weights. We first need the following:
(3.2) Lemma. Let $0<\lambda<1$ be a real number and $L \leq L^{\prime}$ be positive integers. Let $e=L \lambda /(1+\lambda), e^{\prime}=L^{\prime} \lambda /(1+\lambda), d$ be the closest integer to $e^{\prime}-e$ and $\delta=e^{\prime}-e-d$. Set

$$
V_{e}=\frac{\lambda^{d}}{(1+\lambda)^{L^{\prime}-L}} \cdot \prod_{i=1}^{d} \frac{1}{e+i} \prod_{i=1}^{L^{\prime}-L-d} \frac{1}{L-e+i} \prod_{i=1}^{L^{\prime}-L}(L+i)
$$

Then,

$$
V_{e} \geq\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}} \exp \left(-\frac{(1+\lambda) \delta^{2}}{e^{\prime}}\right)
$$

Proof. For $t \geq 0$, put $g(t)=\log \left(L^{\prime}-d+t\right) /(e+t)$ and $h(t)=\log (L+t) /(L-e+t)$

$$
\begin{aligned}
\log V_{e}= & \log \left(\frac{\lambda^{d}}{(1+\lambda)^{L^{\prime}-L}}\right)+\sum_{i=1}^{d} g(i)+\sum_{i=1}^{L^{\prime}-L-d} h(i) \\
= & \frac{1}{2}\left(g(d)-g(0)+h\left(L^{\prime}-L-d\right)-h(0)\right)+\sum_{i=1}^{d} \frac{g(i-1)+g(i)}{2} \\
& +\sum_{i=1}^{L^{\prime}-L-d} \frac{h(i-1)+h(i)}{2}+\log \left(\frac{\lambda^{d}}{(1+\lambda)^{L^{\prime}-L}}\right) .
\end{aligned}
$$

One has

$$
\begin{aligned}
\left(g(d)-g(0)+h\left(L^{\prime}-L-d\right)-h(0)\right) & =\log \left(\frac{L^{\prime}}{e+d} \cdot \frac{e}{L^{\prime}-d} \cdot \frac{L^{\prime}-d}{L^{\prime}-e-d} \cdot \frac{L-e}{L}\right) \\
& =\log \left(\frac{e}{e+d} \cdot \frac{L^{\prime}}{L^{\prime}-e-d} \cdot \frac{L-e}{L}\right) \\
& \geq \log \left(\frac{e}{e+d}\right)-\log (1+\lambda) .
\end{aligned}
$$

Now, the functions $g$ and $h$ are convex, so that $[g(i-1)+g(i)] / 2 \geq \int_{i-1}^{i} g(t) d t$. Therefore,

$$
\begin{aligned}
\sum_{i=1}^{d} & \frac{g(i-1)+g(i)}{2}+\sum_{i=1}^{L^{\prime}-L-d} \frac{h(i-1)+h(i)}{2} \\
\geq & \int_{0}^{d} g(t) d t+\int_{0}^{L^{\prime}-L-d} h(t) d t \\
= & L^{\prime} \log L^{\prime}-(e+d) \log (e+d)-\left(L^{\prime}-d\right) \log \left(L^{\prime}-d\right)+e \log e \\
& \quad+\left(L^{\prime}-d\right) \log \left(L^{\prime}-d\right)-\left(L^{\prime}-e-d\right) \log \left(L^{\prime}-e-d\right)-L \log L \\
& \quad+(L-e) \log (L-e) .
\end{aligned}
$$

## Hence

$$
\begin{aligned}
V_{e} & \geq\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}} \frac{L^{\prime L^{\prime}} e^{e}(L-e)^{L-e}}{L^{L}(e+d)^{e+d}\left(L^{\prime}-e-d\right)^{L^{\prime}-e-d}} \frac{\lambda^{d}}{(1+\lambda)^{L^{\prime}-L}} \\
& =\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}} \frac{\left(\frac{L^{\prime}}{1+\lambda}\right)^{L^{\prime}}\left(\frac{e}{\lambda}\right)^{e}(L-e)^{L-e}}{\left(\frac{L}{1+\lambda}\right)^{L}\left(\frac{e+d}{\lambda}\right)^{e+d}\left(L^{\prime}-e-d\right)^{L^{\prime}-e-d}}
\end{aligned}
$$

Noting that $L /(1+\lambda)=e / \lambda=L-e$, we get

$$
\begin{aligned}
V_{e} & \geq\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}} \frac{\left(\frac{L^{\prime}}{1+\lambda}\right)^{L^{\prime}}}{\left(\frac{e+d}{\lambda}\right)^{e+d}\left(L^{\prime}-e-d\right)^{L^{\prime}-e-d}} \\
& =\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}}\left(\frac{\lambda L^{\prime}}{(1+\lambda)(e+d)}\right)^{e+d}\left(\frac{L^{\prime}}{(1+\lambda)\left(L^{\prime}-e-d\right)}\right)^{L^{\prime-e-d}}
\end{aligned}
$$

But $\lambda L^{\prime} /(1+\lambda)=e^{\prime}, L^{\prime} /(1+\lambda)=L^{\prime}-e^{\prime}$. Using the inequality, $\log (a / b) \geq(a-b) / a$ we get:

$$
\begin{aligned}
(e+d) \log \frac{e^{\prime}}{e+d}+\left(L^{\prime}-e-d\right) \log \left(\frac{L^{\prime}-e^{\prime}}{L^{\prime}-e-d}\right) & \geq \frac{\delta(e+d)}{e^{\prime}}-\frac{\delta\left(L^{\prime}-e-d\right)}{L^{\prime}-e^{\prime}} \\
& =\frac{\delta\left(e^{\prime}-\delta\right)}{e^{\prime}}-\frac{\delta\left(L^{\prime}-e^{\prime}+\delta\right)}{L^{\prime}-e^{\prime}} \\
& =-\frac{\delta^{2}}{e^{\prime}}-\frac{\delta^{2}}{L^{\prime}-e^{\prime}}=-\frac{(1+\lambda) \delta^{2}}{e^{\prime}}
\end{aligned}
$$

Therefore,

$$
V_{e} \geq\left(\frac{e}{(1+\lambda)(e+d)}\right)^{\frac{1}{2}} \exp \left(-\frac{(1+\lambda) \delta^{2}}{e^{\prime}}\right)
$$

(3.3) Lemma. Let $\mu$ and $\mu^{\prime}$ be the (probability) measures on $\mathbb{Z}$ given by

$$
\mu(k)=\frac{L!}{k!(L-k)!} \frac{\lambda^{k}}{(1+\lambda)^{L}}
$$

( $\mu(k)=0$ for $k<0$ or $k>L$ ) and

$$
\mu^{\prime}(k)=\frac{L^{\prime}!}{(k+d)!\left(L^{\prime}-k-d\right)!} \frac{\lambda^{k+d}}{(1+\lambda)^{L^{\prime}}}
$$

( $\mu^{\prime}(k)=0$ for $k<-d$ or $k>L^{\prime}-d$ ). Then we have

$$
\rho\left(\mu, \mu^{\prime}\right)=\sum_{k=0}^{L} \mu(k)^{\frac{1}{2}} \mu^{\prime}(k)^{\frac{1}{2}} \geq 1-\frac{\lambda}{2}-\frac{\delta^{2}}{e^{\prime}}-\frac{d^{2}}{2 e(e+d)}-\frac{d}{6 e^{2}} .
$$

Proof. For all $k, 0 \leq k \leq L$, we have

$$
\frac{\mu^{\prime}(k)}{\mu(k)}=V_{e} \prod_{i=1}^{d} \frac{e+i}{k+i} \prod_{i=1}^{L^{\prime}-L-d} \frac{L-e+i}{L-k+i} .
$$

Hence,

$$
\log \frac{\mu^{\prime}(k)}{\mu(k)}=\log \left(V_{e}\right)-\sum_{i=1}^{d} \log \left(1+\frac{k-e}{e+i}\right)-\sum_{i=1}^{L^{\prime-L-d}} \log \left(1+\frac{e-k}{L-e+i}\right) .
$$

Using the inequalities $\log (1+x) \leq x-x^{2} / 2+x^{3} / 3$ and $\log (1+x) \leq x$ we get:

$$
\log \frac{\mu^{\prime}(k)}{\mu(k)} \geq \log V_{e}+\sum_{i=1}^{d}\left(\frac{e-k}{e+i}+\frac{(e-k)^{2}}{2(e+i)^{2}}+\frac{(e-k)^{3}}{3(e+i)^{3}}\right)+\sum_{i=1}^{L^{\prime}-L-d} \frac{k-e}{L-e+i}
$$

Now $\left(\mu^{\prime}(k) / \mu(k)\right)^{\frac{1}{2}} \geq 1+\frac{1}{2} \log \left(\mu^{\prime}(k) / \mu(k)\right)$. As $\sum_{k=0}^{L}(e-k) \mu(k)=0$,

$$
\sum_{k=0}^{L}(e-k)^{2} \mu(k)=\frac{L \lambda}{(1+\lambda)^{2}}=\frac{e}{1+\lambda}
$$

and

$$
\sum_{k=0}^{L}(e-k)^{3} \mu(k)=-\frac{L \lambda(1-\lambda)}{(1+\lambda)^{3}}=\frac{-e(1-\lambda)}{(1+\lambda)^{2}}
$$

(cf. [7]). We deduce

$$
\begin{aligned}
\rho\left(\mu, \mu^{\prime}\right) & \geq 1+\frac{1}{2} \log V_{e}+\frac{1}{2} \sum_{i=1}^{d} \frac{e}{2(1+\lambda)(e+i)^{2}}-\frac{e(1-\lambda)}{3(1+\lambda)^{2}(e+i)^{3}} \\
& \geq 1-\frac{1}{4} \log (1+\lambda)-\frac{1}{4} \log \frac{e+d}{e}-\frac{(1+\lambda) \delta^{2}}{2 e^{\prime}}+\frac{1}{4} \frac{d e}{(1+\lambda)(e+d)^{2}}-\frac{e d}{6 e^{3}} \\
& \geq 1-\frac{\lambda}{4}-\frac{d}{4 e}-\frac{\delta^{2}}{e^{\prime}}+\frac{1}{4} \frac{d e}{(e+d)^{2}}-\frac{1}{4} \frac{\lambda d e}{(1+\lambda)(e+d)^{2}}-\frac{d}{6 e^{2}} \\
& \geq 1-\frac{\lambda}{4}-\frac{\delta^{2}}{e^{\prime}}-\frac{d\left((e+d)^{2}-e^{2}\right)}{4 e(e+d)^{2}}-\frac{\lambda}{4}-\frac{d}{6 e^{2}} \\
& \geq 1-\frac{\lambda}{2}-\frac{\delta^{2}}{e^{\prime}}-\frac{d^{2}(2 e+d)}{4 e(e+d)^{2}}-\frac{d}{6 e^{2}} \\
& \geq 1-\frac{\lambda}{2}-\frac{\delta^{2}}{e^{\prime}}-\frac{d^{2}}{2 e(e+d)}-\frac{d}{6 e^{2}} .
\end{aligned}
$$

End of the proof of theorem 3.1. Let $L_{n}, L_{n}^{\prime}, \lambda_{n}, e_{n}, e_{n}^{\prime}, d_{n}$ be as in theorem 3.1 with $L_{n}^{\prime} \geq L_{n}$. Put $\delta_{n}=e_{n}^{\prime}-e_{n}-d_{n}$. Let $\mu_{n}$ and $\mu_{n}^{\prime}$ be the probability measures corresponding to $L_{n}, L_{n}^{\prime}, \lambda_{n}$ and $d_{n}$ as in lemma 3.3. Let $\nu$ and $\nu^{\prime}$ be the infinite product measures on $\prod_{n \geq 1} \mathbb{Z}: \nu=\bigotimes_{n \geq 1} \mu_{n}, \nu^{\prime}=\bigotimes_{n \geq 1} \mu_{n}^{\prime}$. For all $n, \mu_{n}$ is absolutely continuous with respect to $\mu_{n}^{\prime}$. Let $A=\left\{n \in \mathbb{N} \mid d_{n} \neq 0\right\}$. If $n \in A, e_{n}^{\prime}-e_{n} \leq \frac{3}{2} d_{n}$. Therefore

$$
\sum_{n \in A}\left(\frac{e_{n}^{\prime}-e_{n}}{e_{n}^{\prime}+e_{n}}\right)^{2}<\infty \quad \text { and } \quad \lim _{\substack{n \rightarrow \infty \\ n \in A}} \frac{e_{n}}{e_{n}^{\prime}}=1 .
$$

Changing finitely many $L_{n}$ 's, we may assume that for all $n \in A, e_{n} \geq e_{n}^{\prime} / 2$. By lemma 3.3, we get

$$
\begin{aligned}
\sum_{n \geq 1}\left(1-\rho\left(\mu_{n}, \mu_{n}^{\prime}\right)\right) & \leq \sum_{n \geq 1} \frac{\lambda_{n}}{2}+\sum_{n \geq 1} \frac{\delta_{n}^{2}}{e_{n}^{\prime}}+\sum_{n \in A} \frac{d_{n}^{2}}{2 e_{n}\left(e_{n}+d_{n}\right)}+\sum_{n \in A} \frac{d_{n}}{6 e_{n}^{2}} \\
& \leq \sum_{n \geq 1} \frac{\lambda_{n}}{2}+\sum_{n \geq 1} \frac{\delta_{n}^{2}}{e_{n}^{\prime}}+\sum_{n \in A} \frac{2 d_{n}^{2}}{e_{n}^{\prime 2}}+\sum_{n \in A} \frac{2 d_{n}^{2}}{3 e_{n}^{\prime 2}}<+\infty .
\end{aligned}
$$

By Kakutani's criterion ([11, p. 453]) $\nu$ is absolutely continuous with respect to $\nu^{\prime}$. By the above description of the flow of weights we deduce (using Krieger's theorem [12]) that $M$ and $N$ are isomorphic.
(3.4) Remark. Notice that the condition

$$
\sum_{n \geq 1} \frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}^{\prime}+e_{n}}+\frac{d_{n}^{2}}{\left(e_{n}^{\prime}+e_{n}\right)^{2}}<\infty
$$

can be replaced by the equivalent ones:
(i) There exists a sequence of integers $\left(d_{n}^{\prime}\right)_{n \geqslant 1}$ such that

$$
\sum_{n \geq 1} \frac{\left(e_{n}^{\prime}-e_{n}-d_{n}^{\prime}\right)^{2}}{e_{n}^{\prime}+e_{n}}+\frac{d_{n}^{\prime 2}}{\left(e_{n}^{\prime}+e_{n}\right)^{2}}<\infty .
$$

(ii)

$$
\sum_{n \geq 1} \frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}^{\prime}+e_{n}}+\frac{\left(e_{n}^{\prime}-e_{n}\right)^{2}}{\left(e_{n}+e_{n}^{\prime}+1\right)^{2}}<\infty .
$$

From theorem 3.1, we immediately get:
(3.5) Corollary. With the notation of theorem 3.1, if $\sum_{n \geqslant 1}\left|e_{n}^{\prime}-e_{n}\right| /\left(e_{n}+1\right)<\infty$, and $M$ is purely infinite, then $M$ and $N$ are isomorphic.
Proof. As $e_{n}^{\prime}-e_{n}-d_{n} \leq e_{n}^{\prime}+e_{n}$,

$$
\frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}^{\prime}+e_{n}} \leq\left|e_{n}^{\prime}-e_{n}-d_{n}\right| .
$$

As $\left|e_{n}^{\prime}-e_{n}-d_{n}\right| \leq \frac{1}{2}$,

$$
\begin{aligned}
\frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}^{\prime}+e_{n}} & \leq \inf \left\{\left|e_{n}^{\prime}-e_{n}-d_{n}\right|, \frac{\left|e_{n}^{\prime}-e_{n}-d_{n}\right|}{2\left(e_{n}^{\prime}+e_{n}\right)}\right\} \\
& \leq \frac{\left|e_{n}^{\prime}-e_{n}\right|}{\sup \left(1, e_{n}\right)} \leq \frac{2\left|e_{n}^{\prime}-e_{n}\right|}{e_{n}+1} .
\end{aligned}
$$

Moreover,

$$
\frac{\left(e_{n}^{\prime}-e_{n}\right)^{2}}{\left(e_{n}+e_{n}^{\prime}+1\right)^{2}} \leq \frac{\left|e_{n}^{\prime}-e_{n}\right|}{e_{n}+1}
$$

We conclude the proof using remark 3.4 (ii).
Let $a$ be a positive real number and $\lambda_{q}$ be a sequence of real numbers with $e^{-(q+1) a}<$ $\lambda_{q} \leq e^{-q a}$. For an integer $k$, let $\psi_{k}$ be a state on $M_{2}(C)$ with eigenvalues $\left(1 /\left(1+\lambda_{k}\right)\right.$, $\lambda_{k} /\left(1+\lambda_{k}\right)$. Let $m \geq 1$ be an integer and, for each multi-index $p=\left(p_{1}, \ldots, p_{m}\right)$, $0 \leq p_{1} \leq p_{2} \leq \cdots \leq p_{m}$, let $\phi_{p}$ be a state with eigenvalues $\left(1 / \Lambda_{p}, \lambda_{p_{1}} / \Lambda_{p}, \cdots, \lambda_{p_{m}} / \Lambda_{p}\right)$ $\left(\Lambda_{p}=1+\sum_{i=1}^{m} \lambda_{p_{i}}\right)$.
(3.6) Corollary. Let $L_{p}$ be a sequence of integers indexed by the m-tuples $p=$ $\left(p_{1}, \ldots, p_{m}\right)$ with $0 \leq p_{1} \leq \cdots \leq p_{m}$. For $k \in \mathbb{N}$, let

$$
R_{k}=\left[\sum_{i=1}^{m} \sum_{\left\{p \mid p_{i}=k\right\}} \frac{L_{p}\left(1+\lambda_{k}\right)}{\Lambda_{p}}\right] .
$$

If $M=\bigotimes_{p}\left(M_{m+1}(C), \phi_{p}\right)^{\otimes L_{p}}$ is of type $\mathrm{III}_{0}$, then it is isomorphic to $N=$ $\otimes_{k}\left(M_{2}(C), \psi_{k}\right)^{\otimes R_{k}}$.

Proof. We prove corollary 3.6 by induction on $m$. If $m=1$ there is nothing to prove.
Let $M=\bigotimes_{(p, q)}\left(M_{m+2}(C), \phi_{p, q}\right)^{\otimes L_{p, q}}$ be an ITPFI $_{m+2}$ factor written as in the proof of theorem 2.1. Let

$$
M_{1}=\underset{p, q}{\otimes}\left[\left(M_{m+1}(C), \phi_{p}\right)^{\otimes K_{p, q} \otimes}\left(M_{2}(C), \phi_{q}\right)^{\otimes J_{p, q}}\right]
$$

where $\quad K_{p, q}=L_{p, q}-\left[\lambda_{q} L_{p, q} / \Lambda_{p, q}\right], \quad\left(\Lambda_{p, q}=1+\sum_{i=1}^{m} \lambda_{p_{i}}+\lambda_{q}=\Lambda_{p}+\lambda_{q}\right), \quad J_{p, q}=$ $\left[\left(\left(1+\lambda_{q}\right) / \Lambda_{p, q}\right) L_{p, q}\right]$.

By the proof of theorem 2.1, $M$ and $M_{1}$ are isomorphic. By induction, $M_{1}$ is isomorphic to $N_{1}=\otimes_{k}\left(M_{2}(C), \phi_{k}\right)^{\otimes S_{k}}$ where

$$
S_{k}=\left[\sum_{i=1}^{m} \sum_{\substack{p, q \\ p_{i}=k}} \frac{K_{p, q}\left(1+\lambda_{k}\right)}{\Lambda_{p}}\right]+\sum_{p} J_{p, k} .
$$

As $K_{p, q} / \Lambda_{p} \geq L_{p, q} / \Lambda_{p, q}$, we have:

$$
\begin{aligned}
S_{k} & \geq\left[\sum_{i=1}^{m} \sum_{\left\{(p, q) \mid p_{i}=k\right\}} \frac{L_{p, q}\left(1+\lambda_{k}\right)}{\Lambda_{p, q}}\right]+\sum_{p}\left[\frac{L_{p, k}\left(1+\lambda_{k}\right)}{\Lambda_{p, k}}\right] \\
& \geq R_{k}-\frac{(k+m)!}{k!m!}
\end{aligned}
$$

as

$$
R_{k}=\left[\sum_{i=1}^{m} \sum_{\left\{(p, q) \mid p_{i}=k\right\}} \frac{L_{p, q}\left(1+\lambda_{k}\right)}{\Lambda_{p, q}}+\sum_{p} \frac{L_{p, k}\left(1+\lambda_{k}\right)}{\Lambda_{p, k}}\right] .
$$

On the other hand,

$$
S_{k} \leq\left[\sum_{i=1}^{m} \sum_{\left\{(p, k) \mid p_{i}=k\right\}} \frac{L_{p, q}\left(1+\lambda_{k}\right)}{\Lambda_{p}}+\sum_{p} \frac{L_{p, k}\left(1+\lambda_{k}\right)}{\Lambda_{p, k}}\right] .
$$

Note that for $k \leq q$ we have

$$
\frac{\Lambda_{p, q}}{\Lambda_{p, q}-\lambda_{q}} \leq \frac{\Lambda_{p, q}-\lambda_{q}+\lambda_{k}}{\Lambda_{p, q}-\lambda_{q}} \leq 1+\lambda_{k} .
$$

Hence

$$
S_{k}<\left(1+\lambda_{k}\right)\left(R_{k}+1\right)
$$

We have $\lambda_{k}\left(R_{k}-S_{k}\right) \leq \lambda_{k}(k+m)!/ k!m!\quad$ and $\quad\left(S_{k}-\left(R_{k}+1\right)\right) /\left(R_{k}+1\right)<\lambda_{k}$. Therefore,

$$
\left|\frac{\lambda_{k}\left(R_{k}-S_{k}\right)}{\lambda_{k} R_{k}+1}\right| \leq \lambda_{k} \frac{(k+m)!}{k!m!}
$$

so that

$$
\sum_{k=1}^{+\infty}\left|\frac{\lambda_{k}\left(R_{k}-S_{k}\right)}{\lambda_{k} R_{k}+1}\right|<+\infty
$$

By corollary 3.5, $N=\otimes_{k=1}^{\infty}\left(M_{2}(C), \psi_{k}\right)^{\otimes R_{k}}$ is isomorphic to $N_{1}$.
Theorem 3.1 gives also a (negative) answer to problem 7 of [16, p. 37].
(3.7) Corollary. Let $L_{k}$ be a sequence of integers and $\lambda, 0<\lambda<1$, a real number. Let $\phi_{k}$ be a state on $M_{2}(C)$ with eigenvalues $\left\{1 /\left(1+\lambda^{k}\right), \lambda^{k} /\left(1+\lambda^{k}\right)\right\}$. Let $M$ be the ITPFI ${ }_{2}$ factor: $M=\bigotimes_{k \geq 1}\left(M_{2}(C), \phi_{k}\right)^{\otimes \mathbf{L}_{k}}$.

Then if $M$ is not of type $I$, there exists a sequence $L_{k}^{\prime}$ such that $\sum_{k \geq 1} \lambda^{k}\left|L_{k}^{\prime}-L_{k}\right|=+\infty$ and $M$ is isomorphic to the $\mathrm{ITPFI}_{2}$ factor $N=\otimes_{k \geq 1}\left(M_{2}(C), \phi_{k}\right)^{\otimes L_{k}^{\prime}}$.
Proof. The factor $M$ not being of type $I$, the sequence ( $L_{k} \lambda^{k}$ ) is not summable. Therefore there exists a sequence $\left(a_{k}\right) \in \ell_{2}(\mathbb{N})$ such that $\sum_{k \geq 1}\left(L_{k} \lambda^{k}\right)^{\frac{1}{2}} a_{k}=+\infty$. Let $L_{k}^{\prime}=L_{k}+\left[a_{k}\left(L_{k} \lambda^{-k}\right)^{\frac{1}{2}}\right]$ We have $\sum_{k}\left(L_{k}^{\prime}-L_{k}\right) \lambda^{k}=+\infty$ and $\sum_{k} \lambda^{k}\left(L_{k}^{\prime}-L_{k}\right)^{2} / L_{k}<+\infty$. This implies, by remark 3.4(i), that $M$ and $N$ are isomorphic.

## 4. An example

Theorem 3.1 does not admit a converse in general (for example, the Powers factors of type III $_{\lambda}$ or the Araki \& Woods type III, factor can be written in many completely different ways).

However in some situations it does admit a converse (proposition 4.4). This yields a quite surprising example (4.5).

Let $L_{n}$ be a sequence of positive integers and let $\lambda_{n}$ be a sequence of positive real numbers. Let $\mu_{n}$ be the measure on $\mathbb{Z}$ (supported by $\left\{0, \ldots, L_{n}\right\}$ ) corresponding to ( $L_{n}, \lambda_{n}$ ) and let $\mu=\otimes_{n \geq 1} \mu_{n}$ be the product measure on $\prod_{n \geq 1} \mathbb{Z}$.
(4.1) Definition. The sequence ( $L_{n}, \lambda_{n}$ ) is said to satisfy condition $C$ if there exists $\varepsilon>0$ and sequences $a_{n}, b_{n}$ of integers such that
(i) $\mu\left(\left\{x=\left(x_{n}\right)_{n \geq 1} \in \prod_{n \geq 1} \mathbb{Z} \mid a_{n} \leq x_{n} \leq b_{n}\right.\right.$, for all $\left.\left.n \geq 1\right\}\right)>0$;
(ii) for all $n \geq 1,-\log \lambda_{n} \geq \varepsilon-\sum_{k=1}^{n-1} 2\left(b_{k}-a_{k}\right) \log \lambda_{k}$.

A much stronger condition was used by Araki \& Woods to prove the existence of type $\mathrm{III}_{0}$ factors ([1, § 10], cf. also [15]).
(4.2) Remark. Let $a_{n}, b_{n}$ be as in definition 4.1 and let $B=\left\{x \in \prod_{n \geq 1} \mathbb{Z} \mid a_{n} \leq x_{n} \leq b_{n}\right\}$. Using the description of the flow of weights given in the appendix, $B \times \mathbb{R}$ maps onto the flow space. Condition (ii) says that $B \times[0, \varepsilon)$ maps injectively to the flow space. In particular if $\sum_{n \geq 1} L_{n} \lambda_{n}=+\infty$ the corresponding factor is of type $\mathrm{III}_{0}$.
(4.3) Lemma. Let $\left(L_{n}, \lambda_{n}\right),\left(L_{n}^{\prime}, \lambda_{n}\right)$ satisfy condition C. Assume that the corresponding factors are isomorphic.

Then, there exists a sequence of integers $\left(c_{n}\right)_{n \geq 1}$ such that $\phi_{*} \mu$ and $\mu^{\prime}$ are not (mutually) singular, where $\phi: \prod_{n \geq 1} \mathbb{Z} \rightarrow \prod_{n \geq 1} \mathbb{Z}$ is defined by $\phi(x)_{n}=x_{n}+c_{n}$. $\mu$ and $\mu^{\prime}$ denote the measures on $\prod_{n>1} \mathbb{Z}$ associated with $\left(L_{n}, \lambda_{n}\right)$ and $\left(L_{n}^{\prime}, \lambda_{n}\right)$, as above.)

Proof. Let $a_{n}, b_{n}, a_{n}^{\prime}, b_{n}^{\prime}, \eta\left(=\inf \left(\varepsilon, \varepsilon^{\prime}\right)\right)$ be given by definition 4.1.
Let $B_{0}=\prod_{n \geq 1}\left\{a_{n}, \ldots, b_{n}\right\}, B_{0}^{\prime}=\prod_{n \geq 1}\left\{a_{n}^{\prime}, \ldots, b_{n}^{\prime}\right\}$. Let $T_{0}: B_{0} \rightarrow B_{0}, T_{0}^{\prime}: B_{0}^{\prime} \rightarrow B_{0}^{\prime}$ be the odometers. Let $x \in B_{0}$ and $p \in \mathbb{N}$. Then $\left(T_{0}^{p} x\right)_{n}=x_{n}$ for $n$ large enough. Let

$$
\xi(x, p)=-\sum_{n \geq 1}\left(\left(T_{0}^{p} x\right)_{n}-x_{n}\right) \log \lambda_{n}
$$

and

$$
\xi^{\prime}\left(x^{\prime}, p\right)=-\sum_{n \geq 1}\left(\left(T_{0}^{\prime p} x^{\prime}\right)_{n}-x_{n}^{\prime}\right) \log \lambda_{n} \quad\left(x^{\prime} \in B_{o}^{\prime}\right) .
$$

As the corresponding factors are isomorphic, there exists an isomorphism between their flows of weights.

These flows are constructed over the base transformations ( $B_{0}, \mu, T_{0}$ ), ( $B_{0}^{\prime}, \mu^{\prime}, T_{0}^{\prime}$ ) with the ceiling functions $\xi(x, 1)$ and $\xi^{\prime}\left(x^{\prime}, 1\right)$. The isomorphism of the flows means that there exist: non-null subsets $B_{1}, B_{1}^{\prime}$ of $B_{0}$ and $B_{0}^{\prime}$; a measure-class preserving isomorphism $\phi: B_{1} \rightarrow B_{1}^{\prime}$ intertwining the induced transformations $T_{1}$ and $T_{1}^{\prime}$; a measurable map $\alpha: B_{1} \rightarrow \mathbb{R}$ such that if $\xi_{1}$ and $\xi_{1}^{\prime}$ are the induced ceiling functions $\left(\xi_{1}(x)=\xi(x, m(x))\right.$ if $\left.T_{1}(x)=T_{0}^{m(x)}(x)\right)$,

$$
\xi_{1}^{\prime}(\phi(x))=\xi_{1}(x)+\alpha\left(T_{1}(x)\right)-\alpha(x)
$$

for almost all $\boldsymbol{x}$.
There exists an interval $I$ in $\mathbb{R}$ of length smaller than $\eta$ such that $\mu\left(\alpha^{-1}(I)\right) \neq 0$. Let $B=\alpha^{-1}(I), B^{\prime}=\phi(B)$. Let $T$ and $T^{\prime}$ be the induced transformations in $B$ and $B^{\prime}$.

For $x \in B$ (resp. $\left.x^{\prime} \in B^{\prime}\right)$, let $p(x)$ (resp. $p^{\prime}\left(x^{\prime}\right)$ ) be the integer satisfying $T(x)=$ $T_{0}^{p(x)}(x)\left(\right.$ resp. $\left.T^{\prime}\left(x^{\prime}\right)\right)=T_{0}^{\prime p^{\prime}\left(x^{\prime}\right)}\left(x^{\prime}\right)$ ). Let $q(x)$ be defined by $T(x)=T_{1}^{q(x)}(x)$. Note that $T^{\prime}(\phi(x))=\phi(T(x))=T_{1}^{\prime q(x)}(\phi(x))$.

Put $\xi(x)=\xi(x, p(x))=\sum_{i=0}^{q(x)-1} \xi_{1}\left(T_{1}^{i}(x)\right) ; \xi^{\prime}\left(x^{\prime}\right)=\xi^{\prime}\left(x^{\prime}, p^{\prime}\left(x^{\prime}\right)\right)$. Note that we still have $\xi^{\prime}(\phi(x))=\xi(x)+\alpha(T x)-\alpha(x)$. (As $\xi^{\prime}(\phi(x))-\xi(x)=\sum_{i=0_{-}}^{q(x)-1}\left(\xi_{1}\left(\phi\left(T_{1}^{i}(x)\right)\right)-\right.$ $\left.\left.\xi_{1}\left(T_{1}^{i}(x)\right)\right)=\alpha(T x)-\alpha(x).\right)$

Now, for all $x$ and $p, x^{\prime}$ and $p^{\prime}$, we have

$$
\left|\xi(x, p)-\xi^{\prime}\left(x^{\prime}, p^{\prime}\right)\right| \leq \eta \Rightarrow \xi(x, p)=\xi^{\prime}\left(x^{\prime}, p^{\prime}\right)
$$

(condition C). We derive $\left.\xi^{\prime}(\phi x)\right)=\xi(x)$. Hence,

$$
-\sum_{n \geq 1}\left((T x)_{n}-x_{n}\right) \log \lambda_{n}=-\sum_{n \geq 1}\left(\left(T^{\prime} \phi(x)\right)_{n}-(\phi(x))_{n}\right) \log \lambda_{n} .
$$

By condition C, we get $(T x)_{n}-x_{n}=\left(T^{\prime} \phi(x)\right)_{n}-(\phi(x))_{n}$ for all $n$, which means $(\phi(x))_{n}-x_{n}=(\phi T(x))_{n}-(T x)_{n}$. By ergodicity of $T$, we get that $(\phi(x))_{n}-x_{n}$ is essentially constant (equal to an integer $c_{n}$ ) for all $n$. Moreover, $\left.\phi_{*} \mu\right|_{B}$ and $\left.\mu^{\prime}\right|_{B^{\prime}}$ are equivalent. Therefore, if we define $\phi: \prod_{n \geq 1} \mathbb{Z} \rightarrow \prod_{n \geq 1} \mathbb{Z}$, by $(\phi(x))_{n}=x_{n}+c_{n}$, we get that $\phi_{*} \mu$ and $\mu^{\prime}$ are not singular.

The following proposition is a partial converse of theorem 3.1.
(4.4) Proposition. Let $\left(L_{n}, \lambda_{n}\right)$, $\left(L_{n}^{\prime}, \lambda_{n}\right)$ satisfy condition C. If the corresponding $\mathrm{ITPFI}_{2}$ factors are isomorphic, then

$$
\sum_{n \geq 1} \frac{\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2}}{e_{n}^{\prime}+e_{n}}+\left(\frac{d_{n}}{e_{n}^{\prime}+e_{n}}\right)^{2}<\infty,
$$

where $e_{n}=L_{n} \lambda_{n} /\left(1+\lambda_{n}\right), e_{n}^{\prime}=L_{n}^{\prime} \lambda_{n} /\left(1+\lambda_{n}\right)$ and $d_{n}$ is the closest integer to $e_{n}^{\prime}-e_{n}$.
Proof. By lemma 4.3, there exists a sequence $\left(c_{n}\right)_{n \geq 1}$ of integers such that $\phi_{*} \mu$ and $\mu^{\prime}$ are not singular.

Let $\left(a_{n}\right)_{n \geq 1}$ be a sequence of real numbers such that $\sum_{n \geq 1} a_{n}^{2}\left(e_{n}+e_{n}^{\prime}\right) /\left(1+\lambda_{n}\right)<\infty$ and $a_{n}\left(e_{n}^{\prime}-e_{n}-c_{n}\right) \geq 0$. As we have $\sigma_{\mu}^{2}\left(x_{n}\right)=e_{n} /\left(1+\lambda_{n}\right)$ and $\sigma_{\mu}^{2}\left(x_{n}\right)=e_{n}^{\prime} /\left(1+\lambda_{n}\right)$ and using a theorem of Kolmogorov (cf. theorem B of $\S 46$ of [9]), we get: $\sum_{n \geq 1} a_{n}\left(x_{n}-e_{n}\right)$ converges $\mu$-a.e., $\sum_{n \geq 1} a_{n}\left(x_{n}-c_{n}-e_{n}\right)$ converges $\phi_{*} \mu$-a.e., also $\sum_{n \geq 1} a_{n}\left(x_{n}-e_{n}^{\prime}\right)$ converges $\mu^{\prime}$-a.e.

As $\phi_{*} \mu$ and $\mu^{\prime}$ are not singular, we get

$$
\sum_{n \geq 1} a_{n}\left(e_{n}^{\prime}-c_{n}-e_{n}\right)<\infty .
$$

If $\left(e_{n}^{\prime}-e_{n}-c_{n}\right) /\left(e_{n}^{\prime}+e_{n}\right)^{\frac{1}{2}} \in \ell_{2}(\mathbb{N})$, there exists a sequence $\left(b_{n}\right)_{n \geq 1} \in \ell_{2}(\mathbb{N})$ such that $\sum_{n \geq 1}\left|b_{n}\left(e_{n}^{\prime}-e_{n}-c_{n}\right)\right| /\left(e_{n}^{\prime}+e_{n}\right)^{\frac{1}{2}}=\infty$. Setting $\left|a_{n}\right|=\left|b_{n}\right| /\left(e_{n}^{\prime}+e_{n}\right)^{\frac{1}{2}}$, we get a contradiction. Therefore, $\left(e_{n}^{\prime}-e_{n}-c_{n}\right) /\left(e_{n}^{\prime}+e_{n}\right)^{\frac{1}{2}} \in \ell_{2}(\mathbb{N})$ and $\sum_{n \geq 1}\left(e_{n}^{\prime}-e_{n}-d_{n}\right)^{2} /$ $\left(e_{n}^{\prime}+e_{n}\right)<\infty$, where $d_{n}$ denotes the closest integer to $e_{n}^{\prime}-e_{n}$.

Put $\delta_{n}=e_{n}^{\prime}-e_{n}-c_{n}$, for all $n \geq 1$. We have:

$$
\begin{aligned}
\sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}-\frac{\delta_{n}}{2}\right)^{2}\right)= & \frac{L_{n} \lambda_{n}}{\left(1+\lambda_{n}\right)^{3}}\left(\frac{2 L_{n} \lambda_{n}}{1+\lambda_{n}}+\frac{1-4 \lambda_{n}+\lambda_{n}^{2}}{1+\lambda_{n}}\right) \\
& -2 \delta_{n} \frac{L_{n} \lambda_{n}\left(1-\lambda_{n}\right)}{\left(1+\lambda_{n}\right)^{3}}+\frac{\delta_{n}^{2} L_{n} \lambda_{n}}{\left(1+\lambda_{n}\right)^{2}} \\
\leq & 2 e_{n}^{2}+e_{n}+2\left|\delta_{n}\right| e_{n}+\delta_{n}^{2} e_{n} .
\end{aligned}
$$

Also,

$$
\sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}^{\prime}+\frac{\delta_{n}}{2}\right)^{2}\right) \leq 2 e_{n}^{\prime 2}+e_{n}^{\prime}+2\left|\delta_{n}\right| e_{n}^{\prime}+\delta_{n}^{2} e_{n}^{\prime}
$$

As $\sum_{n \geq 1} \delta_{n}^{2} /\left(e_{n}+e_{n}^{\prime}\right)<+\infty$, we may assume $\left|\delta_{n}\right| \leq\left(e_{n}+e_{n}^{\prime}\right)^{\frac{1}{2}}$ for all $n$. We get

$$
\begin{aligned}
& \sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}-\frac{\delta_{n}}{2}\right)^{2}\right)+\sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}^{\prime}+\frac{\delta_{n}}{2}\right)^{2}\right) \\
& \quad \leq 2\left(e_{n}+e_{n}^{\prime}\right)^{2}+e_{n}+e_{n}^{\prime}+2\left(e_{n}+e_{n}^{\prime}\right)^{\frac{3}{2}}+\left(e_{n}+e_{n}^{\prime}\right)^{2} \\
& \quad \leq 4\left(e_{n}+e_{n}^{\prime}\right)^{2}+2\left(e_{n}+e_{n}^{\prime}\right) \\
& \quad \leq 4\left(e_{n}+e_{n}^{\prime}+1\right)^{2} .
\end{aligned}
$$

If $\sum_{n \geq 1}\left(e_{n}-e_{n}^{\prime}\right)^{2} /\left(e_{n}+e_{n}^{\prime}+1\right)^{2}=\infty$, there exists a sequence $\left(b_{n}\right)_{n \geq 1}$ such that $\sum_{n \geq 1} b_{n}^{2}<\infty, \quad b_{n}\left(e_{n}-e_{n}^{\prime}\right) \geq 0$ and $\sum_{n \geq 1} b_{n}\left(e_{n}-e_{n}^{\prime}\right) /\left(e_{n}+e_{n}^{\prime}+1\right)=\infty$. Put $a_{n}=$ $b_{n} /\left(e_{n}+e_{n}^{\prime}+1\right)$.

As $\sum_{n \geq 1} a_{n}^{2}\left(\sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}-\left[\delta_{n} / 2\right]\right)^{2}\right)+\sigma_{\mu}^{2}\left(\left(x_{n}-e_{n}^{\prime}+\left[\delta_{n} / 2\right]\right)^{2}\right)\right)<\infty$, by a theorem of Kolmogorov (cf. [9, $\S 46$, theorem B]), we get

$$
\sum_{n \geq 1} a_{n}\left(\left(x_{n}-e_{n}-\left(\delta_{n} / 2\right)\right)^{2}-e_{n} /\left(1+\lambda_{n}\right)-\delta_{n}^{2} / 4\right)
$$

converges $\mu$-a.e. Hence,

$$
\sum_{n \geq 1} a_{n}\left(\left(x_{n}-e_{n}^{\prime}+\left(\delta_{n} / 2\right)\right)^{2}-e_{n} /\left(1+\lambda_{n}\right)-\delta_{n}^{2} / 4\right)
$$

converges $\phi_{*} \mu$-a.e. Also,

$$
\left.\sum_{n \geq 1} a_{n}\left(\left(x_{n}-e_{n}^{\prime}+\left(\delta_{n} / 2\right)\right)^{2}-e_{n}^{\prime} /\left(1+\lambda_{n}\right)-\delta_{n}^{2} / 4\right)\right)
$$

converges $\mu^{\prime}$-a.e. As $\phi_{*} \mu$ and $\mu^{\prime}$ are not singular, we get

$$
\sum_{n \geq 1} a_{n}\left(e_{n}-e_{n}^{\prime}\right) /\left(1+\lambda_{n}\right)<\infty,
$$

which contradicts our assumption $\sum_{n \geq 1} b_{n}\left(e_{n}-e_{n}^{\prime}\right) /\left(e_{n}+e_{n}^{\prime}+1\right)=\infty$.
The proposition now follows from remark 3.4.
(4.5) Example. Let $\lambda \in(0,1)$. Put $\lambda_{k}=\lambda^{(2 k)!}(k \geq 1)$. Let

$$
L_{k}=\left[\left(\frac{1+\lambda_{k}}{\lambda_{k}}\right) k\right], \quad L_{k}^{\prime}=\left[\left(\frac{1+\lambda_{k}}{\lambda_{k}}\right)\left(k+\frac{1}{2}\right)\right], \quad L_{k}^{\prime \prime}=\left[\left(\frac{1+\lambda_{k}}{\lambda_{k}}\right)(k+1)\right] .
$$

One easily checks that the sequences $\left(L_{k}, \lambda_{k}\right),\left(L_{k}^{\prime}, \lambda_{k}\right),\left(L_{k}^{\prime \prime}, \lambda_{k}\right)$ satisfy condition C (taking $a_{k}=0, b_{k}=k(k+1)$ and using Tchebyshev's inequality).

Let $M, N, P$ be the corresponding factors. Using theorem 3.1 , we get that $M$ and $P$ are isomorphic; using proposition 4.4, we get that $M$ and $N$ are not isomorphic. Note that, for all $k, L_{k} \leq L_{k}^{\prime} \leq L_{k}^{\prime \prime}$.

Using theorem 3.1, again we get that $M \otimes M$ and $N \otimes N$ are isomorphic.
Let $\Lambda_{k}=\left[\left(1+\lambda_{k}\right) / 2 \lambda_{k}\right]$ and let $Q$ be the factor corresponding to ( $\Lambda_{k}, \lambda_{k}$ ). We have $M \otimes Q(\cong N)$ is not isomorphic to $M$, though $M \otimes Q \otimes Q(\cong P)$ is isomorphic to $M$.

Taking $\Lambda_{k}=\left[\left(1+\lambda_{k}\right) / q \lambda_{k}\right]$, where $q$ is an integer, we get factors $M$ and $Q$ such that $M \otimes Q^{\otimes j}, j=0, \ldots, q-1$, are pairwise non-isomorphic but $M \otimes Q^{\otimes q}$ is isomorphic to $M$.

## Appendix

In §§ 2, 3 we use only a partial determination of the Connes-Takesaki flow of weights. In order to make the exposition reasonably self-contained, we outline the relevant aspects of this construction. In part (A) we set it in the general framework of equivalence relations. In part (B) we specialize it to the ITPFI case. Finally in parts (C) and (D) we indicate how this partial construction is used in $\S \S 3(\mathrm{C})$ and 2(D).
(A) Let $\mathscr{R}_{0}$ be a type III discrete ergodic equivalence relation on the Lebesgue measure space $\left(\Omega_{0}, P\right)$. Let $M=M\left(\mathscr{R}_{0}\right)$ be the corresponding factor.

By [5, theorem II 6.2] (cf. also [4], [8], [10], [13], [14]) the flow of weights of $\boldsymbol{M}$ is given by the action of $\mathbb{R}$ by translation in $\Omega_{0} \times \mathbb{R} / \tilde{\mathscr{R}}_{0}$ (this quotient stands for the ergodic decomposition) where $\tilde{\mathscr{R}}_{0}$ is the equivalence relation in ( $\Omega_{0} \times \mathbb{R}, P \times m$ ) given by $(x, t) \tilde{R}_{0}(y, s)$ iff $x \mathscr{R}_{0} y$ and $s=t-\log \delta(x, y)$ where $\delta(x, y)$ is the module of $P$ (cf. [4], [6, p. 434]) ( $m$ is a finite measure on $\mathbb{R}$ equivalent to the Lebesgue measure). Note that as ( $\Omega_{0}, P, \mathscr{R}_{0}$ ) is weakly equivalent to its restriction ( $A, P, \mathscr{R}_{0 \mid A}$ ) for $A \subseteq \Omega_{0}, P(A) \neq 0$, the flow of weights may also be realized in $A \times \mathbb{R} / \tilde{\mathscr{R}}_{0 \mid A \times \mathbf{R}}$.

This ergodic decomposition has explicitly been determined in some cases (cf. [3], [ $10, \S$ I.6], it can also be obtained in $\S 4$ of this paper). In general, however, it seems to be a problem.

Let $\tilde{\mathscr{R}}_{1}$ be another equivalence relation, $\tilde{\mathscr{R}}_{1} \subseteq \tilde{\mathscr{R}}_{0}$. The ergodic decomposition $\left(\Omega_{0} \times \mathbb{R}\right) / \tilde{R}_{0}$ can be obtained in two steps, computing first $(Y, \mu)=\left(\Omega_{0} \times \mathbb{R}, P \times\right.$ $m) / \tilde{R}_{1}$ and then $(Y, \mu) / \tilde{\mathscr{R}}$ where $\tilde{\mathscr{R}}$ is a discrete equivalence relation given below. The interest of this construction is that, in the cases we are interested in, we are able to compute both the quotient ( $Y, \mu$ ) and the equivalence relation $\tilde{\mathscr{R}}$.

The measure $P \times m$ admits the disintegration $P \times m=\int_{Y} v_{y} d \mu(y)$ where the $v_{y}$ are pairwise singular $\tilde{\mathscr{R}}_{1}$-quasi-invariant and ergodic measures on $\Omega \times \mathbb{R}$. Then $\tilde{\mathscr{R}}$ is defined by any of the equivalent conditions:
$y \tilde{\mathscr{R}} y^{\prime}$ iff (i) for all measurable subsets $E, E^{\prime}$ of $\Omega_{0} \times \mathbb{R}$ such that $v_{y}(E) \neq 0, v_{y^{\prime}}\left(E^{\prime}\right) \neq 0$ there exist $x \in E, x^{\prime} \in E^{\prime}$ with $x \tilde{\mathscr{R}}_{0} x^{\prime}$, or
(ii) there exists a partial borel transformation $\phi$ whose graph is contained in the graph of $\tilde{\mathscr{R}}_{0}$ such that $v_{y}(\operatorname{dom} \phi)=1$ and that $\phi_{*}\left(v_{y}\right)$ and $v_{y^{\prime}}$ are not singular.
If $\tilde{\mathscr{R}}_{0}$ is defined by the countable set $\left(g_{n}\right)_{n \geq 1}$ of transformations of $\Omega_{0} \times \mathbb{R}$, we also have the condition
(iii) $m_{y}=\sum_{n \geqslant 1} 2^{-n} g_{n^{*}}\left(v_{y}\right)$ and $m_{y^{\prime}}=\sum_{n \geqslant 1} 2^{-n} g_{n^{*}}\left(v_{y^{\prime}}\right)$ are equivalent.
(To see the equivalence of (i), (ii) and (iii) note that $m_{y}$ and $m_{y^{\prime}}$ are $\tilde{\mathscr{R}}_{0}$-quasiinvariant and ergodic, hence either singular or equivalent).
(B) In the ITPFI case, $\left(\Omega_{0}, P\right)=\prod_{n \geq 1}\left(X_{n}, P_{n}\right)$ where $\left(X_{n}, P_{n}\right)$ is a finite probability space for all $n$. The equivalence relation $\mathscr{R}_{0}$ is given by $\omega \mathscr{R}_{0} \omega^{\prime}$ iff $\omega_{n}=\omega_{n}^{\prime}$ for all but finitely many $n$ 's. There may be some multiplicity in the eigenvalues, which means, in our setting, that there may be $x, x^{\prime} \in X_{n}$ with $P_{n}(x)=P_{n}\left(x^{\prime}\right)\left(x \neq x^{\prime}\right)$. Let $\mathscr{S}_{n}$ be an equivalence relation in $X_{n}$ preserving $P_{n}\left(\right.$ i.e. if $x \mathscr{S}_{n} x^{\prime}, P_{n}(x)=P_{n}\left(x^{\prime}\right)$ ).

Let $\mathscr{R}_{1} \subseteq \mathscr{R}_{0}$ be the equivalence relation given by $\omega \mathscr{R}_{1} \omega^{\prime}$ iff $\omega \mathscr{R}_{0} \omega^{\prime}$ and for all $n$, $\omega_{n} \mathscr{S}_{n} \omega_{n}^{\prime}$. Let $\tilde{\mathscr{R}}_{1} \subseteq \tilde{\mathscr{R}}_{0}$ be given by $(\omega, t) \tilde{\mathscr{R}}_{1}\left(\omega^{\prime}, s\right)$ iff $\omega \mathscr{R}_{1} \omega^{\prime}$ and $t=s$.

Clearly $\Omega_{0} \times \mathbb{R} / \mathscr{R}_{1}=\Omega_{0} / \mathscr{R}_{1} \times \mathbb{R}$ and $\left(\Omega_{0}, P\right) / \mathscr{R}_{1}=\prod_{n \geq 1}\left(\left(X_{n}, P_{n}\right) / \mathscr{S}_{n}\right)$.
Put $\left(X_{n}, P_{n}\right) / \mathscr{S}_{n}=\left(\Omega_{n}, \mu_{n}\right)$. Let $\mathscr{R}$ be the equivalence relation on $(\Omega, v)=$ $\Pi_{n \geq 1}\left(\Omega_{n}, \mu_{n}\right)$ given by $x \mathscr{R} y$ iff there exists $k$ such that $x_{n}=y_{n}, n \geq k$. Let $\pi: \Omega_{0} \rightarrow \Omega$ be the projection. If $x \mathscr{R} y$, let $\omega, \omega^{\prime} \in \Omega_{0}$ be such that $\pi(\omega)=x, \pi\left(\omega^{\prime}\right)=y$ and $\omega \mathscr{R}_{0} \omega^{\prime}$. As $\mathscr{S}_{n}$ preserves $P_{n}$, we notice that

$$
\delta_{0}\left(\omega, \omega^{\prime}\right)=\prod_{n>1} P_{n}\left(\omega_{n}\right) P_{n}\left(\omega_{n}^{\prime}\right)^{-1}
$$

does not depend on the choice of $\omega, \omega^{\prime}$. Put $\delta(x, y)=\delta_{0}\left(\omega, \omega^{\prime}\right)$. Then $\tilde{\mathscr{R}}$ is given by $(x, t) \tilde{\mathscr{R}}(y, s)$ iff there exists $k \geq 1$ such that $x_{n}=y_{n}, n \geq k$ and $s=t-\log \delta(x, y)$.
(C) In §3, we have $\left(X_{n}, P_{n}\right)=\left(\{0,1\}, \alpha_{n}\right)^{\otimes K_{n}}$ where $\alpha_{n}(0)=1 /\left(1+\lambda_{n}\right), \alpha_{n}(1)=$ $\lambda_{n} /\left(1+\lambda_{n}\right)$. If $x=\left(x_{i}\right)_{l=1, \ldots, K_{n}} \in X_{n}$ put $k(x)=\#\left\{l \in\left\{1, \ldots, K_{n}\right\} ; x_{l}=1\right\}$. We have

$$
P_{n}(x)=\frac{\lambda_{n}^{k(x)}}{\left(1+\lambda_{n}\right)^{K_{n}}}
$$

The equivalence relation $\mathscr{S}_{n}$ is here $x \mathscr{S}_{n} x^{\prime}$ iff $k(x)=k\left(x^{\prime}\right)$. The quotient of $X_{n}$ by $\mathscr{S}_{n}$ is $\left\{0, \ldots, K_{n}\right\}$ and the measure $\mu_{n}$ is given by

$$
\begin{aligned}
\mu_{n}(k) & =\sum_{x, k(x)=k} P_{n}(x) \\
& =(\nexists\{x, k(x)=k\}) \cdot \frac{\lambda_{n}^{k}}{\left(1+\lambda_{n}\right)^{K_{n}}}=\frac{K_{n}!}{\left(K_{n}-k\right)!k!} \cdot \frac{\lambda_{n}^{k}}{\left(1+\lambda_{n}\right)^{K_{n}}} .
\end{aligned}
$$

It is also convenient in $\S 3$ to replace $\left\{0, \ldots, K_{n}\right\}$ by $\left\{-f_{n}, 1-f_{n}, \ldots, K_{n}-f_{n}\right\}$ considered as a subset of $\mathbb{Z}$. Note that if $\omega, \omega^{\prime} \in \Omega=\prod_{n \geqslant 1} \mathbb{Z}$ and if $\omega \mathscr{R} \omega^{\prime}$ then $\delta\left(\omega, \omega^{\prime}\right)=\prod_{n \geq 1} \lambda_{n}^{\omega_{n}-\omega_{n}^{\prime}}$ (if $\omega \mathscr{R} \omega^{\prime}$, all but finitely many $\omega_{n}-\omega_{n}^{\prime}$ are zero).
(D) In §2, we have $\left(X_{p, q}, P_{p, q}\right)=\left(\{0,1, \ldots, m, m+1\}, \quad \alpha_{p, q}\right)^{\otimes L_{p, q}} \quad$ where $\alpha_{p, q}(0)=1 / \Lambda_{p, q}, \alpha_{p, q}(i)=\lambda_{p_{i}} / \Lambda_{p, q}, 1 \leq i \leq m$, and $\alpha_{p, q}(m+1)=\lambda_{q} / \Lambda_{p, q}$. For $x \in X_{p, q}$ $i=1, \ldots, m$, put $k_{i}(x)=\#\left\{l \in\left\{1, \ldots, L_{p, q}\right\} ; x_{i}=i\right]$ and $j(x)=\#\left\{l \in\left\{1, \ldots, L_{p, q}\right\}\right.$; $\left.x_{l}=m+1\right\}$. The equivalence $\mathscr{S}_{p, q}$ is given by $x \mathscr{S}_{p, q} x^{\prime}$ iff $k_{i}(x)=k_{i}\left(x^{\prime}\right)$ for all $i$ and $j(x)=j\left(x^{\prime}\right)$. The quotient of $\left(X_{p, q}, P_{p, q}\right)$ by $\mathscr{S}_{p, q}$ is the space of $(k, j)$ considered in $\S 2$, namely $X_{p, q} / \mathscr{S}_{p, q}=\left\{(k, j) \in \mathbb{N}^{m} \times \mathbb{N} ;|k|+j \leq L_{p, q}\right\}$, and the quotient measure is the measure $\mu_{p, q}$ of $\S 2$.

We also consider

$$
\left(X_{p, q}^{\prime}, P_{p, q}^{\prime}\right)=\left(\{0,1, \ldots, m\}, \beta_{p}\right)^{\otimes K_{p, q}} \times\left(\{0,1\}, \gamma_{q}\right)^{\otimes J_{p, q}}
$$

where $\beta_{p}(i)=\lambda_{p_{i}} / \Lambda_{p}, \gamma_{q}(0)=1 /\left(1+\lambda_{q}\right), \gamma_{q}(1)=\lambda_{q} /\left(1+\lambda_{q}\right)$. An element $x \in X_{p, q}^{\prime}$ is of the form $(y, z), y=\left(y_{l}\right)_{l=1, \ldots, K_{p, q}}, y_{l} \in\{0,1, \ldots, m\}, z=\left(z_{p}\right)_{l=1, \ldots, J_{p, q},}, z_{l} \in\{0,1\}$. If $x \in X_{p, q}^{\prime}$ put $k_{i}(x)=\#\left\{l \in\left\{1, \ldots, K_{p, q}\right\} ; y_{l}=i\right\}$ and $j(x)=\#\left\{l \in\left\{1, \ldots, J_{p, q}\right\} ; z_{l}=1\right\}$.

The equivalence relation $\mathscr{S}_{p, q}^{\prime}$ is given by $x_{\mathscr{S}_{p, q}^{\prime}}^{\prime} x^{\prime}$ iff $k_{i}(x)=k_{i}\left(x^{\prime}\right)$ for all $i$ and $j(x)=j\left(x^{\prime}\right)$. The quotient of $\left(X_{p, q}^{\prime}, P_{p, q}^{\prime}\right)$ by $\mathscr{S}_{p, q}^{\prime}$ is the space $\left\{(k, j) \in \mathbb{N}^{m} \times \mathbb{N},|k| \leq K_{p, q}\right.$, $\left.j \leq J_{p, q}\right\}$ and the measure $\mu_{p, q}^{\prime}$ of $\S 2$.
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