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KAM FOR THE NONLINEAR BEAM EQUATION

L. Hakan Eliasson, Benôıt Grébert and Sergei B. Kuksin

Abstract. In this paper we prove a KAM theorem for small-amplitude solutions
of the non linear beam equation on the d-dimensional torus

utt + Δ2u + mu + ∂uG(x, u) = 0, t ∈ R, x ∈ T
d, (∗)

where G(x, u) = u4+O(u5). Namely, we show that, for generic m, many of the small
amplitude invariant finite dimensional tori of the linear equation (∗)G=0, written as
the system

ut = −v, vt = Δ2u + mu,

persist as invariant tori of the nonlinear equation (∗), re-written similarly. The
persisted tori are filled in with time-quasiperiodic solutions of (∗). If d ≥ 2, then
not all the persisted tori are linearly stable, and we construct explicit examples
of partially hyperbolic invariant tori. The unstable invariant tori, situated in the
vicinity of the origin, create around them some local instabilities, in agreement
with the popular belief in the nonlinear physics that small-amplitude solutions of
space-multidimensional Hamiltonian PDEs behave in a chaotic way.
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1 Introduction

1.1 The beam equation and KAM for PDE’s. The paper deals with small-
amplitude solutions of the multi-dimensional nonlinear beam equation on the torus:

utt + Δ2u + mu = −g(x, u), u = u(t, x), t ∈ R, x ∈ T
d = R

d/(2πZ)d, (1.1)

where g is a real analytic function of x ∈ T
d and of u in the vicinity of the origin in

R. We shall consider functions g of the form

g = ∂uG, G(x, u) = u4 + O(u5). (1.2)

The polynomial u4 is the main part of G and O(u5) is the higher order part. m
is the mass parameter and we assume that m ∈ [1, 2].

This equation is interesting by itself. Besides, it is a good model for the Klein–
Gordon equation

utt −Δu + mu = −∂uG(x, u), x ∈ T
d, (1.3)

which is among the most important equations of mathematical physics. We feel
confident that the ideas and methods of our work apply—with additional technical
efforts—to (1.3). Our approach is adequate to a number of other space-multidimen-
sional Hamiltonian PDEs with a mass parameter. We have chosen the beam equation
(1.1) for an object of study in this work simply since this is the easiest space-
multidimensional equation of mathematical physics to which the approach applies.
Our results, presented below, hold for solutions of eq. (1.1) with a typical positive
value of the mass parameter. The situation with the nonlinear wave Eq. (1.3)m=0,
as well as with the zero-mass beam equation, may be quite different.

Our goal is to develop a general KAM-theory for small-amplitude solutions of
(1.1). To do this we compare them with time-quasi-periodic solution of the linearised
at zero equation

utt + Δ2u + mu = 0. (1.4)

Decomposing real functions u(x) on T
d to Fourier series

u(x) =
∑

a∈Zd

uae
i〈a,x〉 + c.c.

(here c.c. stands for “complex conjugated”), we write time-quasiperiodic solutions
for (1.4), corresponding to a finite set of excited wave-vectors A ⊂ Z

d, as

u(t, x) =
∑

a∈A

(
ξae

iλat + ηae
−iλat

)
ei〈a,x〉 + c.c., (1.5)

where λa =
√
|a|4 + m . We examine these solutions and their perturbations in

Eq. (1.1) under the assumption that the action-vector I = {1
2(|ξa|2 + |ηa|2), a ∈ A}

is small. In our work this goal is achieved provided that
- the finite set A is typical in a probabilistic sense;
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- the mass parameter m does not belong to a certain set of zero measure.
The linear stability of the obtained solutions for (1.1) is under control. If d ≥ 2,

and |A| ≥ 2, then some of them are linearly unstable.
Before giving exact statement of the result, we discuss the state of affairs in the

KAM for PDE theory. The theory started in late 1980’s and originally applied to
1d Hamiltonian PDEs, see in [Kuk87,Kuk93,Cra00]. The first works on this theory
treated

(a) perturbations of linear Hamiltonian PDE, depending on a vector-parameter of
the dimension equal to the number of frequencies of the unperturbed quasiperi-
odic solution of the linear system (for solutions (1.5) this is |A|). Usually the
parameter enters the equation through the potential term V (x)u(t, x), where
the potential V depends on the parameter. Next the theory was applied to

(b) perturbations of integrable Hamiltonian PDE, e.g. of the KdV or Sine-Gordon
equations, see [Kuk00]. In paper [BK95]

(c) small-amplitude solutions of the 1d Klein–Gordon equation (1.3) with G(x, u) =
−u4 +O(u4) were treated as perturbed solutions of the Sine-Gordon equation,
and a singular version of the KAM-theory (b) was developed to study them
(Notice that for suitable a and b we have mu− u3 + O(u4) = a sin bu + O(u4).
So the 1d Eq. (1.3) is the Sine-Gordon equation, perturbed by a small term
O(u4)).

It was proved in [BK95] that for a.a. values of m and for any finite set A most
of the small-amplitude solutions (1.5) for the linear Klein-Gordon equation (with
λa =

√
|a|2 + m) persist as linearly stable time-quasiperiodic solutions for (1.3).

In [KP96] it was realised that it can be fruitful in 1d equations like (1.3), just as
it is in finite-dimensional Hamiltonian systems (see for example [Eli88]), to study
small solutions not as perturbations of solutions for an integrable PDE, but rather
as perturbations of solutions for a Birkhoff–integrable system, after the equation
is normalised by a Birkhoff transformation. The paper [KP96] deals not with 1d
Klein–Gordon equation (1.3), but with 1d NLS equation, which is similar to (1.3)
for the problem under discussion; in [Pös96] the method of [KP96] was applied to
the 1d Eq. (1.3). The approach of [KP96] turned out to be very efficient and later
was used for many other 1d Hamiltonian PDEs. In [GY06] it was applied to the d-
dimensional beam equation (1.1) with an x-independent nonlinearity g and allowed
to treat perturbations of some special solutions (1.5).

Space-multidimensional KAM for PDE theory started 10 years later with the pa-
per [Bou98] and, next, publications [Bou04,EK10]. The just mentioned works deal
with perturbations of parameter-depending linear equations (cf. (a) ), and in differ-
ence with the 1d case the parameter enters the equations through physically unnat-
ural convolutive term V (x) ∗ u(t, x).1 The approach of [EK10] is different from that

1 Since for d ≥ 2 the spectral theory of differential operators with mutiplicative potentials is too
complicated.
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of [Bou98,Bou04] and allows to analyse the linear stability of the obtained KAM-
solutions. Also see [BB12,BB13,GP16]. Since integrable space-multidimensional PDE
(practically) do not exist, then no multi-dimensional analogy of the 1d theory (b) is
available.

Efforts to create space-multidimensional analogies of the KAM-theory (c) were
made in [Wan,PP12,PP13], using the KAM-techniques of [Bou98,Bou04,EK10], re-
spectively. All the three works deal with the NLS equation. Their main disadvantage
(compare to the 1d theory (c)) is severe restrictions on the finite set A (i.e. on the
class of unperturbed solutions which the methods allow to perturb). The result of
[Wan] gives examples of some sets A for which the KAM-persistence of the cor-
responding small-amplitude solutions (1.5) holds, while the result of [PP12,PP13]
applies to solutions (1.5), where the set A is nondegenerate in certain very non-
explicit way.

Some KAM-theorems for small-amplitude solutions of multidimensional beam
equations (1.1) with typical m were obtained in [GY06,GY06]. Both works treat
equations with a constant-coefficient nonlinearity g(x, u) = g(u), which is signifi-
cantly easier than the general case (cf. the linear theory, where constant-coefficient
equations may be integrated by the Fourier method). Similar to [Wan,PP12,PP13],
the theorems of [GY06,GY06] only allow to perturb solutions (1.5) with very special
sets A (see also “Appendix B”). Solutions of (1.1), constructed in these works, all
are linearly stable.

1.2 Beam equation in real and complex variables. Introducing v = ut ≡ u̇
we rewrite (1.1) as {

u̇ = −v,
v̇ = Λ2u + g(x, u),

(1.6)

where Λ = (Δ2 + m)1/2. Defining ψ(t, x) = 1√
2
(Λ1/2u + iΛ−1/2v) we get for the

complex function ψ(t, x) the equation
1
i
ψ̇ = Λψ +

1√
2
Λ−1/2g

(
x,Λ−1/2

(
ψ + ψ̄√

2

))
.

Thus, if we endow the space L2(Td, C) with the standard real symplectic struc-
ture, given by the two-form −idψ ∧ dψ̄, then Eq. (1.1) becomes a Hamiltonian
system

ψ̇ = i ∂h/∂ψ̄

with the Hamiltonian function

h(ψ, ψ̄) =
∫

Td

(Λψ)ψ̄dx +
∫

Td

G

(
x,Λ−1/2

(
ψ + ψ̄√

2

))
dx.

The linear operator Λ is diagonal in the complex Fourier basis

{ea(x) = (2π)−d/2ei〈a,x〉, a ∈ Z
d}.
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Namely,

Λea = λaea, λa =
√
|a|4 + m, ∀ a ∈ Z

d.

Let us decompose ψ and ψ̄ in the basis {ea}:

ψ =
∑

a∈Zd

ξaea, ψ̄ =
∑

a∈Zd

ηae−a .

Let {
pa = 1√

2
(ξa + ηa),

qa = i√
2
(ξa − ηa),

(1.7)

and denote by ζa the pair (pa, qa).2

We fix any m∗ > d/2 and define the Hilbert space

Y =

{
ζ = (p, q) ∈ 
2(Zd, C)× 
2(Zd, C) | ‖ζ‖2 =

∑

a

〈a〉2m∗ |ζa|2 <∞
}

, (1.8)

where 〈a〉 = max(1, |a|), corresponding to Fourier coefficients of complex functions
(ψ(x), ψ̄(x)) from the Sobolev space Hm∗(Td, C2). A vector ζ ∈ Y is real if, and only
if, all its components are real.

Let us endow Y with the symplectic structure

(
dp ∧ dq

)
(ζ, ζ ′) =

∑

a

〈Jζa, ζ
′
a〉, J =

(
0 1
−1 0

)
, (1.9)

and consider there the Hamiltonian system

ζ̇a = J
∂h

∂ζa
, a ∈ Z

d, (1.10)

where the Hamiltonian function h equals the quadratic part

h2 =
1
2

∑

a∈Zd

λa(p2
a + q2

a) (1.11)

plus the higher order term

h≥4 =
∫

Td

G

(
x,
∑

a∈Zd

(pa − iqa)ea + (p−a + iq−a)ea

2
√

λa

)
dx. (1.12)

The beam Eq. (1.6), considered in the Sobolev space {(u, v) | (ψ, ψ̄) ∈ Hm∗}, is
equivalent to the Hamiltonian system (1.10).

We will write the Hamiltonian h as

h = h2 + h≥4 = h2 + h4 + h≥5, (1.13)

2 ζa will be considered as a line-vector or a colon-vector according to the context.
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where

h4 =
∫

Td

u4dx =
∫

Td

(
∑

a∈Zd

(pa − iqa)ea + (p−a + iq−a)ea

2
√

λa

)4

dx, (1.14)

h≥5 = O(u5) comprises the remaining higher order terms and h≥4 = h4 + h≥5. Note
that h4 satisfies the zero momentum condition, i.e.

h4 =
∑

a,b,c,d∈Zd

C(a, b, c, d)(ξa + η−a)(ξb + η−b)(ξc + η−c)(ξd + η−d),

where C(a, b, c, d) �= 0 only if a+ b+ c+d = 0. This condition turns out to be useful
to restrict the set of small divisors that have to be controlled. If the function G does
not depend on x, then h satisfies a similar property at any order.

1.3 Invariant tori and admissible sets. The quadratic Hamiltonian h2 (which
is h when G = 0 in (1.1)) is integrable and its phase-space is foliated into (Lagrangian
or isotropic) invariant tori. Indeed, take a finite subset A ⊂ Z

d and let

L = Z
d\A.

For any subset X of Z
d, consider the projection

πX : (C2)Z
d → (C2)X =

{
ζ ∈ (C2)Z

d

: ζa = 0 ∀a /∈ X
}

.

We can thus write (C2)Z
d

= (C2)X ⊕ (C2)Z
d\X , ζ = (ζX , ζZ\X), and when X is

finite this gives an injection

(C2)#X ↪→ (C2)Z
d

whose image is (C2)X .3

For any real vector with positive components IA = (Ia)a∈A, the |A|-dimensional
torus

TIA =
{

p2
a + q2

a = 2Ia, pa, qa ∈ R, a ∈ A,
pa = qa = 0, a ∈ L,

(1.15)

is invariant under the flow of h2. TIA is the image of the torus

T
A = {rA = 0} × {θa ∈ T : a ∈ A} × {ζL = 0} (1.16)

under the embedding

UIA : θA �→
{

pa − iqa =
√

2Ia eiθa , a ∈ A,
pa = qa = 0, a ∈ L,

(1.17)

the pull-back, by UIA , of the induced flow is simply the translation

θA �→ θA + tωA, (1.18)

3 We shall frequently, without saying, identify (C2)X and (C2)#X .
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where we have denoted the translation vector (the tangential frequencies) by ωA,
i.e. λa = ωa for a ∈ A. The parametrised curve

t �→ UIA(θ + tω)

is thus a quasi-periodic solution of the beam Eq. (1.10) when G = 0.
When G �= 0 the higher order terms in h give rise to a perturbation of h2—a

perturbation that gets smaller, the smaller is I. Our goal is to prove the persistency
of the invariant torus TA

I , or, more precisely, of the invariant embedding UA
I , for

most values of I when the higher order terms are taken into account. The problem
doing this for this model is twofold. First the integrable Hamiltonian h2 is completely
degenerate in the sense of KAM-theory: the frequencies ωA do not depend on I. One
can try to improve this by adding to h2 an integrable part of the Birkhoff normal
form. This will, in “generic” situations, correct this default. However, and that’s the
second problem, our model is far from “generic” since the eigenvalues {λa : a ∈ Z

d}
are very resonant. This has the effect that the Birkhoff normal form is not integrable,
and therefore is difficult to use.

An important part of our analysis will be to show that this program can be
carried out if we exclude a zero-measure set of masses m and restrict the choice of
A to admissible or strongly admissible sets.

Let | · | denote the euclidean norm in R
d. For vectors a, b ∈ Z

d we define

a∠ b iff #
{

x ∈ Z
d | |x| = |a| and |x− b| = |a− b|

}
≤ 2. (1.19)

Relation a∠ b means that the integer sphere of radius |b− a| with the centre at
b intersects the integer sphere {x ∈ Z

d | |x| = |a|} in at most two points.

Definition 1.1. A finite set A ∈ Z
d is called admissible iff

a, b ∈ A, a �= b⇒ |a| �= |b| .

An admissible set A is called strongly admissible iff

a, b ∈ A, a �= b⇒ a∠ a + b .

Certainly if |A| ≤ 1, then A is admissible, but for |A| > 1 this is not true. For
d ≤ 2 every admissible set is strongly admissible, but in higher dimension this is no
longer true: see for example the set (B.2) in “Appendix B”.

However, strongly admissible, and hence admissible sets are typical: see “Appen-
dix E” for a precise formulation and proof of this statement.

We shall define a subset of L, important for our construction:

Lf = {a ∈ L | ∃ b ∈ A such that |a| = |b|}. (1.20)

Clearly Lf is a finite subset of L. For example, if d = 1 and A is admissible, then
A ∩−A ⊂ {0} and Lf = −(A\{0}).
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1.4 The Birkhoff normal form. In a neighbourhood of an invariant torus TIA
we introduce (partial) action-angle variables (rA, θA, ξL, ηL) by the relation

1√
2
(pa − iqa) =

√
Ia + ra eiθa , a ∈ A. (1.21)

These variables define a diffeomorphism from a neighbourhood of T
A in (the

Hilbert manifold)
C

A × (C/2πZ)A × πLY (1.22)

to a neighbourhood of TIA in Y . It is real in the sense that it gives real values to
real arguments.

The symplectic structure on Y is pull-backed to

drA ∧ dθA + dξL ∧ dηL, (1.23)

which endows the space (1.22) with a symplectic structure.
In these variables h will depend on I, but its integrable part h2 becomes, up to

an additive constant,
∑

a∈A
ωara +

1
2

∑

a∈L
λa(p2

a + q2
a)

which does not depend in I.4 The Birkhoff normal form will provide us with an
integrable part that does depend on I. We shall prove

Theorem 1.2. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
m /∈ C, any admissible set A, any c∗ ∈ (0, 1/2] and any analytic nonlinearity of the
form (1.2), there exist ν0 > 0 and β0 > 0 such that for any 0 < ν ≤ ν0, 0 < β# ≤ β0

there exists an open set Q ⊂ [νc∗, ν]A,

meas([νc∗, ν]A\Q) ≤ Cν#A+β# ,

and for every I = IA ∈ Q there exists a real symplectic holomorphic diffeomorphism
ΦI , defined in a neighbourhood (that depends on c∗ and ν) of T

A such that the
transformed Hamiltonian

h ◦ ΦI(rA, θA, pL, qL) = 〈Ω(I), rA〉+ 1
2

∑
a∈L\Lf

Λa(I)(p2
a + q2

a)
+1

2

∑
b∈Lf \F Λb(I)(p2

b + q2
b ) + 〈K(I)ζF , ζF 〉+ fI(rA, θA, pL, qL)

(1.24)

(where F = FI is a subset of Lf , possible empty) has the following properties:

(i) Ω(I) = ωA + MI and the matrix M is invertible;
(ii) each Λa(I), a ∈ L\Lf , is real and close to λa,

|Λa(I)− λa| ≤ C |I| 〈a〉−2;

4 Both h2 and the higher order terms of h depend on the mass m.
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(iii) each Λb(I), b ∈ Lf\F , is real and non-zero,

C−1 |I|1+cβ# ≤ |Λb(I)| ≤ C |I|1−cβ# ;

(iv) the operator K(I) is real symmetric and satisfies ‖K(I)‖ ≤ C |I|1−cβ# . The
Hamiltonian operator JK(I) is hyperbolic (unless FI is empty), and the moduli
of the real parts of its eigenvalues are bigger than C−1 |I|1+β# ;

(v) The function fI is much smaller than the quadratic part.

Moreover, all objects depend C∞ on I. The set FI does not depend on I when
I stays in the same connected component of Q, but may be different for different
components.

This result is proven in Part II. For a more precise formulation, giving in particu-
lar the domain of definition of ΦI , the smallness in fI and estimates of the derivatives
with respect to I, see Theorem 5.1. The matrix M is explicitly defined in (4.44),
and the functions Λa are explicitly defined in (4.45). An interesting information is
that the mapping ΦI and the domain Q only depend on h2 + h4, and that the set
FI is empty on some connected components of Q.

1.5 The KAM theorem. The Hamiltonian hI ◦ΦI (1.24) is much better than
hI since its integrable part depends on I in a non-degenerate way because M is
invertible. Does the invariant torus (1.16) persist under the perturbation fI? . . . and,
if so, is the persisted torus reducible?

In finite dimension the answer is yes under very general conditions—for the first
proof in the purely elliptic case see [Eli88], and for a more general case see [You99].
These statements say that, under general conditions, the invariant torus persists and
remains reducible under sufficiently small perturbations for a subset of parameters
of large Lebesgue measure.

In infinite dimension the situation is more delicate, and results can only be proven
under quite severe restrictions on the normal frequencies Λa; see the discussion above
in Sect. 1.1. A result for the beam equation (which is a simpler model than the
Schrödinger and wave equations) was first obtained in [GY06,GY06]. Here we prove
a KAM-theorem which improves on these results in at least two respects:

• We have imposed no “conservation of momentum” on the perturbation, which
allows us to treat equations (1.1) with x-dependent nonlinearities g. This has
the effect that our normal form is not diagonal in the purely elliptic directions.
In this respect it resembles the normal form obtained in [EK10] for the non-
linear Schrödinger equation, and where the block diagonal form is the same.

• We have a finite-dimensional, possibly hyperbolic, component, whose treatment
requires higher smoothness in the parameters.

The proof has the structure of a classical KAM-theorem carried out in a complex
infinite-dimensional situation. The main part is, as usual, the solution of the homo-
logical equation with reasonable estimates. The fact that the block structure is not
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diagonal complicates a lot: see for example, [EK10] where this difficulty was also en-
countered. The iteration combines a finite linear iteration with a “super-quadratic”
infinite iteration. This has become quite common in KAM and was also used in
[EK10].

A technical difference, with respect to [EK10], is that here we use a different
matrix norm which has much better multiplicative properties. This simplifies a lot
the functional analysis which is described in Part I.

A special difficulty in our setting is that we are facing a singular perturbation
problem. The perturbation fI becomes small only by taking I small, but when I
gets smaller the integrable part becomes more degenerate. This is seen for example
in the lower bounds for Λb(I) and for the real parts of the eigenvalues of JK(I). So
there is a competition between the smallness condition on the perturbation and the
degeneracies of the integrable part which requires quite careful estimates.

A KAM-theorem which is adapted to our beam equation is proven in Part III
and formulated in Theorem 6.7 and its Corollary 6.9.

1.6 Small amplitude solutions for the beam equation. Applying to the
normal form of Part II, the KAM theorem of Part III, we obtain in Part IV the main
results of this work. To state them we recall that a Borel subset J ⊂ R

A
+ is said to

have a positive density at the origin if

lim inf
ν→0

meas(J ∩ {x ∈ R
A
+ |x| < ν})

meas{x ∈ R
A
+ |x| < ν}

> 0. (1.25)

The set J has the density one at the origin if the lim inf above equals one (so the
ratio of the measures of the two sets converges to one as ν → 0).

Theorem 1.3. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
strongly admissible set A ⊂ Z

d, any m /∈ C and any analytic nonlinearity (1.2),
there exist constants ℵ1 ∈ (0, 1/16],ℵ2 > 0, only depending on A and m, and a set
J = JA ⊂]0, 1]A, having density one at the origin, with the following property:
There exist a constant C > 0, a real continuous mapping U ′ = U ′

A : T
A × J → Y,

analytic in the first argument, satisfying
∣∣∣∣U ′(θ, I)− UI(θ)

∣∣∣∣ ≤ C|I|1−ℵ1 (1.26)

(see (1.17)) for all (θ, I) ∈ T
A × J, and a continuous mapping Ω′ = Ω′

A : J→ R
A,

|Ω′(I)− ωA −MI| ≤ C|I|1+ℵ2 , (1.27)

where the matrix M is the same as in (1.24), such that:

(i) for any I ∈ J and θ ∈ T
A the parametrised curve

t �→ U ′(θ + tΩ′(I), I) (1.28)

is a solution of the beam Eqs. (1.10)–(1.12), and, accordingly, the analytic torus
U ′(TA, I) is invariant for this equation;
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(ii) the set J may be written as a countable disjoint union of compact sets Jj , such
that the restrictions of the mappings U ′ and Ω′ to the sets T

A × Jj are C1

Whitney -smooth;
(iii) the solution (1.28) is linearly stable if and only if in (1.24) the operator K(I)

is trivial (i.e. the set F = FI is empty). The set of I ∈ J such that K(I) is
trivial is always of positive measure, and it equals J if d = 1 or |A| = 1, but for
d ≥ 2 and for some choices of the set A its complement has positive measure.

If the set A is admissible but not strongly admissible, then a weaker version of
the theorem above is true.

Theorem 1.4. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A ⊂ Z

d, any m /∈ C and any analytic nonlinearity (1.2), there exist
constants ℵ1 ∈ (0, 1/16],ℵ2 > 0, only depending on A and m, and a set J = JA ⊂
]0, 1]A, having positive density at the origin, such that all assertions of Theorem 1.3
are true.

Remark 1.5. 1. The torus UI(TA, I) (see (1.15)), invariant for the linear beam
Eq. (1.10)G=0, is of size ∼

√
I. The constructed invariant torus U ′

A(TA, I)
of the nonlinear beam equation is a small perturbation of UI(TA, I) since by
(1.26) the Hausdorff distance between U ′

A(TA, I) and UI(TA) is smaller than
C|I|1−2ℵ1 ≤ C|I|7/8.

2. Denote by TA the image of the mapping U ′
A. This set is invariant for the

beam equation and is filled in with its time-quasiperiodic solutions. By the
item ii) of Theorem 1.3 its Hausdorff dimension equals 2|A|. Now consider
T = ∪TA, where the union is taken over all strongly admissible sets A ⊂ Z

d.
This invariant set has infinite Hausdorff dimension. Some time-quasiperiodic
solutions of (1.1), lying on T , are linearly stable, while, if d ≥ 2, some others
are unstable.

3. Our result applies to Eq. (1.1) with any d. Notice that for d sufficiently large
the global in time well-posedness of this equation is unknown.

4. The construction of solutions (1.28) crucially depends on certain equivalence
relation in Z

d, defined in terms of the set A (see (5.15)). This equivalence is
trivial if d = 1 or |A| = 1 and is non-trivial otherwise.

5. We discuss in “Appendix B” examples of sets A for which the operator K(I)
is non-trivial for certain values of I. Note that examples of partially hyperbolic
KAM-solutions for the 2d cubic NLS equation were constructed earlier in the
work [GXY11].

6. The solutions (1.28) of Eq. (1.10), written in terms of the u(x)-variable as
solutions u(t, x) of Eq. (1.1), are Hm∗+1-smooth as functions of x and analytic
as functions of t. Here m∗ is a parameter of the construction for which we
can take any real number > d/2 (see (1.8)). The set J depends on m∗, so the
assertion of the theorem does not imply immediately that the solutions u(t, x)
are C∞–smooth in x. Still, since
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−(Δ2 + m)u = utt + ∂uG(x, u),

where G is an analytic function, then the theorems imply by induction that the
solutions u(t, x) define analytic curves R→ Hm(Td), for any m. In particular,
they are smooth functions.

Structure of Text. The paper consists of Introduction and four parts. Part I
comprises general techniques needed to read the paper. The main Parts II–III are
independent of each other, and the final Part IV, containing the proofs of Theo-
rems 1.3, 1.4, uses only the main theorems of Parts II-III, and the intermediate
results are not needed to understand it.

Some Notation and Agreements. We denote a cardinality of a set X as |X| or
as #X. For a ∈ Z

N we denote 〈a〉 = max(1, |a|).
In any finite-dimensional space X we denote by | · | the Euclidean norm. For

subsets X and Y of a Euclidean space we denote

dist (X, Y ) = inf
x∈X,y∈Y

|x− y|, diam (X) = sup
x,y∈X

|x− y|.

The distance on a torus induced by the Euclidean distance (on the tangent space)
will be denoted | · − · |.

For any matrix A, finite or infinite, we denote by tA the transposed matrix. I
stands for the identity matrix of any dimension.

The space of bounded linear operators between Banach spaces X and Y is de-
noted B(X, Y ). Its operator norm will be usually denoted ‖ · ‖ without specification
the spaces. If A is a finite matrix, then ‖A‖ stands for its operator-norm.

We call analytic mappings between domains in complex Banach spaces holomor-
phic to reserve the name analytic for mappings between domains in real Banach
spaces. This definition extends from Banach spaces to Banach manifolds.

Pairings in l2-spaces. The scalar product on any complex Hilbert space is, by con-
vention, complex anti-linear in the first variable and complex linear in the second
variable. For any l2-space X of finite or infinite dimension, the natural complex-
bilinear pairing is denoted

〈ζ, ζ ′〉 = 〈ζ̄ , ζ ′〉l2 , ζ, ζ ′ ∈ X. (1.29)

This is a symmetric complex-bilinear mapping.

Constants. The numbers d (the space-dimension) and #A, as well as s∗, m∗ and
#P, #F (that will occur in Part II) will be fixed in this paper. Constants depending
only on these numbers and on the choice of finite-dimensional norms are regarded
as absolute constants. An absolute constant only depending on x is thus a constant
that, besides these factors, only depends on x. Arbitrary constants will often be
denoted by Ct., ct. and, when they occur as an exponent, by exp. Their values may
change from line to line. For example we allow ourselves to write 2Ct. ≤ Ct.
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PART I. SOME FUNCTIONAL ANALYSIS

2 Matrix Algebras and Function Spaces

2.1 The phase space. Let A and F be two finite sets in Z
d and let L∞ be an

infinite subset of Z
d. Let L be the disjoint union F � L∞.5 Let Z be the disjoint

union A � F � L∞ and consider (C2)Z .
For any subset X of Z, consider the projection

πX : (C2)Z → (C2)X =
{
ζ ∈ (C2)Z : ζa = 0 ∀a /∈ X

}
.

We can thus write (C2)Z = (C2)X × (C2)Z\X , ζ = (ζX , ζZ\X), and when X is
finite this gives an injection

(C2)#X ↪→ (C2)Z

whose image is (C2)X .
In R

2 we consider the partial ordering (γ′
1, γ

′
2) ≤ (γ1, γ2) if, and only if γ′

1 ≤ γ1

and γ′
2 ≤ γ2.

Let γ = (γ1, γ2) ∈ R
2 and let Yγ be the Hilbert space of sequences ζ ∈ (C2)Z

such that

||ζ||γ =
√∑

a∈Z
|ζa|2e2γ1|a|〈a〉2γ2 <∞ (2.1)

provided with the scalar product6

〈ζ, ζ ′〉γ =
∑

a∈Z
〈ζa, ζ

′
a〉C2e2γ1|a|〈a〉2γ2 .

If γ1 ≥ 0 and γ2 > d/2, then this space is an algebra with respect to the convolu-
tion. If γ1 = 0, this is a classical property of Sobolev spaces. For the case γ1 > 0 see
[EK08], Lemma 1.1. (There the space Y(0,m∗) coincides with the space Y , defined in
(1.8), while Y(0,0) is the l2-space of complex sequences (C2)Z .)

Example 2.1. Let A = F = ∅, L∞ = Z
d and � > 0. Then any vector f̂ = (f̂a, a ∈

Z
d) ∈ Y� defines a holomorphic vector-function f(y) =

∑
f̂ae

i〈a,y〉 on the �-vicinity
T

n
� of the torus T

n, T
n
� = {y ∈ C

n/2πZ
n | |�y| < σ}, where its norm is bounded

by Cd‖f̂‖�. Conversely, if f : T
n
� → C

2 is a bounded holomorphic function, then its
Fourier coefficients satisfy |f̂a| ≤Const e−|a|�, so f̂ ∈ Y�′ for any �′ < �.

5 This is a more general setting than in the introduction, where L and A were two disjoint subsets
of Z

d.
6 Complex linear in the second variable and complex anti-linear in the first.
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Write ζa = (pa, qa) and let

Ω =
∑

a∈Z
dpa ∧ dqa.

Ω is an anti-symmetric bi-linear form which is continuous on

Yγ × Y−γ ∪ Y−γ × Yγ → C

with norm ‖Ω‖ = 1. The subspaces (C2){a} are symplectic subspaces of two (com-
plex) dimensions carrying the canonical symplectic structure.

Ω defines (by contraction on the second factor ) a bounded bijective operator

Yγ � ζ �→ Ω(·, ζ) ∈ Y ∗
−γ

where Y ∗−γ denotes the Banach space dual of Y−γ . (Notice that ζ ′ �→ Ω(ζ ′, ζ) is a
well-defined bounded linear form on Y−γ .) We shall denote its inverse by

JΩ : Y ∗
−γ → Yγ .

We shall also let JΩ act on operators

JΩ : B(X, Y ∗
−γ)→ B(X, Yγ)

through (JΩH)(x) = JΩ(H(x)) for any bounded operator H : X → Y ∗−γ .

Remark 2.2. The complex-bilinear pairing (1.29) on the l2-space Y(0,0) extends to
a continuous mapping Yγ × Y−γ → C which allows to identify Y−γ with the dual
space Y ∗

γ . Then

Ω(ζ, ζ ′) = 〈Jζ, ζ ′〉, (2.2)

where J here stands for the linear operator ζ �→ Jζ defined by

(Jζ)a = Jζa ∀a ∈ Z,

where the 2× 2-matrix J (in the right hand side) is defined in (1.9).7 Then we have

JΩζ = Jζ ∀ ζ ∈ Y ∗
−γ , (2.3)

where ζ in the r.h.s. is regarded as a vector in Yγ , and we shall frequently denote
the operator JΩ by J . (It will be clear from the context which of the two operators
J denotes.)

7 Sorry for the abuse of notation.
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A bijective bounded operator A : Yγ → Yγ , γ ≥ (0, 0), is symplectic if, and only
if,

Ω(Aζ, Aζ ′) = Ω(ζ, ζ ′) ∀ ζ, ζ ′ ∈ Yγ .

Writing Ω in the form (2.2) we see that A is symplectic if and only if tAJA = J .
Here tA stands for the operator, symmetric to A with respect to the pairing 〈·, ·〉
(its matrix is transposed to that of A).

Let

A
A = C

A × (C/2πZ)A

and consider the Hilbert manifold A
A×πLYγ whose elements are denoted x = (r, θ =

[z], w). We provide this manifold with the metric8

∥∥x− x′∥∥
γ

= inf
p∈Zd

||(r, z + 2πp, w)− (r′, z′, w′)||γ .

We provide A
A × πLYγ with the symplectic structure Ω. To any C1-function

f(r, θ, w) on (some open set in) A
A×πLYγ it associates a vector field Xf = J(df)—

the Hamiltonian vector field of f—which in the coordinates (r, θ, w) takes the form9

(
ṙa

θ̇a

)
= J

( ∂
∂ra

f(r, θ, w)
∂

∂θa
f(r, θ, w)

) (
ṗa

q̇a

)
= J

(
∂

∂pa
f(r, θ, w)

∂
∂qa

f(r, θ, w)

)
.

2.2 A matrix algebra. The mapping

(a, b) �→ [a− b] = min(|a− b|, |a + b|) (2.4)

is a pseudo-metric on Z
d, i.e. it verifies all the relations of a metric with the only

exception that [a − b] is = 0 for some a �= b. This is most easily seen by observing
that [a− b] = dHausdorff({±a}, {±b}). We have [a− 0] = |a|.

Define, for any γ = (γ1, γ2) ≥ (0, 0) and κ ≥ 0,

eγ,κ(a, b) = Ceγ1[a−b] max([a− b], 1)γ2 min(〈a〉, 〈b〉)κ. (2.5)

Lemma 2.3. (i) If γ1, γ2 − κ ≥ 0, then

eγ,κ(a, b) ≤ eγ,0(a, c)eγ,κ(c, b), ∀a, b, c,

if C is sufficiently large (bounded with γ2, κ).
(ii) If −γ ≤ γ̃ ≤ γ, then

eγ̃,κ(a, 0) ≤ eγ,κ(a, b)eγ̃,κ(b, 0), ∀a, b

if C is sufficiently large (bounded with γ2, κ).

8 Using this notation for the metric on the manifold will not confuse it with the norm on the
tangent space, which is also denoted || · ||γ , we hope.
9 There is no agreement as to the sign of the Hamiltonian vectorfield —we’ve used the choice of

Arnold [Arn06].
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Proof. (i) Since [a− b] ≤ [a− c] + [c− b] it is sufficient to prove this for γ1 = 0. If
γ2 = 0 then the statement holds for any C ≥ 1, so it is sufficient to consider
γ2 > 0. This reduces easily to γ2 = 1 and, hence, κ ≤ 1. Then we want to
prove

max([a− b], 1) min(〈a〉, 〈b〉)κ

≤ C max([a− c], 1) max([c− b], 1) min(〈c〉, 〈b〉)κ.

This gives the estimate.
(ii) Again it suffices to prove this for γ1 = 0 and γ2 = 1. Then we want to prove

max(|a| , 1)γ̃2 ≤ C max([a− b], 1) min(〈a〉, 〈b〉)κ max(|b| , 1)γ̃2 .

The inequality is fulfilled with C ≥ 1 if a or b equal 0. Hence we need to prove

|a|γ̃2 ≤ C max([a− b], 1) min(〈a〉, 〈b〉)κ |b|γ̃2 .

Suppose γ̃2 ≥ 0. If |a| ≤ 2 |b| then this holds for any C ≥ 2. If |a| ≥ 2 |b| then
[a− b] ≥ 1

2 |a| and the statement holds again for any C ≥ 2.
If instead γ̃2 < 0, then we get the same result with a and b interchanged. ��

2.2.1 The space Mγ,κ. We shall consider matrices A : Z×Z → gl(2, C), formed
by 2× 2-blocs, (each Ab

a is a complex 2× 2-matrix). Define

|A|γ,κ = max
{

supa

∑
b

∥∥Ab
a

∥∥ eγ,κ(a, b),
supb

∑
a

∥∥Ab
a

∥∥ eγ,κ(a, b),
(2.6)

where the norm on Ab
a is the matrix operator norm.

Let Mγ,κ denote the space of all matrices A such that |A|γ,κ < ∞. Clearly
|·|γ,κ is a norm on Mγ,κ—this is indeed true for all (γ1, γ2, κ) ∈ R

3. It follows by
well-known results that Mγ,κ, provided with this norm, is a Banach space.

Transposition—(tA)b
a = tAa

b—and C-conjugation—(A)b
a = Ab

a)— do not change
this norm. The identity matrix is inMγ,κ if, and only if, κ = 0, and then |I|γ,0 = C.

Remark. The “l1-norm” used here is a bit more complicated than the “sup-norm”
used in [EK10], but it gives rise, as we shall see, to much better multiplicative
properties.

2.2.2 Matrix multiplication. We define (formally) the matrix product

(AB)b
a =

∑

c

Ac
aB

b
c .

Notice that complex conjugation, transposition and taking the adjoint behave in
the usual way under this formal matrix product.
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Proposition 2.4. Let γ2 ≥ κ. If A ∈ Mγ,0 and B ∈ Mγ,κ, then AB and BA ∈
Mγ,κ and

|AB|γ,κ and |BA|γ,κ ≤ |A|γ,0 |B|γ,κ .

Proof. (i) We have, by Lemma 2.3(i),

∑

b

∥∥∥(AB)b
a

∥∥∥ eγ,κ(a, b) ≤
∑

b,c

‖Ac
a‖
∥∥∥Bb

c

∥∥∥ eγ,κ(a, b)

≤
∑

b,c

‖Ac
a‖
∥∥∥Bb

c

∥∥∥ eγ,0(a, c)eγ,κ(c, b)

which is ≤ ‖A‖γ,0 ‖B‖γ,κ. This implies in particular the existence of (AB)b
a.

The sum over a is shown to be ≤ |A|γ,0 |B|γ,κ in a similar way. The estimate of
BA is the same. ��

Hence Mγ,0 is a Banach algebra, and Mγ,κ is an ideal in Mγ,0 when κ ≤ γ2.

2.2.3 The space Mb
γ,κ. We define (formally) on Yγ

(Aζ)a =
∑

b

Ab
aζb.

Proposition 2.5. Let −γ ≤ γ̃ ≤ γ. If A ∈Mγ,κ and ζ ∈ Yγ̃ , then Aζ ∈ Yγ̃ and

‖Aζ‖γ̃ ≤ |A|γ,κ ‖ζ‖γ̃ .

Proof. Let ζ ′ = Aζ. We have

∑

a

∣∣ζ ′
a

∣∣2 eγ̃,0(a, 0)2 ≤
∑

a

(
∑

b

∥∥∥Ab
a

∥∥∥ |ζb| eγ̃,0(a, 0)

)2

.

Write
∥∥∥Ab

a

∥∥∥ |ζb| eγ̃,0(a, 0) = I × (I |ζb| eγ̃,0(b, 0))× J,

where

I = Ia,b =
√
‖Ab

a‖ eγ,κ(a, b)

and

J = Ja,b =
eγ̃,0(a, 0)

eγ,κ(a, b)eγ̃,0(b, 0)
.
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Since, by Lemma 2.3(ii), J ≤ 1 we get, by Hölder,

∑

a

∣∣ζ ′
a

∣∣2 eγ̃,0(a, 0)2 ≤
∑

a

(
∑

b

I2
a,b

)(
∑

b

I2
a,b |ζb|2 eγ̃,0(b, 0)2

)

≤ |A|γ,κ

∑

a,b

I2
a,b |ζb|2 eγ̃,0(b, 0)2 ≤ |A|γ,κ

∑

b

|ζb|2 eγ̃,0(b, 0)2
∑

a

I2
a,b

≤ |A|2γ,κ ‖ζ‖
2
γ̃ .

This shows that ya exists for all a, and it also proves the estimate. ��

We have thus, for any −γ ≤ γ̃ ≤ γ, a continuous embedding of Mγ,κ,

Mγ,κ ↪→Mγ,0 → B(Yγ̃ , Yγ̃),

into the space of bounded linear operators on Yγ̃ . Matrix multiplication in Mγ,κ

corresponds to composition of operators.
For our applications (see Lemma 2.7) we shall consider a somewhat larger sub

algebra of B(Yγ , Yγ) with somewhat weaker decay properties. Let

Mb
γ,κ = B(Yγ , Yγ) ∩M(γ1,γ2−m∗),κ (2.7)

which we provide with the norm

‖A‖γ,κ = ‖A‖B(Yγ ,Yγ) + |A|(γ1,γ2−m∗),κ . (2.8)

When γ = (γ1, γ2) ≥ γ∗ = (0, m∗ + κ), Proposition 2.4 shows that this norm makes
Mb

γ,0 into a Banach sub-algebra of B(Yγ , Yγ) and Mb
γ,κ becomes an ideal in Mb

γ,0.

2.3 Functions. For σ, μ ∈ (0, 1] let

Oγ(σ, μ) =
{
x = (rA, θA, w) ∈ A

A × πLYγ : |rA| < μ, | |�θA| < σ, | ‖w‖γ < μ
}

.
(2.9)

It is often useful to scale the action variables r by μ2 and not by μ, but in our
case μ will be ≈ 1, and then there is no difference (on the contrary, in Sect. 4.2 we
scale rA as μ2 to simplify the calculations we perform there). The advantage with
our scaling is that the Cauchy estimates becomes simpler.

Let
γ = (γ1, γ2) ≥ γ∗ = (0, m∗ + κ), (2.10)

We shall consider perturbations

f : Oγ∗(σ, μ)→ C

that are real holomorphic and continuous up to the boundary (rhcb). This means
that it gives real values to real arguments and extends continuously to the closure
of Oγ∗(σ, μ). f is clearly also rhcb on Oγ(σ, μ) for any γ ≥ γ∗, and

df : Oγ(σ, μ)→ Y ∗
γ
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and

JΩd2f : Oγ(σ, μ)→ B(Yγ , Y−γ)

are rhcb.

Remark 2.6. Identifying Y ∗
γ with Y−γ via the paring 〈·, ·〉 we will interpret the

differential df(ζ) as a gradient ∇f(ζ) ∈ Y−γ ,

df(ζ)(ζ ′) = 〈∇f(ζ), ζ ′〉 ∀ ζ ′ ∈ Yγ .

As classically, ∇f(ζ) is the vector ∇f(ζ) = (∇af(ζ), a ∈ Z), where for ζ =
(
ζa =

(pa, qa), a ∈ Z
)
, ∇af is the 2-vector (∂f/∂pa, ∂f/∂qa).

Similar we will interpret d2f as the Hessian ∇2f , which is an operator with the
matrix ((∇2f)b

a, a, b ∈ Z), formed by the 2×2-blocks (∇2f)b
a = ∇a∇bf . The Hessian

defines bounded linear operators ∇2f(ζ) : Yγ → Y−γ , and

d2f(ζ)(ζ1, ζ2) = 〈∇2f(ζ)ζ1, ζ2〉 ∀ ζ1, ζ2 ∈ Yγ .

We shall require that the mappings df and d2f posses some extra smoothness:

R1 –first differential There exists a γ ≥ γ∗ such that

JΩdf = J∇f : Oγ′(σ, μ)→ Yγ′

is rhcb for any γ∗ ≤ γ′ ≤ γ.

This is a natural smoothness condition on the space of holomorphic functions on
Oγ∗(σ, μ). Via the Cauchy estimate it implies some bounds on the Hessian of f . But
we need stronger restriction on the Hessian and assume

R2 –second differential

JΩd2f = J∇2f : Oγ′(σ, μ)→Mb
γ′,κ

is rhcb for any γ∗ ≤ γ′ ≤ γ.

Such decay conditions do not seem to be naturally related to any smoothness
condition of f , but they are instrumental in the KAM-theory for multidimensional
PDE’s: see for example [EK10] where such conditions were used to build a KAM-
theory for some multidimensional non-linear Schrödinger equations.
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2.3.1 The function space Tγ,κ. Consider the space of functions f : Oγ∗(σ, μ)→ C

which are real holomorphic and continuous up to the boundary (rhcb) of Oγ∗(σ, μ).
We define Tγ,κ(σ, μ) to be the space of all such functions which verify R1 and R2.

We provide Tγ,κ(σ, μ) with the norm

|f |σ,μ
γ,κ

= max

⎧
⎨

⎩

supx∈Oγ∗ (σ,μ) |f(x)|,
supγ∗≤γ′≤γ supx∈Oγ′ (σ,μ) ||JΩdf(x)||γ′ = ‖∇f(x)‖γ′ ,

supγ∗≤γ′≤γ supx∈Oγ′ (σ,μ) ||JΩd2f(x)||γ′,κ = ||∇2f(x)||γ′,κ

(2.11)

making it into a Banach space. (It is even a Banach algebra with the constant
function f = 1 as unit, but we shall be concerned with Poisson products rather than
with products.)

This space is relevant for our application because

Lemma 2.7. Let Z = L∞ = Z
d and κ = 2. Then the Hamiltonian function h≥4,

defined in (1.12), belongs to Tγg,2(1, μg) for suitable μg ∈ (0, 1] and γg > γ∗.

The lemma is proven in “Appendix A”. Notice that we would not have been able
to prove this if we had used the matrix norm (2.6) instead of (2.8).

The higher differentials dk+2f can be estimated by Cauchy estimates on some
smaller domain in terms of this norm.

Remark. The higher order differential dk+2f(x), x ∈ Oγ(σ, μ), is canonically iden-
tified with three bounded symmetric multi-linear maps

(Yγ)k+2 −→ C,
(Yγ)k+1 −→ Y ∗

γ ,

(Yγ)k −→ B(Yγ , Y ∗
γ ).

Due to the smoothing condition R1 the second one takes its values in the subspace
Y ∗−γ . Due to the smoothing condition R2 Jdk+2f(x) is a bounded symmetric multi-
linear map

(Yγ)k −→Mb
γ,κ. (2.12)

Alternatively, identifying d2f with the hessian ∇2f , we may identify dk+2f with
a continuous symmetric multilinear mapping of the form (2.12).

2.3.2 The function space Tγ,κ,D. Let D be an open set in R
P . We shall consider

functions

f : Oγ∗(σ, μ)×D → C

which are of class Cs∗ for some integer s∗ ≥ 0. We say that f ∈ Tγ,κ,D(σ, μ) if, and
only if,

∂jf

∂ρj
(·, ρ) ∈ Tγ,κ(σ, μ)
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for any ρ ∈ D and any |j| ≤ s∗. We provide this space by the norm

|f | σ,μ
γ,κ,D

= max
|j|≤s∗

sup
ρ∈D

|∂
jf

∂ρj
(·, ρ)|σ,μ

γ,κ
. (2.13)

This norm makes Tγ,κ,D(σ, μ) a Banach space.

2.3.3 Jets of functions. For any function f ∈ Tγ,κ,D(σ, μ) we shall consider the
following Taylor polynomial of f at r = 0 and w = 0:

fT (x) = f(0, θ, 0) + drf(0, θ, 0)[r] + dwf(0, θ, 0)[w] +
1
2
d2

wf(0, θ, 0)[w, w]. (2.14)

Functions of the form fT will be called jet-functions.

Proposition 2.8. Let f ∈ Tγ,κ,D(σ, μ). Then fT ∈ Tγ,κ,D(σ, μ) and

|fT | σ,μ
γ,κ,D

≤ C|f | σ,μ
γ,κ,D

.

(C is an absolute constant.)

Proof. The proof follows the general argument. Look for example on

g(x) = d2
wf ◦ p(x)[w, w], x = (r, θ, w),

where p(x) is the projection onto (0, θ, 0). This function g is rhcb on Oγ∗(σ, μ), being
a composition of such functions. A bound for its sup-norm is obtained by a Cauchy
estimate of f :
∥∥d2

wf(p(x))
∥∥

B(Yγ∗ ,Y ∗
−γ∗ )

‖w‖2γ′ ≤ Ct.
1
μ2

sup
Oγ∗ (σ,μ)

|f(y)| ‖w‖2γ∗ ≤ Ct. sup
y∈Oγ∗ (σ,μ)

|f(y)| .

Since Jdg(x)[·] equals
(
Jdd2

wf ◦ p(x)[w, w]
)
[dp[·]] + 2

(
Jd2

wf ◦ p(x)[w]
)
[·],

and

Jd2
wf : Oγ′(σ, μ)→ B(Yγ′ , Yγ′)

and Jdd2
wf = Jd2

wdf : Oγ′(σ, μ)→ B(Yγ′ ,B(Yγ′ , Yγ′))

are rhcb, it follows that dg verifies R1 and is rhcb. The norm ‖Jdg(x)‖γ′ is less than
∥∥Jd2

wdf(p(x))
∥∥

B(Yγ′ ,B(Yγ′ ,Yγ′ ))
‖w‖2γ′ + 2

∥∥Jd2
wf(p(x))

∥∥
B(Yγ′ ,Yγ′ )

‖w‖γ′ ,

which is ≤ Ct. supy∈Oγ′ (σ,μ) ‖Jdf(y)‖γ′—this follows by Cauchy estimates of deriva-
tives of Jdf .

Since Jd2g(x)[·, ·] equals
(
Jd2d2

wf ◦ p(x)[w, w]
)
[dp[·], dp[·]] + 2J

(
dd2

wf ◦ p(x)[w]
)
[·, dp[·] + 2Jd2

wf ◦ p(x)[·, ·],
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and

Jd2
wf : Oγ′(σ, μ)→Mb

γ′,κ,

Jdd2
wf = Jd2

wdf : Oγ′(σ, μ)→ B(Yγ′ ,Mb
γ′,κ),

and

Jd2d2
wf = Jd2

wd2f : Oγ′(σ, μ)→ B(Yγ′ ,B(Yγ′ ,Mb
γ′,κ))

are rhcb, it follows that Jdg2 verifies R2 and is rhcb. The norm
∥∥Jd2g

∥∥
γ′,κ

is less
than

∥∥Jd2
wd2f(p(x))

∥∥
B(Yγ′ ,B(Yγ′ ,Mb

γ′,κ

))
‖w‖2γ′ + 2

∥∥Jdwd2f(p(x))
∥∥

B(Yγ′ ,Mb
γ′,κ

)
‖w‖γ′

+ 2
∥∥Jd2f(x)

∥∥
γ′,κ

,

which is ≤ Ct. supy∈Oγ′ (σ,μ)

∥∥Jd2f(y)
∥∥

γ′,κ
—this follows by a Cauchy estimate of

Jd2f .
The derivatives with respect to ρ are treated alike. ��

2.4 Flows

2.4.1 Poisson brackets. The Poisson bracket {f, g} of two C1-functions f and g
is (formally) defined by

{f, g} = Ω(Jdf, Jdg) = 〈J∇f,∇g〉 = −df [Jdg] = dg[Jdf ].

If one of the two functions verify condition R1, this product is well-defined. Moreover,
if both f and g are jet-functions, then {f, g} is also a jet-function.

Proposition 2.9. Let f, g ∈ Tγ,κ,D(σ, μ), and let σ′ < σ and μ′ < μ ≤ 1. Then

(i) {g, f} ∈ Tγ,κ,D(σ′, μ′) and

|{g, f}|σ′,μ′
γ,κ,D

≤ Cμ−μ′

σ−σ′ |g| σ,μ
γ,κ,D

|f | σ,μ
γ,κ,D

for

Cμ−μ′

σ−σ′ = C
( 1
(σ − σ′)

+
1

(μ− μ′)
)
.

(ii) the n-fold Poisson bracket Pn
g f ∈ Tγ,κ,D(σ, μ) and

∣∣Pn
g f
∣∣
σ′,μ′
γ,κ,D

≤
(
Cμ−μ′

σ−σ′ |g| σ,μ
γ,κ,D

)n |f | σ,μ
γ,κ,D

where Pgf = {g, f}.
(C is an absolute constant.)
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Proof. (i) We must first consider the function h = Ω(Jdg, Jdf) on Oγ∗(σ, μ) Since
Jdg, Jdf : Oγ∗(σ, μ)→ Yγ∗ are rhcb, it follows that h : Oγ∗(σ, μ)→ C is rhcb, and

|h(x)| ≤ ‖Jdg(x)‖γ∗ ‖Jdf(x)‖γ∗ .

The vector Jdh(x) is a sum of

JΩ(Jd2g(x), Jdf(x)) = Jd2g(x)[Jdf(x)]

and another term with g and f interchanged. Since Jd2g : Oγ′(σ, μ) → B(Yγ′ , Yγ′)
and Jdg, Jdf : Oγ′(σ, μ)→ Yγ′ are rhcb, it follows that Jdh verifies R1 and is rhcb.
Moreover

∥∥Jd2g(x)[Jdf(x), ·]
∥∥

γ′ ≤
∥∥Jd2g(x)

∥∥
B(Yγ′ ,Yγ′ )

‖Jdf(x)‖γ′

and, by definition of Mb
γ,κ ,
∥∥Jd2g(x)

∥∥
B(Yγ′ ,Yγ′ )

≤
∥∥Jd2g(x)

∥∥
γ′,0

.

The operator Jd2h(x) = d(Jdh)(x) is a sum of

Jd3g(x)[Jdf(x)]

and

Jd2g(x)[Jd2f(x)]

and two other terms with g and f interchanged.
Since Jd3g : Oγ′(σ, μ) → B(Yγ′ ,Mb

γ′,κ) and Jdf : Oγ′(σ, μ) → Yγ′ are holomor-
phic functions, it follows that the first function Oγ′(σ, μ) → B(Yγ′ ,Mb

γ′,κ) also is
holomorphic. It can be estimated on a smaller domain using a Cauchy estimate for
Jd3g(x).

The second term is treated differently. Since

Jd2f, Jd2g : Oγ′(σ, μ)→Mb
γ,κ

are rhcb, and since, by Proposition 2.4, taking products is a bounded bi-linear map
with norm ≤ 1, it follows that the second function Oγ′(σ, μ)→Mb

γ′,κ is rhcb and
∥∥Jd2g(x)[Jd2f(x)]

∥∥
γ′,κ

≤
∥∥Jd2g(x)

∥∥
γ′,κ

∥∥Jd2f(x)
∥∥

γ′,κ
.

The derivatives with respect to ρ are treated alike.
(ii) That gn = Pn

g f ∈ Tγ,κ,D(σ′, μ′) follows from (ii), but the estimate does not
follow from the estimate in (ii). The estimate follows instead from Cauchy estimates
of n-fold product Pn

g f and from the following statement:
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for any n ≥ 1 and any k ≥ 0,
∣∣dkgn(x)

∣∣, x ∈ Oγ′(σ, μ), is bounded by a sum of
terms of the form10

|dm1g(x)| . . . |dmng(x)| |dmn+1f(x)|

with
∑

mj = n + 1 + k and each mj ≥ 1. The number of terms in the sum is ≤ 2nk

(This is proven above for n = 1 and k ≤ 2. It follows for k ≥ 3 by the product
formula for derivatives. It follows then for all n ≥ 2 and any k ≥ 0 by an easy
induction).

Let now m′
j = 2 if mj ≥ 3 and = mj if mj ≤ 2. Then the term above can be

estimated by Cauchy estimates:

≤ (Cμ−μ′

σ−σ′ )
∑

(mj−m′
j)
∣∣∣dm′

1g(x)
∣∣∣ . . .

∣∣∣dm′
ng(x)

∣∣∣
∣∣∣dm′

n1 f(x)
∣∣∣

≤ (Cμ−μ′

σ−σ′ )
∑

(mj−m′
j)(|g| σ,μ

γ,κ,D
)n |f | σ,μ

γ,κ,D

The result now follows by observing that
∑

(mj−m′
j) ≤ max(n+k−2, 0) and taking

k = 2. [Indeed, if
∑

(mj−m′
j) were ≥ n+k−1, then

∑
m′

j ≤
∑

mj−(n+k−1) = 2.
Since m′

j ≥ 1 this forces n to be = 1 and all m′
j to be = 1. Hence mj = m′

j and∑
(mj −m′

j) = 0.] ��

Remark 2.10. The proof shows that the assumptions can be relaxed when g is
a jet function: it suffices then to assume that g ∈ Tγ,0,D(σ, μ) and g − ĝ(·, 0, ·) ∈
Tγ,κ,D(σ, μ).11

Then {g, f} will still be in Tγ,κ,D(σ, μ) but with the bound

|{g, f}|σ′,μ′
γ,κ,D

≤ Cμ−μ′

σ−σ′

(
|g|σ,μ

γ,0,D
+ |g − ĝ(·, 0, ·)| σ,μ

γ,κ,D

)
|f | σ,μ

γ,κ,D
.

To see this it is enough to consider a jet-function g which does not depend on θ.
The only difference with respect to case (i) is for the second differential. The second
term is fine since, by Proposition 2.4, Mb

γ′,κ is a two-sided ideal in Mb
γ′,0 and

∥∥Jd2g(x)[Jd2f(x)]
∥∥

γ′,κ
≤
∥∥Jd2g(x)

∥∥
γ′,0

∥∥Jd2f(x)
∥∥

γ′,κ
.

For the first term we must consider Jd3g(x)[Jdf(x)] which, a priori, takes its
values in Mb

γ′,0 and not in Mb
γ′,κ. But since g is a jet-function independent of θ this

term is = 0.

10 In the norms of the appropriate Banach spaces.
11 ĝ(·, 0, ·) is the 0:th Fourier coefficient of the function θ �→ g(·, θ, ·).
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2.4.2 Hamiltonian flows. The Hamiltonian vector field of a C1-function g on
(some open set in) Yγ is Jdg. Without further assumptions it is an element in Y−γ ,
but if g ∈ Tγ,κ, then it is an element in Yγ and has a well-defined local flow {Φt

g}.
Clearly (d/dt)f(Φt

g) = {f, g} ◦ Φt
g for a C1-smooth function f .

Proposition 2.11. Let g ∈ Tγ,κ,D(σ, μ), and let σ′ < σ and μ′ < μ ≤ 1. If

|g|σ,μ γ,κ,D ≤
1
C

min(σ − σ′, μ− μ′),

then

(i) the Hamiltonian flow map Φt = Φt
g is, for all |t| ≤ 1 and all γ∗ ≤ γ′ ≤ γ,

a Cs∗-map

Oγ′(σ′, μ′)×D → Oγ′(σ, μ)

which is real holomorphic and symplectic for any fixed ρ ∈ D.
Moreover,

∥∥∂j
ρ(Φ

t(x, ρ)− x)
∥∥

γ′ ≤ C |g| σ,μ
γ,κ,D

,

and
∥∥∂j

ρ(dΦt(x)− I)
∥∥

γ′,κ
≤ C |g| σ,μ

γ,κ,D
,

for any x ∈ Oγ′(σ′, μ′), γ∗ ≤ γ′ ≤ γ, and 0 ≤ |j| ≤ s∗.
(ii) f ◦ Φt

g ∈ Tγ,κ(σ′, μ′,D) for |t| ≤ 1 and
∣∣f ◦ Φt

g

∣∣
σ′,μ′
γ,κ,D

≤ C |f | σ,μ
γ,κ,D

for any f ∈ Tγ,κ(σ, μ,D).

(C is an absolute constant.)

Proof. It follows by general arguments that the local flow Φ = Φg : U → Oγ(σ, μ) is
real holomorphic in (t, ζ) in some U ⊂ C×Oγ(σ, μ), and that it depends smoothly
on any smooth parameter in the vector field. Clearly, for |t| ≤ 1 and x ∈ Oγ(σ′, μ′)

∥∥Φt(x, ρ)− x
∥∥

γ
≤ sup

x∈Oγ(σ,μ)
‖Jdg(x)‖γ ≤ |g|σ,μ

γ,0,D

as long as Φt(x) stays in the domain Oγ(σ, μ). It follows by classical arguments that
this is the case if

|g|σ,μ
γ,0,D

≤ ct. min(σ − σ′, μ− μ′).

The differential. We have

d

dt
dΦt(x) = −Jd2g(Φt(x))dΦt(x) = B(t)dΦt(x),
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where B(t) ∈ Mb
γ,κ. By re-writing this equation in the integral form dΦt(x) =

Id +
∫ t
0 B(s)dΦs(x)ds and iterating this relation, we get that dΦt(x) − Id = B∞(t)

with

B∞(t) =
∑

k≥1

∫ t

0

∫ t1

0
· · ·
∫ tk−1

0

k∏

j=1

B(tj)dtk · · ·dt2 dt1.

We get, by Proposition 2.4, that dΦt(x)− Id ∈Mb
γ,κ and, for |t| ≤ 1 ,

∥∥dΦt(x)− Id
∥∥

γ,κ
≤
∑

k≥1

∥∥Jd2g(Φt(x))
∥∥k

γ,κ

tk

k!
≤
∥∥Jd2g(Φt(x))

∥∥
γ,κ

.

In particular, A = dΦt(x) is a bounded bijective operator on Yγ . Since Jd2g is a
Hamiltonian vector field we clearly have that

Ω(Aζ, Aζ ′) = Ω(ζ, ζ ′), ∀ζ, ζ ′ ∈ Yγ ,

so A is symplectic.
Parameter Dependence. For |j| = 1, we have

d

dt
Z(t) =

d

dt

∂jΦt(x, ρ)
∂ρj

= B(t, ρ)Z(t)− ∂jJdg(Φt(x, ρ), ρ)
∂ρj

= B(t)Z(t) + A(t).

Since

‖A(t)‖γ + ‖B(t)‖γ,κ ≤ Ct. |g| σ,μ
γ,κ,D

,

it follows by classical arguments, using Gronwall, that

‖Z(t)‖γ,0 ≤ Ct. |g| σ,μ
γ,κ,D

|t| .

The higher order derivatives (with respect to ρ) of Φt(x, ρ), and the derivatives
of dΦt(x, ρ) are treated in the same way.

The same argument applies to any γ∗ ≤ γ′ ≤ γ.
Since

f ◦ Φt
g =

∑

n≥0

1
n!

tnPn
−gf,

(ii) is a consequence of Proposition 2.9(ii). ��

Remark 2.12. If the set Z is such that A = F = ∅ and L∞ = Z
d (so Z = Z

d),
then the domains Oγ(σ, μ) and the functional spaces on these domains which we
introduced do not depend on σ. In this case in our notation we will chose the dumb
parameter σ to be 1. The assertions of the Propositions 2.9 and 2.11 remain true
if we there take σ = σ′ = 1 and drop the assumptions, related to σ and σ′ (in
particular, replace there min(σ− σ′, μ− μ′) by μ− μ′, and replace 1/(σ− σ′) by 0).
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PART II. A BIRKHOFF NORMAL FORM

3 Small Divisors

3.1 Non resonance of basic frequencies. In this subsection we assume that
the set A ⊂ Z

d is admissible, i.e. it only contains integer vectors with different norms
(see Definition 1.1).

We consider the vector of basic frequencies

ω ≡ ω(m) = (ωa(m))a∈A, m ∈ [1, 2], (3.1)

where ωa(m) = λ =
√
|a|4 + m. The goal of this section is to prove the following

result:

Proposition 3.1. Assume that A is an admissible subset of Z
d of cardinality n

included in {a ∈ Z
d | |a| ≤ N}. Then for any k ∈ Z

A\{0}, any κ > 0 and any c ∈ R

we have

meas

{
m ∈ [1, 2] |

∣∣∣∣∣
∑

a∈A
kaωa(m) + c

∣∣∣∣∣ ≤ κ

}
≤ Cn

N4n2
κ1/n

|k|1/n
,

where |k| :=
∑

a∈A |ka| and Cn > 0 is a constant, depending only on n.

The proof follows closely that of Theorem 6.5 in [Bam03] (also see [BG06]); a
weaker form of the result was obtained earlier in [Bou95]. Non of the constants Cj

etc. in this section depend on the set A.

Lemma 3.2. Assume that A ⊂ {a ∈ Z
d | |a| ≤ N}. For any p ≤ n = |A|, consider p

points a1, . . . , ap in A. Then the modulus of the following determinant

D :=

∣∣∣∣∣∣∣∣∣∣∣

dωa1
dm

dωa2
dm . . .

dωap

dm
d2ωa1
dm2

d2ωa2
dm2 . . .

d2ωap

dm2

. . . . . .

. . . . . .
dpωa1
dmp

dpωa2
dmp . . .

dpωap

dmp

∣∣∣∣∣∣∣∣∣∣∣

is bounded from below:

|D| ≥ CN−3p2+p,

where C = C(p) > 0 is a constant depending only on p.

Proof. First note that, by explicit computation,

djωi

dmj
= (−1)jΥj

(
|i|4 + m

) 1
2
−j

, Υj =
j−1∏

l=0

2l − 1
2

. (3.2)
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Inserting this expression in D, we deduce by factoring from each l − th column
the term (|a�|4 + m)−1/2 = ω−1

� , and from each j − th row the term Υj that the
determinant, up to a sign, equals

[
p∏

l=1

ω−1
a�

]⎡

⎣
p∏

j=1

Υj

⎤

⎦×

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1 1 1 . . . 1
xa1 xa2 xa3 . . . xap

x2
a1

x2
a2

x2
a3

. . . x2
ap

. . . . . . .

. . . . . . .

. . . . . . .
xp

a1 xp
a2 xp

a3 . . . xp
ap

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

where we denoted xa := (|a|4 + m)−1 = ω−2
a . Since |ωak

| ≤ 2|ak|2 ≤ 2N2 for every
k, the first factor is bigger than (2N2)−p. The second is a constant, while the third
is the Vandermond determinant, equal to

∏

1≤l<k≤p

(xa�
− xak

) =
∏

1≤l<k≤p

|ak|4 − |a�|4
ω2

a�
ω2

ak

=: V.

Since A is admissible, then

|V | ≥
∏

1≤l<k≤p

|ak|2 + |a�|2
ω2

a�
ω2

ak

≥
(

1
4

)p(p−1)

N−3p(p−1) ,

where we used that each factor is bigger than 1
16N−6 using again that |ωak

| ≤
2|ak|2 ≤ 2N2 for every k. This yields the assertion. ��

Lemma 3.3. Let u(1), . . . , u(p) be p independent vectors in R
p of norm at most one,

and let w ∈ R
p be any non-zero vector. Then there exists i ∈ [1, . . . , p] such that

∣∣∣〈u(i), w〉
∣∣∣ ≥ Cp|w|

∣∣∣det
(
u(1), . . . , u(p)

)∣∣∣ .

Proof. Without lost of generality we may assume that |w| = 1.
Let |〈u(i), w〉| ≤ a for all i. Consider the p-dimensional parallelogram Π, generated

by the vector u(1), . . . , u(p) in R
p (i.e., the set of all linear combinations

∑
xju

(j),
where 0 ≤ xj ≤ 1 for all j). It lies in the strip of width 2pa, perpendicular to
the vector w, and its projection to the p − 1-dimensional space, perpendicular to
w, lies in the ball around zero of radius p. Therefore the volume of Π is bounded
by Cpp

p−1(2pa) = C ′
pa. Since this volume equals |det(u(1), . . . , u(p))|, then a ≥

Cp|det(u(1), . . . , u(p))|. This implies the assertion. ��

Consider vectors diω
dmi (m), 1 ≤ i ≤ n, denote Ki = | diω

dmi (m)| and set

u(i) = K−1
i

diω

dmi
(m), 1 ≤ i ≤ n .
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From (3.2) we see that12 Ki ≤ Cn for all 1 ≤ i ≤ n (as before, the constant
does not depend on the set A). Combining Lemmas 3.2 and 3.3, we find that for
any vector w and any m ∈ [1, 2] there exists r = r(m) ≤ n such that

∣∣∣〈 d
rω

dmr
(m), w〉

∣∣∣ = Kr

∣∣〈u(r), w〉
∣∣ ≥ KrCn|w|(K1 . . . Kn)−1|D|

≥ Cn|w|N−3n2+n . (3.3)

Now we need the following result (see Lemma B.1 in [Eli98]):

Lemma 3.4. Let g(x) be a Cn+1-smooth function on the segment [1,2] such that
|g′|Cn = β and max1≤k≤n minx |∂kg(x)| = σ. Then

meas{x||g(x)| ≤ ρ} ≤ Cn(
β

σ
+ 1)(

ρ

σ
)1/n.

Consider the function g(m) = |k|−1
∑

a∈A kaωa(m) + |k|−1c. Then |g′|Cn ≤
C ′

n, and max1≤k≤n minm |∂kg(m)| ≥ CnN−3n2+n in view of (3.3). Therefore, by
Lemma 3.4,

meas{||g(m)| ≤ κ
|k|} ≤ CnN3n2−n( κ

|k|N
3n2−n)1/n = CnN3n2+2n−1( κ

|k| )1/n.

This implies the assertion of the proposition.

3.2 Small divisors estimates. We recall the notation (1.20), (3.1), and note
the elementary estimates

〈a〉2 < λa(m) < 〈a〉2 +
m

2〈a〉2 ∀ a ∈ Z
d, m ∈ [1, 2], (3.4)

where 〈a〉 = max(1, |a|2). In this section we study four type of linear combinations
of the frequencies λa(m):

D0 =〈ω, k〉, k ∈ Z
A\{0},

D1 =〈ω, k〉+ λa, k ∈ Z
A, a ∈ L,

D±
2 =〈ω, k〉+ λa ± λb, k ∈ Z

A, a, b ∈ L .

In subsequent sections they will become divisors for our constructions, so we call
these linear combinations “divisors”.

Definition 3.5. Consider independent formal variables x0, x1, x2, . . . . Now take
any divisor of the form D0, D1 or D±

2 , write there each ωa, a ∈ A, as λa, and
then replace every λa, a ∈ Z

d, by x|a|2 . Then the divisor is called resonant if the
obtained algebraical sum of the variables xj , j ≥ 0, is zero. Resonant divisors are
also called trivial resonances.

12 In this section Cn denotes any positive constant depending only on n.
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Note that a D0-divisor cannot be resonant since k �= 0 and the setA is admissible;
a D1-divisor 〈ω, k〉+ λa is resonant only if a ∈ Lf , |k| = 1 and 〈ω, k〉 = −ωb, where
|a| = |b|. Finally, a D+

2 -divisor or a D−
2 divisor with k �= 0 may be resonant only

when (a, b) ∈ Lf ×Lf , while the divisors D−
2 of the form λa−λb are resonant if and

only if |a| = |b|. So there are finitely many trivial resonances of the form D0, D1, D
+
2

and of the form D−
2 with k �= 0, but infinitely many of them of the form D−

2 with
k = 0.

Our first aim is to remove from the segment [1, 2] = {m} a small subset to
guarantee that for the remaining m’s the moduli of all non-resonant divisors admit
positive lower bounds. Below in this section

constants C, C1 etc. depend on the admissible set A,
while the exponents c1, c2 etc depend only on |A|. Borel
sets Cκ etc. depend on the indicated arguments and A.

(3.5)

We begin with the easier divisors D0, D1 and D+
2 .

Proposition 3.6. Let 1 ≥ κ > 0. There exists a Borel set Cκ ⊂ [1, 2] and positive
constants C (cf. (3.5)), satisfying meas Cκ ≤ Cκ1/(n+2), such that for all m /∈ Cκ,
all k and all a, b ∈ L we have

|〈ω, k〉| ≥ κ〈k〉−n2

, except if k = 0, (3.6)

|〈ω, k〉+ λa| ≥ κ〈k〉−3(n+1)3 , except if the divisor is a trivial resonance, (3.7)

|〈ω, k〉+ λa + λb| ≥ κ〈k〉−3(n+2)3 , except if the divisor is a trivial resonance. (3.8)

Here 〈k〉 = max(|k|, 1).
Besides, for each k �= 0 there exists a set Ak

κ whose measure is ≤ Cκ1/n such
that for m /∈ Ak

κ we have

|〈ω, k〉+ j| ≥ κ〈k〉−(n+1)nfor all j ∈ Z . (3.9)

Proof. We begin with the divisors (3.6). By Proposition 3.1 for any non-zero k we
have

meas{m ∈ [1, 2] | |〈ω, k〉| ≤ κ|k|−n2} < Cκ1/n|k|−n−1/n .

Therefore the relation (3.6) holds for all non-zero k if m /∈ A0, where measA0 ≤
Cκ1/n

∑
k �=0 |k|−n−1/n = Cκ1/n.

Let us consider the divisors (3.7). For k = 0 the required estimate holds trivially.
If k �= 0, then the relation, opposite to (3.7) implies that |λa| ≤ C|k|. So we may
assume that |a| ≤ C|k|1/2. If |a| /∈ {|s| | s ∈ A}, then Proposition 3.1 with n := n+1,
A := A ∪ {a} and N = C|k|1/2 implies that

meas{m ∈ [1, 2] | |〈ω, k〉+ λa| ≤ κ|k|−3(n+1)3}
≤ Cκ1/(n+1)|k|2(n+1)2−3(n+1)2− 1

n+1 ≤ Cκ1/(n+1)|k|−(n+1)2 .
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This relation with n + 1 replaced by n also holds if |a| = |s| for some s ∈ A, but
〈ω, k〉 + λa is not a trivial resonant. Since for fixed k the set{λa | |a|2 ≤ C|k|} has
cardinality less than 2C|k|, then the relation |〈ω, k〉+ λa| ≤ κ|k|−3(n+1)3 holds for a
fixed k and all a if we remove from [1,2] a set of measure ≤ Cκ1/(n+1)|k|−(n+1)2+1 ≤
Cκ1/(n+1)|k|−n−1. So we achieve that the relation (3.7) holds for all k if we re-
move from [1, 2] a set A1 whose measure is bounded by Cκ1/(n+1)

∑
k �=0 |k|−n−1 =

Cκ1/(n+1).
For a similar reason there exist a Borel set A2 whose measure is bounded by

Cκ1/(n+2) and such that (3.8) holds for m /∈ A2. Taking Cκ = A0 ∪ A1 ∪ A2 we get
(3.6)-(3.8). Proof of (3.9) is similar. ��

Now we control divisors D−
2 = 〈ω, k〉+ λa − λb.

Proposition 3.7. There exist positive constants C, c, c− and for 0 < κ there is a
Borel set C′

κ ⊂ [1, 2] (cf. (3.5)), satisfying

meas C′
κ ≤ Cκc, (3.10)

such that for all m ∈ [1, 2]\C′
κ, all k �= 0 and all a, b ∈ L we have

R(k; a, b) := |〈ω, k〉+ λa − λb| ≥ κ|k|−c− , (3.11)

except if the divisor is a trivial resonance.

Proof. We may assume that |b| ≥ |a|. We get from (3.4) that

|λa − λb − (|a|2 − |b|2)| ≤ m|a|−2 ≤ 2|a|−2.

Take any κ0 ∈ (0, 1] and construct the set Ak
κ0

as in Proposition 3.6. Then
measAk

κ0
≤ Cκ

1/n
0 and for any m /∈ Ak

κ0
we have

R := R(k; a, b) ≥
∣∣〈ω, k〉+ |a|2 − |b|2

∣∣− 2|a|−2 ≥ κ0|k|−(n+1)n − 2|a|−2 .

So R ≥ 1
2κ0|k|−(n+1)n and (3.11) holds if

|b|2 ≥ |a|2 ≥ 4κ−1
0 |k|(n+1)n =: Y1.

If |a|2 ≤ Y1, then

R ≥ λb − λa − C|k| ≥ |b|2 − Y1 − C|k| − 1.

Therefore (3.11) also holds if |b|2 ≥ Y1 + C|k|+ 2, and it remains to consider the
case when |a|2 ≤ Y1 and |b|2 ≤ Y1 + C|k| + 2. That is (for any fixed non-zero k),
consider the pairs (λa, λb), satisfying

|a|2 ≤ Y1, |b|2 ≤ Y1 + 2 + C|k| =: Y2 . (3.12)
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There are at most CY
d/2
1 Y

d/2
2 pairs like that. Since the divisor 〈ω, k〉 + λa − λb

is not resonant, then in view of Proposition 3.1 with N = Y
1/2
2 and |A| ≤ n + 2, for

any κ̃ > 0 there exists a set Bk
κ̃ ⊂ [1, 2], whose measure is bounded by

Cκ̃1/(n+2)κ−c1
0 |k|c2 , cj = cj(n) > 0,

such that R ≥ κ̃ if m /∈ Bk
κ̃ for all pairs (a, b) as in (3.12) (and k fixed).

Let us choose κ̃ = κ
2c1(n+2)
0 . Then measBk

κ̃ ≤ Cκc1
0 |k|c2 and R ≥ κ

2c1(n+2)
0 for a, b

as in (3.12). Denote Ck
κ0

= Ak
κ0
∪Bk

κ̃ . Then measCk
κ0
≤ C

(
κ

1/n
0 +κc1

0 |k|c2
)
, and for m

outside this set and all a, b (with k fixed) we have R ≥ min
(

1
2κ0|k|−(n+1)n, κ

2c1(n+2)
0

)
.

We see that if κ0 = κ0(k) = 2κc3 |k|−c4 with suitable c3, c4 > 0, then

meas
(
C′

κ = ∪k �=0C
k
κ0

)
≤ Cκc3 ,

and, if m is outside C′
κ, then R(k; a, b) ≥ κ|k|−c− with a suitable c− > 0. ��

It remains to consider the divisors D−
2 with k = 0, i.e. D−

2 = λa − λb. Such a
divisor is resonant if |a| = |b|.
Lemma 3.8. Let m ∈ [1, 2] and the divisor D−

2 = λa − λb is non-resonant, i.e.
|a| �= |b|. Then |λa − λb| ≥ 1

4 .

Proof. We have

|λa − λb| =
∣∣|a|4 − |b|4

∣∣
√
|a|4 + m +

√
|b|4 + m

≥ |a|2 + |b|2√
|a|4 + m +

√
|b|4 + m

≥ 1
4
. ��

By construction the sets Cκ and C′
κ decrease with κ. Let us denote

C =
⋂

κ>0

(Cκ ∪ C′
κ) . (3.13)

From Propositions 3.6, 3.7 and Lemma 3.8 we get:

Proposition 3.9. The set C is a Borel subset of [1, 2] of zero measure. For any
m /∈ C there exists κ0 = κ0(m) > 0 such that the relations (3.6), (3.7), (3.8) and
(3.11) hold with κ = κ0.

In particular, if m /∈ C then any of the divisors

〈ω, s〉, 〈ω, s〉 ± λa, 〈ω, s〉 ± λa ± λb, s ∈ Z
d, a, b ∈ L,

vanishes only if this is a trivial resonance. If it is not, then its modulus admits a
qualified estimate from below.

The zero-measure Borel set C serves a fixed admissible set A, C = CA. But since
the set of all admissible sets is countable, then replacing C by ∪ACA we obtain a
zero-measure Borel set which suits all admissible sets C. For further purposes we
modify C as follows:

C =: C ∪ {4
3 , 5

3}. (3.14)
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4 The Birkhoff Normal Form I

In Sects. 4 and 5 we construct a symplectic change of variable that puts the Hamil-
tonian (1.12) to a normal form. In these sections constants in the estimates may
depend on

d, G, A and constants with lower index ∗ (including c∗) (4.1)

without saying. Their dependence on other parameters will be indicated. This does
not contradicts Agreements (see the end of Introduction) since in these sections the
set F is defined in terms of A and P does not occur.

4.1 Statement of the Result. The goal of this section is to get a normal form
for the Hamiltonian h = h2 + h4 + h≥5 of the beam equation, written in the form
(1.10), in toroidal domains in the space which are complex neighbourhoods of the
n-dimensional real tori TIA (see (1.15)). We scale the parameters IA as νρ where
ν > 0 is small and ρ = (ρa, a ∈ A) belongs to the domain

D = [c∗, 1]A. (4.2)

In this section c∗ ∈ (0, 1
2 ] is regarded as a fixed parameter.

Consider the complex vicinity of the torus Tνρ A (see (1.15))

Tρ(ν, σ, μ, γ) = {(pA, qA, pL, ζL) :

⎧
⎨

⎩

|12(p2
a + q2

a)− νρa| < νc2∗μ2, a ∈ A,
|�θa| < σ, a ∈ A,

‖(pL, qL)‖γ < ν1/2c∗μ,

(4.3)

where θa is related to pa, qa through pa−iqa√
p2

a+q2
a

= eiθa—this is well-defined when μ ≤ 1

because then p2
a + q2

a �= 0 for all a ∈ A whenever the point belongs to this vicinity.
In this section we use the complex coordinates (ξa, ηa), a ∈ Z

d, defined in (1.7),
denoting (ξa, ηa) = ζa. So we will write points of Tρ(ν, σ, μ, γ) as ζ = (ζA, ζL). We
recall (see (1.20)) that we have split the set L = Z

d\A into the union L = Lf ∪L∞.
We will write ζL = (ζf , ζ∞) and will use the notation of Sect. 2.1 with Z = Z

d, Z =
A ∪ Lf ∪ L∞ (i.e. with F = Lf ).

Proposition 4.1. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A, any c∗ ∈ (0, 1/2] and m /∈ C we can find real numbers γg > γ∗ =
(0, m∗ + 2) and ν0 > 0, where ν0 depends on m, with the following property.

For any 0 < ν ≤ ν0 and ρ ∈ [c∗, 1]A there exists a holomorphic diffeomorphism
(onto its image)

Φρ : Oγ∗

(
1
2
, μ2

∗

)
→ Tρ(ν, 1, 1, γ∗), μ∗ = c∗

2
√

2
, (4.4)

which defines holomorphic transformations

Φρ : Oγ

(
1
2 , μ2

∗
)
→ Tρ(ν, 1, 1, γ), γ∗ ≤ γ ≤ γg,
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such that

Φ∗
ρ

(
− idp ∧ dq

)
= νdrA ∧ dθA − i νdξL ∧ dηL,

and such that Φ and the transformed Hamiltonian

1
ν h ◦ Φρ(r, θ, ξL, ηL) = 〈Ω(ρ), r〉+

∑
a∈L∞ Λa(ρ)ξaηa

+ ν
2 〈K(ρ)ζf , ζf 〉+ f(r, θ, ζL; ρ)

(4.5)

(where h is the Hamiltonian (1.11)+(1.12)) satisfy:

(i) Φρ depends smoothly (even analytically) on ρ, and

|| Φρ(r, θ, ξL, ηL)− (
√

νρ cos(θ),
√

νρ sin(θ), 0, 0) ||γ
≤ C(

√
ν |r|+√ν ‖(ξL, ηL)‖γ + ν

3
2 )

(4.6)

for all (r, θ, ξL, ηL) ∈ Oγ(1
2 , μ2∗) ∩ {θ real} and all γ∗ ≤ γ ≤ γg;

(ii) the vector Ω and the scalars Λa, a ∈ L∞ are affine functions of ρ, explicitly
defined by (4.44) and (4.45);

(iii) K is a symmetric real matrix. It is a quadratic polynomial of√
ρ = (

√
ρ
1
, . . . ,

√
ρ

n
), explicitly defined by relation (4.47);

(iv) the remaining term f belongs to Tγg,κ=2,D(1
2 , μ2∗) and satisfies

|f |1/2,μ2
∗

γg,2,D
≤ Cν, |fT |1/2,μ2

∗
γg,2,D

≤ Cν3/2 . (4.7)

Finally, Φρ is not a real diffeomorphism, but verifies the “conjugate-reality” con-
dition:

Φρ(r, θ, ξL, ηL) is real if, and only if, ηL = ξL.

The constant C depends on m (we recall (4.1)) but not on ν.

Remark 4.2. 1. Φρ is close to the scaling by the factor ν1/2 on the L∞-modes
but not on the (A ∪ Lf )-modes, where it is close to a certain affine transfor-
mation, depending on θ.

2. All the objects, involved in this proposition, except the remaining term f in
(4.5), depend only on the main part u4 of G, and not on the higher order
correction.

The rest of this section is devoted to the proof of Proposition 4.1. From now on
we arbitrarily enumerate the set A of excited modes, i.e. we write A as

A = {a1, . . . , an}, (4.8)

so that the cardinality of A is n, and accordingly identify R
A with R

n and identify
various A-valued maps with maps, valued in the set {1, . . . , n}.
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4.2 Resonances and the Birkhoff Procedure. Instead of the domains
Oγ(σ, μ), in this section we will use domains

Oγ(σ, μ2, μ) = {(r, θ, w) : |r| < μ2, |�θ| < σ, ‖w‖γ < μ}, (4.9)

more convenient for the normal form calculation. The space of functions on
Oγ(σ, μ2, μ), defined similar to the space Tγ,κ(σ, μ), will be denoted Tγ,κ(σ, μ2, μ).
The norm |f |σ,μ,μ2

γ,κ
in this space is defined by the relation (2.11), where the first line

is given the weight μ0 = 1, the second line—the weight μ1, and the third line—μ2.
Note that

Oγ(σ, μ2, μ) ⊂ Oγ(σ, μ) ⊂ Oγ(σ, μ,
√

μ), (4.10)

and that | · |σ,μ,μ2

γ,κ
and | · |σ,μ

γ,κ
are equivalent if μ ∼ 1.

In the situation of Remark 2.12, when Z = Z
d and A = F = ∅, we have

Tγ,κ(1, μ2, μ) = Tγ,κ(1, μ), and

|f |1,μ,μ2

γ,κ
≤ |f |1,μ

γ,κ
≤ μ−2|f |1,μ,μ2

γ,κ
(4.11)

for any 0 < μ ≤ 1.

Example 4.3 (homogeneous functionals). Let Z = Z
d and A = F = ∅ and let

f(w) ∈ Tγ,κ(1, 1, 1) = Tγ,κ(1, 1) be an r-homogeneous function, r ≤ 2 integer. Then
df and d2f are, accordingly, (r−1) —and (r−2)—homogeneous. So for any 0 < μ ≤ 1
we have

|f |1,μ,μ2

γ,κ
= μr|f |1,1,1

γ,κ
. (4.12)

If for j = 1, 2 fj(w) ∈ Tγ,κ(1, 1, 1) is an rj—homogeneous functional, rj ≥ 2,
then the functional {f1, f2} is r1 + r2 − 2—homogeneous. So the relation above and
Proposition 2.9 imply that

|{f1, f2}|1,1,1
γ,κ

≤ C|f1|1,1,1
γ,κ

· |f2|1,1,1
γ,κ

. (4.13)

Let us consider the quartic part h2 + h4 of the Hamiltonian h,

h2 =
∑

a∈Zd

λaξaηa, h4 = (2π)−d
∑

(i,j,k,�)∈J

(ξi + η−i)(ξj + η−j)(ξk + η−k)(ξ� + η−�)
4
√

λiλjλkλ�

(the variables ξ, η are defined in (1.7)), where J denotes the zero momentum set:

J := {(i, j, k, 
) ⊂ Z
d | i + j + k + 
 = 0}.
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We decompose h4 = h4,0 + h4,1 + h4,2 according to

h4,0 =
1
4
(2π)−d

∑

(i,j,k,�)∈J

ξiξjξkξ� + ηiηjηkη�√
λiλjλkλ�

,

h4,1 =(2π)−d
∑

(i,j,k,−�)∈J

ξiξjξkη� + ηiηjηkξ�√
λiλjλkλ�

,

h4,2 =
3
2
(2π)−d

∑

(i,j,−k,−�)∈J

ξiξjηkη�√
λiλjλkλ�

,

and define

J2 = {(i, j, k, 
) ⊂ Z
d | (i, j,−k,−
) ∈ J , �{i, j, k, 
} ∩ A ≥ 2} .

By Proposition 3.9 we have

Lemma 4.4. If m /∈ C, then there exists κ(m) > 0 such that for all (i, j, k, 
) ∈ J2

|λi + λj + λk − λ�| ≥ κ(m) ;
|λi + λj − λk − λ�| ≥ κ(m), except if {|i|, |j|} = {|k|, |
|} .

For γ = (γ1, γ2), where 0 ≤ γ1 ≤ 1, γ2 ≥ m∗, and for Z = Z
d as above consider

the space Yγ as in Sect. 2.1, written in terms of the complex coordinates ζa =
(ξa, ηa), a ∈ Z

d. In these variables the symplectic form Ω reads Ω = −i
∑

dξa ∧ dηa.
For 0 < μ ≤ 1 consider the ball Oγ(1, μ2, μ) = Oγ(1, μ) = {|ζ|γ < μ}.

For any vector ζ = (ζa = (ξa, ηa), a ∈ Z
d), we will write ζ+

a = ξa and ζ−
a = ηa. For

an integer r ≥ 2 we abbreviate a = (a1, . . . , ar) ∈ (Zd)r, ς = (ς1, . . . , ςr) ∈ {+,−}r,
and consider a homogeneous polynomial

P r(ζ) = M
∑

a∈(Zd)r

∑

ς∈{+,−}r

Aς
a ζς1

a1
. . . ζςr

ar
.

Here M is a positive constant, the moduli of all coefficients Aς
a are bounded by

1, and

Aς
a = 0 unless a1ς

0
1 + · · · arς

0
r = 0

for some fixed boolean vector ς0 ∈ {+,−}r. Denote by D− the block-diagonal oper-
ator

D− = diag{|λa|−1/2I, a ∈ Z
d}, I ∈M(2× 2), (4.14)

and set Qr(ζ) = P r(D−ζ).

Lemma 4.5. For any γ as above, Qr ∈ Tγ,2(1, 1, 1) and

|Qr|1,1,1
γ,2
≤ CM, C = C(r). (4.15)
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The lemma is proved in “Appendix A”.
Note that by this lemma, (4.11) and (4.12), |Qr|1,μ

γ,2
≤ CMμr−2. So by Lemma 2.11

if the function Qr is real, then the hamiltonian flow-maps Φt = Φt
Qr , |t| ≤ 1, define

real-holomorphic symplectic mappings

Φt : Oγ(1, μ2, μ)→ Oγ(1, 4μ2, 2μ) if r ≥ 4 and μ ≤ μ1, μ1 = μ1(M) > 0,
or if r = 3 and M > 0 is sufficiently small

(4.16)

(we recall that now Oγ(1, μ2, μ) = Oγ(1, μ)).

Proposition 4.6. For m /∈ C and μg > 0, γg > γ∗ as in Lemma 2.7 there exists
μ ∈ (0, μg] and a real holomorphic symplectomorphism

τ : Oγ∗(1, μ) = {|ζ|γ∗ < μ} → Oγ∗(1, 2μ)

which is a diffeomorphism on its image and which for γ∗ ≤ γ ≤ γg defines analytic
mappings τ : Oγ(1, μ)→ Oγ(1, 2μ), such that

‖τ±1(ζ)− ζ‖γ ≤ C‖ζ‖3γ ∀ ζ ∈ Oγ(1, μ). (4.17)

It transforms the Hamiltonian h = h2 + h4 + h≥5 as follows:

h ◦ τ = h2 + z4 + q3
4 + r0

6 + h≥5 ◦ τ, (4.18)

where

z4 =
3
2
(2π)−d

∑

(i,j,k,�)∈J2

{|i|,|j|}={|k|,|�|}

ξiξjηkη�

λiλj
,

and q3
4 = q4,1 + q4,2 with13

q4,1 = (2π)−d
∑

(i,j,−k,�) �∈J2

ξiξjξkη� + ηiηjηkξ�√
λiλjλkλ�

,

q4,2 =
3
2
(2π)−d

∑

(i,j,k,�) �∈J2

ξiξjηkη�√
λiλjλkλ�

.

The functions z4, q
3
4, r

0
6, h≥5 ◦ τ are real holomorphic on Oγ(1, μ) for each γ∗ ≤

γ ≤ γg. Besides r0
6 and h≥5 ◦ τ are, respectively, functions of order 6 and 5 at the

origin. For any 0 < μ′ ≤ μ the functions
z4, q

3
4, r

0
6 and h≥5 ◦ τ belong to Tγg,2(1, (μ′)2, μ′), and

|z4|1,μ′,(μ′)2

γg,2

+ |q3
4|1,μ′,(μ′)2

γg,2

≤ C(μ′)4, (4.19)

|r0
6|1,μ′,(μ′)2

γg,2

≤ C(μ′)6, (4.20)

|h≥5 ◦ τ |1,μ′,(μ′)2

γg,2

≤ C(μ′)5. (4.21)

The constants C and μ depend on m (we recall (4.1)).

13 The upper index 3 signifies that q34 is at least cubic in the transversal directions {ζa, a ∈ L}.
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Proof. We use the classical Birkhoff normal form procedure. We construct the trans-
formation τ as the time one flow Φ1

χ4
of a Hamiltonian χ4, given by

χ4 = − i
4(2π)−d

∑
(i,j,k,�)∈J

ξiξjξkξ�−ηiηjηkη�

(λi+λj+λk+λ�)
√

λiλjλkλ�

−i(2π)−d
∑

(i,j,−k,�)∈J2

ξiξjξkη�−ηiηjηkξ�

(λi+λj+λk−λ�)
√

λiλjλkλ�

−3i
2 (2π)−d

∑
(i,j,k,�)∈J2

{|i|,|j|}�={|k|,|�|}
ξiξjηkη�

(λi+λj−λk−λ�)
√

λiλjλkλ�

.

(4.22)

The Hamiltonian χ4 is 4-homogeneous and real (it takes real values if ξa = η̄a

for each a). If m /∈ C, then by Lemma 4.5 χ4 ∈ Tγ,2(1, 1, 1), and by Lemma 2.11 and
(4.16) the time-one flow-map of this Hamiltonian, τ = Φ1

χ4
is a real holomorphic and

symplectic change of coordinates, defined in the μ—neighbourhood of the origin in
Yγ for any γ∗ ≤ γ ≤ γg and a suitable positive μ = μ(m). The relation (4.12) implies
that on Oγ(1, 2μ) the norm of the hamiltonian vector field is bounded by Cμ3. This
implies (4.17).

Since the Poisson bracket, corresponding to the symplectic form −idξ ∧ dη is
{F, G} = i〈∇ηF,∇ξG〉 − i〈∇ξF,∇ηG〉, and since ∇ηs

h2 = λsξs, ∇ξs
h2 = λsηs, then

we calculate

{χ4, h2} =
1
4
(2π)−d

∑

(i,j,k,�)∈J

ξiξjξkξ� + ηiηjηkη�√
λiλjλkλ�

+ (2π)−d
∑

(i,j,−k,�)∈J2

ξiξjξkη� + ηiηjηkξ�√
λiλjλkλ�

(4.23)

+
3
2
(2π)−d

∑

(i,j,k,�)∈J2

{|i|,|j|}�={|k|,|�|}

ξiξjηkη�√
λiλjλkλ�

.

Therefore the transformed quartic part of the Hamiltonian h, i.e. (h2 + h4) ◦ τ ,
equals

h2 + (h4 + {χ4, h2})+({χ4, h4}+
∫ 1

0
(1− t){χ4, {χ4, h2 + h4}} ◦ Φt

χ4
dt)

=h2 + (z4 + q3
4) + r0

6

with z4 and q3
4 as in the statement of the proposition and

r0
6 = {χ4, h4}+

∫ 1

0
(1− t){χ4, {χ4, h2 + h4}} ◦ Φt

χ4
dt.

The reality of the functions z4 and q3
4 follow from the explicit formulas for them,

while the inclusion of these functions to Tγg,2(1, 1, 1) and the estimate (4.19) for any
0 < μ′ ≤ μ hold by Lemma 4.5 and (4.12).
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To verify (4.20) we first note that {χ4, h4} is a 6-homogeneous function, belonging
to Tγg,2(1, 1, 1) =: T by (4.13). It satisfies the estimate in (4.20) by (4.12). Next,
{χ4, h2} is a 4-homogeneous function, given by (4.23). By Lemma 4.5 it belongs to T .
The function {χ4, h4} is 6-homogeneous and belongs to T by (4.13). So {χ4, {χ4, h2+
h4}} is a sum of a 6 - and 8-homogeneous functions, belonging to T by (4.13). Now
the estimate (4.20) for the second component of r0

6 follows from (4.16), Lemma 2.11
and (4.12).

Finally, the estimate (4.21) follows by applying the argument above to homo-
geneous components of h≥5 and noting that the obtained sum converges, if μ is
sufficiently small. We skip the details. ��

Clearly Tρ(ν, 1, 1, γ) ⊂ Oγ(1, μ) if ν ≤ C−1μ2 (see (4.3)). Due to (4.17), if
ζ ∈ Tρ(ν, 1/2, 1/2, γ) and γ∗ ≤ γ ≤ γg, then ‖τ±1(ζ)− ζ‖γ ≤ C ′(m)ν

3
2 . Therefore

τ±1(Tρ(ν, 1/2, 1/2, γ)) ⊂ Tρ(ν, 1, 1, γ) ⊂ Oγ(1, μ), (4.24)

provided that ν ≤ C−1μ2, γ∗ ≤ γ ≤ γg and ρ ∈ [c∗, 1]A.

4.3 Normal form, corresponding to admissible sets A. Everywhere below
in Sects. 4, 5 the set A is assumed to be admissible in the sense of Definition 1.1.

In the domains Tρ = Tρ(ν, σ, μ, γ) we pass from the complex variables (ζa, a ∈
A), to the corresponding complex action-angles (Ia, θa), using the relations

ξa =
√

Iae
iθa , ηa =

√
Iae

−iθa , a ∈ A. (4.25)

By TI,θ
ρ = TI,θ

ρ (ν, σ, μ, γ) we will denote a domain Tρ(ν, σ, μ, γ), written in the
variables (I, θ, ξL, ηL), and will denote by ι the corresponding change of variables,

ι : TI,θ
ρ → Tρ, (I, θ, ξL, ηL) �→ ζ. (4.26)

Thus, ι−1Tνρ A = {(I, θ, 0, 0) : I = νρ, θ ∈ T
n}.

The Hamiltonian z4 contains the integrable part, formed by monomials of the
form ξiξjηiηj = IiIj that only depend on the actions In = ξnηn, n ∈ Z

d. Denote it
z+
4 and denote the rest z−

4 . It is not hard to see that

z+
4 ◦ ι =

3
2
(2π)−d

∑

�∈A, k∈Zd

(4− 3δ�,k)
I�Ik

λ�λk
. (4.27)

To calculate z−
4 , we decompose it according to the number of indices in A: a

monomial ξiξjηkη� is in z−r
4 (r = 0, 1, 2, 3, 4) if (i, j,−k,−
) ∈ J and �{i, j, k, 
}∩A =

r. We note that, by construction, z−0
4 = z−1

4 = ∅.
Since A is admissible, then in view of Lemma 4.4 for m /∈ C the set z−4

4 is empty.
The set z−3

4 is empty as well:

Lemma 4.7. If m /∈ C, then z−3
4 = ∅.
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Proof. Consider any term ξiξjηkη� ∈ z−3
4 , i.e. {i, j, k, 
} ∩ A = 3. Without lost of

generality we can assume that i, j, k ∈ A and 
 ∈ L. Furthermore we know that
i + j − k − 
 = 0 and {|i|, |j|} = {|k|, |
|}. In particular we must have |i| = |k| or
|j| = |k| and thus, since A is admissible, i = k or j = k. Let for example, i = k.
Then |j| = |
|. Since i + j = k + 
 we conclude that 
 = j which contradicts our
hypotheses. ��

Recall that the finite set Lf ⊂ L was defined in (1.20). The mapping


 : Lf → A, a �→ 
(a) ∈ A if |a| = |
(a)|, (4.28)

is well defined since the set A is admissible. Now we define two subsets of Lf ×Lf :

(Lf × Lf )+ ={(a, b) ∈ Lf × Lf | 
(a) + 
(b) = a + b}, (4.29)
(Lf × Lf )− ={(a, b) ∈ Lf × Lf | a �= b and 
(a)− 
(b) = a− b}. (4.30)

Example 4.8. If d = 1, then 
(a) = −a and the sets (Lf × Lf )± are empty. If d
is any, but A is a one-point set A = {b}, then Lf is the punched discrete sphere
{a ∈ Z

d | |a| = |b|, a �= b}, 
(a) = b for each a, and the sets (Lf × Lf )± again are
empty. If d ≥ 2 and |A| ≥ 2, then in general the sets (Lf ×Lf )± are non-trivial. See
in “Appendix B”.

Obviously

(Lf × Lf )+ ∩ (Lf × Lf )− = ∅. (4.31)

For further reference we note that

Lemma 4.9. If (a, b) ∈ (Lf × Lf )+ ∪ (Lf × Lf )− then |a| �= |b|.

Proof. If (a, b) ∈ (Lf × Lf )+ and |a| = |b| then 
(a) = 
(b) and we have

|a + b| = |2
(a)| = 2|a| = |a|+ |b|

which is impossible since b is not proportional to a. If (a, b) ∈ (Lf × Lf )− and
|a| = |b| then 
(a) = 
(b) and we get a− b = 0 which is impossible in (Lf ×Lf )−. ��

Our notation now agrees with that of Sect. 2.1, where Z = Z
d is the disjoint

union Z
d = A ∪ Lf ∪ L∞. Accordingly, the space Yγ = YγZd decomposes as

Yγ = YA ⊕ YLf
⊕ YγL∞ , Yγ = {ζ = (ζA, ζf , ζ∞)}, (4.32)

where YA = span {ζs, s ∈ A}, etc. Below in this Section and in Sect. 5, the domains
Oγ(σ, μ2, μ) and Oγ(σ, μ), as well as the corresponding function spaces, refer to Z
as above.
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Lemma 4.10. For m /∈ C the part z−2
4 of the Hamiltonian z4 equals

3(2π)−d
( ∑

(a,b)∈(Lf ×Lf )+

ξ�(a)ξ�(b)ηaηb + η�(a)η�(b)ξaξb

λaλb

+ 2
∑

(a,b)∈(Lf ×Lf )−

ξaξ�(b)η�(a)ηb

λaλb

)
. (4.33)

Proof. Let ξiξjηkη� be a monomial in z−2
4 . We know that (i, j,−k,−
) ∈ J and

{|i|, |j|} = {|k|, |
|}. If i, j ∈ A or k, 
 ∈ A then we obtain the finitely many mono-
mials as in the first sum in (4.33). Now we assume that i, 
 ∈ A and j, k ∈ L. Then
we have that, either |i| = |k| and |j| = |
| which leads to finitely many monomials
as in the second sum in (4.33). Or i = 
 and |j| = |k|. In this last case, the zero
momentum condition implies that j = k which is not possible in z−

4 . ��
4.4 Eliminating the non integrable terms. For 
 ∈ A we introduce the
variables (Ia, θa, ζL) as in (4.25), (4.26). Now the symplectic structure −idξ ∧ dη
reads

−
∑

a∈A
dIa ∧ dθa − idξL ∧ dηL. (4.34)

In view of (4.27), (4.18) and Lemma 4.10, for m /∈ C the Hamiltonian h, trans-
formed by τ ◦ ι, may be written as

h ◦ τ ◦ ι = 〈ω, I〉+
∑

s∈L
λsξsηs +

3
2
(2π)−d

∑

�∈A, k∈Zd

(4− 3δ�,k)
I�ξkηk

λ�λk

+ 3(2π)−d
( ∑

(a,b)∈(Lf ×Lf )+

ξ�(a)ξ�(b)ηaηb + η�(a)η�(b)ξaξb

λaλb

+ 2
∑

(a,b)∈(Lf ×Lf )−

ξaξ�(b)η�(a)ηb

λaλb

)
+ q3

4 ◦ ι + r0
5,

where r0
5 = h≥5 ◦τ ◦ ι+r0

6 ◦ ι (recall that ω = (λa, a ∈ A)). The first line contains the
integrable terms. The second and third lines contain the lower-order non integrable
terms, depending on the angles θ; there are finitely many of them. The third line
also contains the remaining high order terms, where q3

4 is of total order (at least) 4
and of order 3 in the normal directions ζ, while r0

5 is of total order at least 5. The
latter is the sum of r0

6 ◦ ι which comes from the Birkhoff normal form procedure
(and is of order 6) and h≥5 ◦ τ ◦ ι which comes from the term of order ≥ 5 in the
nonlinearity (1.2). Here I is regarded as a variable of order 2, while θ has zero order.
The terms q3

4 ◦ ι and r0
5 should be regarded as a perturbation.

To deal with the non integrable terms in the second and third lines, following
the works on the finite-dimensional reducibility (see [Eli01]), we introduce a change
of variables

Ψ : (Ĩ , θ̃, ξ̃, η̃) �→ (I, θ, ξ, η),
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symplectic with respect to (4.34), but such that its differential at the origin is not
close to the identity. It is defined by the following relations:

I� = Ĩ� −
∑

|a|=|�|, a �=� ξ̃aη̃a, θ� = θ̃� 
 ∈ A ;

ξa = ξ̃ae
iθ̃�(a) , ηa = η̃ae

−iθ̃�(a) a ∈ Lf ; ξa = ξ̃a, ηa = η̃a a ∈ L∞.

For any (Ĩ , θ̃, ζ̃) ∈ TI,θ
ρ (ν, σ, μ, γ) denote by y = {yl, l ∈ A} the vector, whose

l-th component equals yl =
∑

|a|=|l|,a �=l ξ̃aη̃a. Then

|I − νρ| ≤ |Ĩ − νρ|+ |y| ≤ c2
∗νμ2 +

∑

a∈Lf

|ξ̃aη̃a| ≤ 2c2
∗νμ2. (4.35)

This implies that

Ψ±1

(
TI,θ

ρ

(
ν, 1

2 ,
1

2
√

2
, γ

))
⊂ TI,θ

ρ

(
ν, 1

2 , 1
2 , γ

)
=: TI,θ

ρ . (4.36)

The transformation Ψ is identity on each torus {(I, θ, ζL) : I = const, θ ∈ T
n, ζL =

0}. Writing it as (I, θ, ζL) �→ (Ĩ , θ̃, ζ̃L) we see that

|Ĩa − Ia| ≤ ‖ζL‖2γ , a ∈ A, θ̃ = θ and ‖ζ̃L‖γ = ‖ζL‖γ , (4.37)

and that (ξ, η) = ι(Ĩ , θ̃, ζ̃L) satisfies

ξl =
√

Il e
iθl =

√
Ĩl e

iθ̃l + O(ν−1/2)O(|ζL|2), l ∈ A. (4.38)

Accordingly, dropping the tildes, we write the restriction to TI,θ
ρ of the trans-

formed Hamiltonian h1 = h ◦ τ ◦ ι ◦Ψ as

h1 =〈ω, I〉+
∑

a∈L∞

λaξaηa + 6(2π)−d
∑

�∈A, k∈L

1
λ�λk

(I� −
∑

|a|=|�|
a∈Lf

ξaηa)ξkηk

+
3
2
(2π)−d

∑

�,k∈A

4− 3δ�,k

λ�λk
(I� −

∑

|a|=|�|
a∈Lf

ξaηa)(Ik −
∑

|a|=|k|
a∈Lf

ξaηa)

+ 3(2π)−d
∑

(a,b)∈(Lf ×Lf )+

√
I�(a)I�(b)

λaλb
(ηaηb + ξaξb)

+ 6(2π)−d
∑

(a,b)∈(Lf ×Lf )−

√
I�(a)I�(b)

λaλb
ξaηb + q3′

4 + r0′
5 + ν−1/2r4′

5 .

Here q3′
4 and r0′

5 are the function q3
4 and r0

5, transformed by Ψ, so the former
satisfy the same estimates as the latter, while r4′

5 is a function of forth order in the
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normal variables. The latter comes from re-writing terms like ξ�(a)ξ�(b)ηaηb, using
(4.38) and expressing ηa, ηb via the tilde-variables. Or, after a simplification:

h1 = 〈ω, I〉+
∑

a∈L∞ λaξaηa + 3
2(2π)−d

∑
�,k∈A

4−3δ�,k

λ�λk
I�Ik

+3(2π)−d
(
2
∑

�∈A, a∈L∞
1

λ�λa
I�ξaηa −

∑
�∈A, a∈Lf

(2−3δ�,|a|)
λ�λa

I�ξaηa

)

+3(2π)−d
∑

(a,b)∈(Lf ×Lf )+

√
I�(a)I�(b)

λaλb
(ηaηb + ξaξb)

+6(2π)−d
∑

(a,b)∈(Lf ×Lf )−

√
I�(a)I�(b)

λaλb
ξaηb + q3′

4 + r0′
5 + ν−1/2r4′

5 .

(4.39)

We see that the transformation Ψ removed from h ◦ τ ◦ ι the non-integrable
lower-order terms on the price of introducing “half-integrable” terms which do not
depend on the angles θ, but depend on the actions I and quadratically depend on
the finitely many variables ξa, ηa with a ∈ Lf .

The Hamiltonian h ◦ τ ◦ ι ◦ Ψ should be regarded as a function of the variables
(I, θ, ζL). Abusing notation, below we often drop the lower-index L and write ζL =
(ξL, ηL) as ζ = (ξ, η).

4.5 Rescaling the variables and defining the transformation Φ. Our aim
is to study the transformed Hamiltonian h1 on the domains TI,θ

ρ = TI,θ
ρ (ν, 1

2 , 1
2
√

2
, γ),

0 ≤ γ ≤ γg (see (4.36)). To do this we re-parametrise points of TI,θ
ρ by mean of the

scaling

χρ : (r̃, θ̃, ξ̃, η̃) �→ (I, θ, ξ, η), (4.40)

where I = νρ + νr̃, θ = θ̃, ξ =
√

ν ξ̃, η =
√

ν η̃. Clearly,

χρ : Oγ(1
2 , μ2

∗, μ∗)→ TI,θ
ρ

for 0 ≤ γ ≤ γg, where μ∗ is defined in (4.4), and in the new variables the symplectic
structure reads

−ν
∑

�∈A
d̃r� ∧ dθ̃� − i ν

∑

a∈L
dξ̃a ∧ dη̃a.

Denoting

Φ = Φρ = τ ◦ ι ◦Ψ ◦ χρ,

we see that this transformation is analytic in ρ ∈ D. In view of (4.37), ζ = (ξ, η) =
Φ(r̃, θ̃, ζ̃) satisfies

‖ζ − ζ ′‖γ ≤ C(
√

ν (|r̃|+ ‖ζ‖γ)), ζ ′ =
(√

νρ eiθ̃,
√

νρ eiθ̃, 0
)
.

This relation and (4.17) imply (4.6), so the assertion (i) of the proposition holds.
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Dropping the tildes and forgetting the irrelevant constant ν〈ω, ρ〉, we have

h ◦ Φ(r, θ, ζ) = ν
[
〈ω, r〉+

∑
a∈L∞ λaξaηa + (2π)−dν

(
3
2

∑
�,k∈A

4−3δ�,k

λ�λk
ρ�rk

+ 6
∑

�∈A, a∈L∞
1

λ�λa
ρ�ξaηa − 3

∑
�∈A, a∈Lf

(2−3δ�,|a|)
λ�λa

ρ�ξaηa

+ 3
∑

(a,b)∈(Lf ×Lf )+

√
ρ�(a)

√
ρ�(b)

λaλb
(ηaηb + ξaξb)

+ 6
∑

(a,b)∈(Lf ×Lf )−

√
ρ�(a)

√
ρ�(b)

λaλb
ξaηb

)]

+
((

q3′
4 + r0′

5 + ν−1/2r4′
5

)
(I, θ,

√
νζ)

)
|I=νρ+νr,

(4.41)

where ζ = ζL = (ζa)a∈L, ζa = (ξa, ηa), and ζf = (ζa)a∈Lf
. So,

ν−1h ◦ Φ = h̃2 + f, (4.42)

where f is the perturbation, given by the last line in (4.41),

f = ν−1
((

q3′
4 + r0′

5 + ν−1/2r4′
5

)
(I, θ, ν1/2ζ)

)
|I=νρ+νr, (4.43)

and h̃2 = h̃2(I, ξ, η; ρ, ν) is the quadratic part of the Hamiltonian, which is indepen-
dent from the angles θ:

h̃2 = 〈Ω, r〉+
∑

a∈L∞

Λaξaηa + ν〈K(ρ)ζf , ζf 〉.

Here Ω = (Ωk)k∈A with

Ωk = Ωk(ρ, ν) = ωk + ν
∑

�∈A
M �

kρl, M �
k =

3(4− 3δ�,k)
(2π)dλkλ�

, (4.44)

Λa = Λa(ρ, ν) = λa + 6ν(2π)−d
∑

�∈A

ρ�

λ�λa
, (4.45)

and K(ρ) is a symmetric complex matrix, acting in the space

YLf
= {ζf} ! C

2|Lf |, (4.46)

such that the corresponding quadratic form is

〈K(ρ)ζf , ζf 〉 = 3(2π)−d
( ∑

�∈A, a∈Lf

(3δ�,|a| − 2)
λ�λa

ρ�ξaηa

+
∑

(a,b)∈(Lf ×Lf )+

√
ρ�(a)

√
ρ�(b)

λaλb
(ηaηb + ξaξb)

+ 2
∑

(a,b)∈(Lf ×Lf )−

√
ρ�(a)

√
ρ�(b)

λaλb
ξaηb

)
. (4.47)

Note that the matrix M in (4.44) is invertible since

det M = 3n(2π)−dn
(
Πk∈Aλk

)−2 det (4− 3δ�,k)�,k∈A �= 0.
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The explicit formulas (4.44)–(4.47) imply the assertions (ii) and (iii).
The transformations Ψ ◦ χρ and τ ◦ ι both are real if we use in the spaces Yγ

and Yγ L the real coordinates (pa, qa), see (1.7). This implies the stated “conjugate-
reality” of Φρ.

It remains to verify (iv). By Proposition 4.6 the function f belongs to the class
Tγg,2(1

2 , μ2∗, μ∗). Since the remainder f has the form (4.43) then in view of (4.19)-
(4.21) for (r, θ, ζ) ∈ Oγ(1

2 , μ2∗, μ∗) it satisfies the estimates

|f | ≤ Cν, ‖∇ζf‖γ ≤ Cν, ‖∇2
ζf‖bγ,2 ≤ Cν.

Now consider the fT -component of f . Only the second term in (4.43) contributes
to it and we have that

|fT |+ ‖∇ζf
T ‖γ + ‖∇2

ζf
T ‖bγ,2 ≤ Cν3/2.

This implies the assertion (iv) of the proposition in view of (4.10) and (4.11).
We will provide the domains Oγ

(
1
2 , μ2∗

)
⊂ Oγ

(
1
2 , μ2∗, μ∗

)
= {(r, θ, ξ, η)} with the

symplectic structure −
∑

�∈A dr� ∧ dθ� − i
∑

a∈L dξa ∧ dηa. Then the transformed
Hamiltonian system, constructed in Proposition 4.1 has the Hamiltonian, given by
the r.h.s. of (4.5).

5 The Birkhoff Normal Form II

In this section we shall refine the normal form (4.5) further. We shall construct a
ρ-dependent transformation which diagonalises the Hamiltonian operator (modulo
the term f) and shall examine its smoothness in ρ. So here we are concerned with
analysis of the finite-dimensional linear hamiltonian operator iJK(ρ) defined by the
Hamiltonian (4.47). To do this we will have to restrict ρ to some (large) subset
Q ⊂ D = [c∗, 1]A. In this section and below c∗ is regarded as a parameter of the
construction, belonging to an interval (0, 1

2c0], where c0 > 0 depends on m and on
the constants in (4.1). This c0 is introduced in Lemma 5.4 and is fixed after it. The
parameter c∗ will be fixed till Sect. 10.2 (the last in our work), where we will vary
it.

In this section we shall also shift from the conjugate-reality to the ordinary reality,
thus restoring the original real character of the system.

Theorem 5.1. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
admissible set A and any m /∈ C there exist real numbers γg > γ∗ = (0, m∗ + 2)
and β0, ν0, c0 > 0, where c0, β0, ν0 depend on m, such that, for any 0 < c∗ ≤ c0,
0 < ν ≤ ν0 and 0 < β# ≤ β0 there exists an open set Q = Q(c∗, β#, ν) ⊂ [c∗, 1]A,
increasing as ν → 0 and satisfying

meas([c∗, 1]A\Q) ≤ Cνβ# , (5.1)

with the following property.
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For any ρ ∈ Q there exists a real holomorphic diffeomorphism (onto its image)

Φρ : Oγ∗

(
1
2 , μ2

∗
)
→ Tρ(ν, 1, 1, γ∗), μ∗ = c∗

2
√

2
, (5.2)

which defines analytic diffeomorphisms Φρ : Oγ

(
1
2 , μ2∗

)
→ Tρ(ν, 1, 1, γ), γ∗ ≤ γ ≤ γg,

such that

Φ∗
ρ

(
dξ ∧ dη

)
= νdrA ∧ dθA + νdpL ∧ dqL, (5.3)

and, up to a constant,

1
ν h◦ Φρ(r, θ, pL, qL) = 〈Ω(ρ), r〉+ 1

2

∑
a∈L∞ Λa(ρ)(p2

a + q2
a)

+1
2

∑
b∈Lf \F Λb(ρ)(p2

b + q2
b ) + ν〈K(ρ)ζF , ζF 〉+ f(r, θ, ζL; ρ), (5.4)

where F = Fρ ⊂ Lf (only depending on the connected component of Q containing
ρ), and h is the Hamiltonian (1.11) + (1.12). Φρ satisfies:

(i) Φρ depends smoothly on ρ and

|| Φρ (r, θ, ξL, ηL)−
(√

νρ cos(θ),
√

νρ sin(θ),
√

νρξL,
√

νρηL
)
||γ

≤ C
(√

ν |r|+√ν ‖(ξL, ηL)‖γ + ν
3
2

)
ν−ĉβ#

(5.5)

for all (r, θ, ξL, ηL) ∈ Oγ(1
2 , μ2∗) ∩ {θ real} and all γ∗ ≤ γ ≤ γg;

(ii) the vector Ω and the scalars Λa, a ∈ L∞, are affine functions of ρ, explicitly
defined (4.44), (4.45);

(iii) the functions Λb(ρ), b ∈ Lf\F , are smooth in Q,

‖Λb‖Cj(Q) ≤ Cjν
−β#β(j)ν, ∀j ≥ 0, (5.6)

where 0 < β(1) ≤ β(2) ≤ . . . , and satisfy (5.38). In some open subset of [c∗, 1]A

they also satisfy (5.29);
(iv) K is a symmetric real matrix that depends smoothly on ρ ∈ Q, and

sup
ρ∈Q

‖∂j
ρK(ρ)‖ ≤ Cjν

−β#β(j), ∀j ≥ 0; (5.7)

the set F = Fρ is void for some ρ (in which case the operator K(ρ) is trivial);
(v) the eigenvalues {±iΛa, a ∈ F} of JK are smooth in Q, satisfy (5.6) and

inf
ρ∈Q

|�Λa(ρ)| ≥ C−1ν c̄β# , ∀a ∈ F ; (5.8)

(vi) There exists a complex symplectic operator U(ρ) such that

U(ρ)−1JK(ρ)U(ρ) = i diag{±Λa(ρ), a ∈ F};

the operator U(ρ) smoothly depends on ρ and satisfies

sup
ρ∈Q

(
‖∂j

ρU(ρ)‖+ ‖∂j
ρU(ρ)−1‖) ≤ Cjν

−β#β(j), ∀j ≥ 0. (5.9)
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(vii) f belongs to Tγ,κ=2,Q(1
2 , μ2∗) and satisfies

|f |1/2,μ2
∗

γg,2,Q

≤ Cν−ĉβ#ν, |fT |1/2,μ2
∗

γg,2,Q

≤ Cν−ĉβ#ν3/2. (5.10)

The set Q and the matrix K(ρ) do not depend on the function G (having the
form (1.2)). The constants C, Cj are as in (4.1), while the exponents c̄, ĉ and β(j)
depend on m (we recall (4.1)).

Remark. 1. By (5.3) the transformation Φρ transforms the beam equation, writ-
ten in the form (1.10), to a system, which has the Hamiltonian (5.4) with
respect to the symplectic structure drA ∧ dθA + νdpL ∧ dqL.

2. We also have Φρ

(
Oγ(1

2 , μ2∗)
)
⊂ Tρ(ν, 1, 1, γ) for γ∗ ≤ γ ≤ γg.

The remaining part of this section is devoted to the proof of this result.

5.1 Matrix K(ρ). Recalling (4.8) and (4.2), we write the symmetric matrix
K(ρ), defined by relation (4.47), as a block-matrix, polynomial in√

ρ = (
√

ρ
1
, . . . ,

√
ρ

n
). We write it as K(ρ) = Kd(ρ) + Kn/d(ρ). Here Kd is the

block-diagonal matrix

Kd(ρ) = diag
((

0 μ(a, ρ)
μ(a, ρ) 0

)
, a ∈ Lf

)
,

μ(a, ρ) = C∗
(

3
2 ρ�(a)λ

−2
a − λ−1

a

∑
l∈A ρlλ

−1
l

)
, C∗ = 3(2π)−d.

(5.11)

Note that14

μ(a, ρ) is a function of |a| and ρ. (5.12)

The non-diagonal matrix Kn/d has zero diagonal blocks, while for a �= b its block
Kn/d(ρ)b

a equals

C∗
√

ρl(a)ρl(b)

λaλb

((
1 0
0 1

)
χ+(a, b) +

(
0 1
1 0

)
χ−(a, b)

)
,

where

χ+(a, b) =
{

1, (a, b) ∈ (Lf × Lf )+,
0, otherwise,

and χ− is defined similar in terms of the set (Lf × Lf )−. In view of (4.31),

χ+(a, b) · χ−(a, b) ≡ 0.

Accordingly, the Hamiltonian matrix H(ρ) = iJK(ρ) equals
(
Hd(ρ) +Hn/d(ρ)

)
,

where

Hd(ρ) = i diag
((

μ(a, ρ) 0
0 −μ(a, ρ)

)
, a ∈ Lf

)
,

Hn/d(ρ)b
a = iC∗

√
ρ�(a)

√
ρ�(b)

λaλb

[
Jχ+(a, b) +

(
1 0
0 −1

)
χ−(a, b)

]
.

(5.13)

14 Here and in similar situations below we do not mention the obvious dependence on the parameter
m ∈ [1, 2].
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Note that all elements of the matrix H(ρ) are pure imaginary, and

if (Lf × Lf )+ = ∅, then −iH(ρ) is real symmetric, (5.14)

in which case all eigenvalues of H(ρ) are pure imaginary. In “Appendix B” we show
that if d ≥ 2, then, in general, the set (Lf ×Lf )+ is not empty and the matrix H(ρ)
may have hyperbolic eigenvalues.

Example 5.2. In view of Example 4.8, if d = 1 then the operator Hn/d vanishes. We
see immediately that in this case Hd is a diagonal operator with simple spectrum.

Let us introduce in Lf the relation ∼, where

a ∼ b if and only if a = b or (a, b) ∈ (Lf × Lf )+ ∪ (Lf × Lf )−. (5.15)

It is easy to see that this is an equivalence relation. By Lemma 4.9

a ∼ b, a �= b ⇒ |a| �= |b| . (5.16)

The equivalence ∼ , as well as the sets (Lf × Lf )±, depends only on the lattice
Z

d and the set A, not on the eigenvalues λa and the vector ρ. It is trivial if d = 1
or |A| = 1 (see Example 4.8)) and, in general, is non-trivial otherwise. If d ≥ 2 and
|A| ≥ 2 it is rather complicated.

The equivalence relation divides Lf into equivalence classes, Lf = L1
f ∪· · ·∪LM

f .

The set Lf is a union of the punched spheres Σa = {b ∈ Z
d | |b| = |a|, b �= a}, a ∈ A,

and by (5.16) each equivalence class Lj
f intersects every punched sphere Σa at at

most one point.
Let us order the sets Lj

f in such a way that for a suitable 0 ≤M0 ≤M we have

– Lj
f = {bj} (for a suitable point bj ∈ Z

d) if j ≤M0;

– |Lj
f | = nj ≥ 2 if j > M0.

Accordingly the complex space YLf
(see (4.32)) decomposes as

YLf
= Y f1 ⊕ · · · ⊕ Y fM , Y fj = span {ζs, s ∈ Lj

f}. (5.17)

Since each ζs, s ∈ Lf , is a 2-vector, then

dim Y fj = 2|Lj
j | = 2nj , dim YLf

= 2|Lf | = 2
M∑

j=1

nj := 2N.

So dimY fj = 2 for j ≤M0 and dimY fj ≥ 4 for j > M0. In view of (5.16),

|Lj
f | = nj ≤ |A| ∀ j. (5.18)

We readily see from the formula for the matrix H(ρ) = iJK(ρ) that the spaces
Y fj are invariant for the operator H(ρ). So

H(ρ) = H1(ρ)⊕ · · · ⊕ HM (ρ), Hj = Hj d +Hj n/d, (5.19)
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where Hj operates in the space Y fj , so this is a block of the matrix H(ρ). The
operators Hj d and Hj n/d are given by the formulas (5.13) with a, b ∈ Lj

f . The
Hamiltonian operator Hj(ρ) polynomially depends on

√
ρ, so its eigenvalues form

an algebraic function of ρ. Since the spectrum of Hj(ρ) is an even set, then we can
write branches of this algebraic function as {±iΛj

1(ρ), . . . ,±iΛj
nj (ρ)} (the factor i

is convenient for further purposes). The eigenvalues of H(ρ) are given by another
algebraic function and we write its branches as {±iΛm(ρ), 1 ≤ m ≤ N = |Lf |}.
Accordingly,

{±Λ1(ρ), . . . ,±ΛN(ρ)} = ∪j≤M{±Λj
k(ρ), k ≤ nj}, (5.20)

and Λj = Λj
1 for j ≤M0.

The functions Λk and Λj
k are defined up to multiplication by ±1.15 But if j ≤M0,

then Lj
f = {bj} andHj = Hjd, so the spectrum of this operator is {±iμ(bj , ρ)}, where

μ(bj , ρ) is a well defined analytic function of ρ, given by the explicit formula (5.11).
In this case we specify the choice of Λj

1:

if Lj
f = {bj}, we choose Λj

1(ρ) = μ(bj , ρ). (5.21)

So for j ≤M0, Λj(ρ) = μ(bj , ρ) is a polynomial of ρ, which depends only on |bj |
and ρ.

Since the norm of the operator K(ρ) satisfies (4.17), then

|Λj
r(ρ)| ≤ C2 ∀ ρ, ∀ r, ∀ j. (5.22)

Example 5.3. In view of (5.18), if A = {a∗}, then all sets |Lj
f | are one-point. So

M0 = M = N and

{±Λ1(ρ), . . . ,±ΛN(ρ)} = {±μ(a, ρ) | a ∈ Z
d, |a| = |a∗|, a �= a∗}.

In this case the spectrum of the Hamiltonian operator H(ρ) is pure imaginary
and multiple. It analytically depends on ρ.

Let 1 ≤ j∗ ≤ n and Dj∗
0 be the set

Dj∗
0 = {ρ = (ρ1, . . . , ρn) | c∗ ≤ ρl ≤ c0 if l �= j∗ and 1− c0 ≤ ρj∗ ≤ 1}, (5.23)

where 0 < c∗ ≤ 1
2c0 < 1/4. Its measure satisfies

measDj∗
0 ≥ 1

2cn
0 .

This is a subset of D = [c∗, 1]n which lies in the (Const c0)-vicinity of the point
ρ∗ = (0, . . . , 1, . . . , 0) in [0, 1]n, where 1 stands on the j∗-th place. Since Kn/d(ρ∗) = 0,
then K(ρ∗) = Kd(ρ∗). Consider any equivalence class Lj

f and enumerate its elements

15 More precisely, if Λk is not real, then well defined is the quadruple {±Λk, ±Λ̄k}; see below
Sect. 5.3.



1638 L. H. ELIASSON ET AL. GAFA

as bj
1, . . . , b

j
nj (nj ≤ n). For ρ = ρ∗ the matrix Hj(ρ∗) is diagonal with the eigenvalues

±iμ(bj
r, ρ∗), 1 ≤ r ≤ nj . This suggests that for c0 sufficiently small we may uniquely

numerate the eigenvalues {±iΛj
r(ρ)} (ρ ∈ Dj∗

0 ) of the matrix Hj(ρ) in such a way
that Λj

r(ρ) is close to μ(bj
r, ρ∗). Below we justify this possibility.

Take any b ∈ Lf and denote 
(b) = ab ∈ A. If ab = aj∗ , then

μ(b, ρ∗) = C∗
(

3
2
λ−2

aj∗
− λ−2

aj∗

)
= 1

2C∗λ−2
aj∗

. (5.24)

If ab �= aj∗ , then
μ(b, ρ∗) = −C∗λ−1

a(b)λ
−1
aj∗

. (5.25)

If m ∈ [1, 2] is different from 4/3 and 5/3, then it is easy to see that 2λa �= ±λa′ for
any a, a′ ∈ A. By (3.14) this implies that for m ∈ [1, 2]\C and for b, b′ ∈ Lf such
that |b| �= |b′| we have

|μ(b, ρ∗)| ≥ 2c#(m) > 0, |μ(b, ρ∗)± μ(b′, ρ∗)| ≥ 2c#(m),

and

|μ(b, ρ)| ≥ c#(m) > 0, |μ(b, ρ)± μ(b′, ρ)| ≥ c#(m) for ρ ∈ Dj∗
0 , (5.26)

if c0 is small. In particular, for each j the spectrum ±iμ(bj
r, ρ∗), 1 ≤ r ≤ nj of the

matrix Hj(ρ∗) is simple.

Lemma 5.4. If c0 ∈ (0, 1/2) is sufficiently small,16 then there exists co = co(m) > 0
such that for each r and j, Λj

r(ρ) is a real analytic function of ρ ∈ Dj∗
0 , satisfying

|Λj
r(ρ)− μ(bj

r, ρ)| ≤ C
√

c0 ∀ ρ ∈ Dj∗
0 , (5.27)

and

|Λj
r(ρ)| ≥ co(m) > 0 and |Λj

r(ρ)± Λj
l (ρ)| ≥ co(m) ∀ r �= l, ∀ j, ∀ ρ ∈ Dj∗

0 ,
(5.28)

|Λj1
r1

(ρ) + Λj2
r2

(ρ)| ≥ c0(m) ∀ j1, j2, r1, r2 and ρ ∈ Dj∗
0 . (5.29)

In particular,
Λj

r �≡ 0 ∀r; Λj
r �≡ ±Λj

l ∀ r �= l. (5.30)

The estimate (5.27) assumes that for ρ ∈ Dj∗
0 we fix the sign of the function Λj

r

by the following agreement:

Λr
j(ρ) ∈ R and sign Λj

r(ρ) = sign μ(bj
r, ρ) ∀ρ ∈ Dj∗

0 , ∀1 ≤ j∗ ≤ n, ∀ r, j, (5.31)

see (5.24), (5.25).
Below we fix any c0 = c0(A, m, g(·)) ∈ (0, 1/2) such that the lemma’s assertion

holds, but the parameter c∗ ∈ (0, 1
2c0] will vary at the last stage of our proof, in

Sect. 10.2.

16 Its smallness only depends on A, m and g(·).
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Proof. Since the spectrum ofHj(ρ∗) is simple and the matrixHj(ρ) and the numbers
μ(bj

r, ρ) are polynomials of
√

ρ, then the basic perturbation theory implies that the
functions Λj

r(ρ) are real analytic in
√

ρ in the vicinity of ρ∗ and we have

|μ(bj
r, ρ∗)− μ(bj

r, ρ)| ≤ C
√

c0, |Λj
r(ρ∗)− Λj

r(ρ)| ≤ C
√

c0.

So (5.27) holds. It is also clear that the functions Λj
r(ρ) are analytic in ρ ∈ Dj∗

0 .
Relations (5.27) and (5.26) (and the fact that μ(b, ρ) depends only on |b| and ρ)
imply (5.28) and (5.29) if c0 > 0 is sufficiently small. ��

Remark 5.5. The differences |2λa − λb| can be estimated from below uniformly in
a, b in terms of the distance from m ∈ [1, 2] to the points 4/3 and 5/3. So the con-
stants c# and co depend only on this distance, and they can be chosen independent
from m if the latter belongs to the smaller segment [1, 5/4].

Contrary to (5.29), in general a difference of two eigenvalues Λj1
r1−Λj2

r2 may vanish
identically. Indeed, if j, k ≤ M0, then Lk

f and Lj
f are one-point sets, Lk

f = {bk} and

Lj
f = {bj}, and Λj

1 = μ(bj , ·), Λk
1 = μ(bk, ·). So if |bj | = |bk|, then Λj

1 ≡ Λk
1 due to

(5.12). In particular, in view of Example 5.3, if n = 1 then each Lj
f is a one-point set,

corresponding to some point bj of the same length. In this case all functions Λk(ρ)
coincide identically. But if j ≤M0 < k, or if max j, k > M0 and the set A is strongly
admissible (recall that everywhere in this section it is assumed to be admissible),
then Λj1

r1−Λj2
r2 �≡ 0. This is the assertion of the non-degeneracy lemma below, proved

in Sect. 5.4.

Lemma 5.6. Consider any two spaces Y f r1 and Y f r2 such that r1 ≤ r2 and r2 > M0.
Then

Λr1
j �≡ ±Λr2

k ∀ (r1, j) �= (r2, k), (5.32)

provided that either r1 ≤M0, or the set A is strongly admissible.

We recall that for d ≤ 2 all admissible sets are strongly admissible. For d ≥ 3
non-strongly admissible sets exist. In “Appendix B” we give an example (B.2) of
such a set for d = 3 and show that for it the relation (5.32) does not hold.

5.2 Removing singular values of the parameter ρ. We recall that the
hamiltonian operator H(ρ) equals iJK(ρ); so {Λj

l (ρ)} are the eigenvalues of the real
matrix JK(ρ). Accordingly, the numbers {Λj

l (ρ), 1 ≤ l ≤ nj}, are eigenvalues of
the real matrix 1

iHj(ρ) =: Lj(ρ). Due to Lemma 5.4 we know that for each j the
eigenvalues {±Λj

k(ρ), k ≤ nj}, do not vanish identically in ρ and do not identically
coincide. Now our goal is to quantify these statements by removing certain singular
values of the parameter ρ. To do this let us first denote P j(ρ) = (

∏
l Λ

j
l (ρ))2 =

±det Lj(ρ) and consider the determinant

P (ρ) =
∏

j

P j(ρ) = ±det JK(ρ).
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Recall that for an R×R-matrix with eigenvalues κ1, . . . , κR (counted with their
multiplicities) the discriminant of the determinant of this matrix equals the product∏

i�=j(κ1 − κj). This is a polynomial of the matrix’ elements.
Next we define a “poly-discriminant” D(ρ), which is another polynomial of the

matrix elements of JK(ρ). Its definition is motivated by Lemma 5.6, and it is dif-
ferent for the admissible and strongly admissible sets A. Namely, if A is strongly
admissible, then

– for r = 1, . . . , M0 define Dr(ρ) as the discriminant of the determinant of the
matrix Lr(ρ)⊕ LM0+1(ρ)⊕ · · · ⊕ LM (ρ);

– set D(ρ) = D1(ρ) · · · · ·DM0(ρ).

This is a polynomial in the matrix coefficients of JK(ρ), so a polynomial of
√

ρ.
It vanishes if and only if Λr

m(ρ) equals ±Λl
k(ρ) for some r, l, m and k, where either

r, l ≥M0 + 1 and m �= k if r = l, or r ≤M0 and m = 1.
If A is admissible, then we:

– for l ≤ M0, r ≥ M0 + 1 define Dl,r(ρ) as the discriminant of the determinant of
the matrix Ll(ρ)⊕ Lr(ρ);

– set D(ρ) =
∏

l≤M0,r≥M0+1 Dl,r(ρ).

This is a polynomial in the matrix coefficients of JK(ρ), so a polynomial in
√

ρ. It
vanishes if and only if Λr

1(ρ) equals ±Λl
k(ρ) for some r ≤M0, some l ≥M0 + 1 and

some k, or if Λl
k(ρ) equals ±Λl

m(ρ) for some l ≥M0 + 1 and some k �= m.
Finally, in the both cases we set

M(ρ) =
∏

b∈Lf

μ(b, ρ)
∏

b,b′∈Lf

|b|�=|b′|

(
μ(b, ρ)− μ(b′, ρ)

)
.

This also is a polynomial in
√

ρ which does not vanish identically due to (5.26).
The set

X = {ρ | P (ρ)D(ρ)M(ρ) = 0}

is an algebraic variety, if written in the variable
√

ρ (analytically diffeomorphic to
the variable ρ ∈ [c∗, 1]A), and is non-trivial by Lemma 5.4. The open set D\X is
dense in D and is formed by finitely many connected components. Denote them
Q1, . . . , QL. For any component Ql its boundary is a stratified analytic manifold
with finitely many smooth analytic components of dimension < n, see [KP02]. The
eigenvalues Λj(ρ) and the corresponding eigenvectors are locally analytic functions
on the domains Ql, but since some of these domains may be not simply connected,
then the functions may have non-trivial monodromy, which would be inconvenient
for us. But since each Ql is a domain with a regular boundary, then by removing
from it finitely many smooth closed hyper-surfaces we cut Ql to a finite system of
simply connected domains Q1

l , . . . , Q
n̂l

l such that their union has the same measure
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as Ql and each domain Qμ
l lies on one side of its boundary.17 We may realise these

cuts (i.e. the hyper-surfaces) as the zero-sets of certain polynomial functions of ρ.
Denote by R1(ρ) the product of the polynomials, corresponding to the cuts made,
and remove from Q̃l\X the zero-set of R1. This zero-set contains all the cuts we
made (it may be bigger than the union of the cuts), and still has zero measure.
Again, (Q̃l\X)\{zero-set of R1} is a finite union of domains, where each one lies in
some domain Qr

l .
Intersections of these new domains with the setsDj∗

0 (see (5.23)) will be important
for us by virtue of Lemma 5.4, and any fixed set Dj∗

0 , say D1
0, will be sufficient for

our analysis. To agree the domains with D1
0 we note that the boundary of D1

0 in D
is the zero-set of the polynomial

R2(ρ) = (ρ1 − (1− c0))(ρ2 − c0) . . . (ρn − c0),

and modify the set X above to the set X̃,

X̃ = {ρ ∈ D | R(ρ) = 0}, R(ρ) = P (ρ)D(ρ)M(ρ)R1(ρ)R2(ρ).

As before, D\X̃ is a finite union of open domains with regular boundary. We still
denote them Ql:

D\X̃ = Q1 ∪ · · · ∪QJ, J <∞. (5.33)

A domain Qj in (5.33) may be non simply connected, but since each Qj belongs
to some domain Qr

l , then the eigenvalues Λa(ρ) and the corresponding eigenvectors
define in these domains single-valued analytic functions. Since every domain Ql lies
either in D1

0 or in its complement, we may enumerate the domains Ql in such a way
that

D1
0\X̃ = Q1 ∪ · · · ∪Q J1 , 1 ≤ J1 ≤ J. (5.34)

The domains Ql with l ≤ J1 will play a special role in our argument.
Let us take c1 = 1

2c∗ and consider the complex vicinity Dc1 of D,

Dc1 = {ρ ∈ C
A | |�ρj | < c1, c∗ − c1 < "ρj < 1 + c1 ∀j ∈ A}. (5.35)

We naturally extend X̃ to a complex-analytic subset X̃c of Dc1 (so X̃ = X̃c∩D),
consider the set Dc1\X̃c, and for any δ > 0 consider its open sub-domain Dc1(δ),

Dc1(δ) = {ρ ∈ Dc1 | |R(ρ)| > δ} ⊂ Dc1\X̃c.

Since the factors, forming R, are polynomials with bounded coefficients, then
they are bounded in Dc1 :

‖P‖C1(Dc1 ) ≤ C1, . . . , ‖R2‖C1(Dc1 ) ≤ C1. (5.36)

17 For example, if n = 2 and Q̃l is the annulus A = {1 < ρ2
1 + ρ2

2 < 2}, then we remove from A not
the interval {ρ2 = 0, 1 < ρ1 < 2} =: J (this would lead to a simply connected domain which lies on
both parts of the boundary J), but two intervals, J and −J .
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So in the domain Dc1(δ) the norms of the factors P, . . . , R2, making R, are
bounded from below by C2δ, and similar estimates hold for the factors, making P ,
D and M . Therefore, by the Kramer rule

‖(JK)−1(ρ)‖ ≤ C1δ
−1 ∀ρ ∈ Dc1(δ). (5.37)

Similar for ρ ∈ Dc1(δ) we have

|Λj
k(ρ)| ≥ C−1δ ∀j, k, (5.38)

|μ(b, ρ)| ≥ C−1δ, |μ(b, ρ)− μ(b′, ρ)| ≥ C−1δ if b, b′ ∈ Lf and |b| �= |b′| . (5.39)

Besides,
|Λj

k1
(ρ)± Λr

k2
(ρ)| ≥ C−1δ where (j, k1) �= (r, k2) (5.40)

and if the set A is strongly admissible, then the index j is any and r ≥ M0 + 1,
while if A is admissible, then either j ≤ M0 (and so k1 = 1) and r ≥ M0 + 1, or
j = r ≥M0 +1. The functions Λj

k(ρ) are algebraic functions on the complex domain
Dc1(δ), but their restrictions to the real parts of these domains split to branches
which are well defined analytic functions.

We have
meas(D\Dc1(δ)) ≤ Cδβ4 , (5.41)

for some positive C and β4—this follows easily from Lemma D.1 and Fubini since R
is a polynomial in

√
ρ (also see Lemma D.1 in [EGK14]). Denote c2 = c1/2, define

set Dc2 as in (5.35) but replacing there c1 with c2, and denote Dc2(δ) = Dc1(δ)∩Dc2 .
Obviously,

the set Dc2(2δ) lies in Dc1(δ) with its C−1δ-vicinity. (5.42)

Consider the eigenvalues ±iΛk(ρ). They analytically depend on ρ ∈ Dc1(δ), where
|Λk| ≤ C2 for each k ≤ N by (5.22). In view of (5.42),

| ∂l

∂ρl
Λk(ρ)| ≤ Clδ

−l ∀ ρ ∈ Dc2(2δ), l ≥ 0, k ≤ N, (5.43)

by the Cauchy estimate.

5.3 Block-diagonalising and the end of the proof of theorem 5.1. We
shall block-diagonalise the operator iJK(ρ) for ρ ∈ Dc1(δ). By (5.19) this operator
is a direct sum of operators, each of which has a simple spectrum with eigenvalues
that are separated by ≥ C−1δ. Let us denote one of these blocks by iJK1(ρ). Let its
dimension be 2N and let I(ξ, η) = (η̄, ξ̄). Notice that since iJK1(ρ) is “conjugate-
real” we have

iJK1(ρ)I(z) = I(iJK1(ρ)z).

Fix now a ρ0 ∈ Dc1(δ). Then, by (5.42) with δ replaced by δ/2, for |ρ− ρ0| ≤
C−1δ4N the operator iJK1(ρ) has a single spectrum. Consider a (complex) matrix

U(ρ) =
(
z1(ρ), . . . , z2N (ρ)

)
,
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whose column vectors ‖zj(ρ)‖ = 1 are eigenvectors of iJK1(ρ). It diagonalises iJK1:

U(ρ)−1
(
iJK1(ρ)

)
U(ρ) = i diag {±Λ1(ρ), . . . ,±ΛN (ρ)}. (5.44)

The operator U is smooth in ρ with estimates

sup
ρ

(
‖∂j

ρU(ρ)‖+ ‖∂j
ρU(ρ)−1‖) ≤ Cjδ

−β(j) ∀ j ≥ 0, (5.45)

and
inf
ρ
|det(U(ρ))| ≥ 1

C0
δβ(0), (5.46)

for some 0 < β(0) ≤ β(1) ≤ · · · . See Lemma A.6 in [Eli98] and Lemma C.1 in
[EGK14].

Since the spectrum is simple, then the pairing 〈iJzk(ρ), zl(ρ)〉 = tzl(ρ)
(
iJ
)
zk(ρ)

is zero unless the eigenvalues of zk(ρ) and zl(ρ) are equal but of opposite sign.
We therefore enumerate the eigenvectors so that z2j−1(ρ) and z2j(ρ) correspond to
eigenvalues of opposite sign. If now πj(ρ) = 〈iJz2j−1(ρ), z2j(ρ)〉, then, for each j,

1
C0

δβ(0) ≤ |det(U)| =
√
|det(tU iJU)| =

∏

l

|πl| ≤ |πj | ≤ 1,

since the matrix elements of tU iJU are 〈iJzk(ρ), zl(ρ)〉.
Replacing each eigenvector z2j by 1

π2j
z2j , we can assume without restriction that

U verifies
1
C0

δβ(0) ≤ ‖zj(ρ)‖ ≤ C0δ
−β(0) (5.47)

and (5.44)–(5.46) (for some choice of constants) and, moreover,

tU
(
iJ
)
U = J. (5.48)

Suppose now that some Λj , Λ1 say, is real. Then z2 and I(z1) are parallel, so
z2 = iαI(z1) for some complex number α ∈ C

∗ satisfying the bound (5.47) (for
some choice of constants). Since 〈iJz1, z2〉 = 1, we have that α = 〈Jz1, I(z1)〉−1 is
real, and, by eventually interchanging z1 and z2, we can assume that α = β2 > 0.
Replacing now z1, z2 by βz1,

1
β z2 we can assume without restriction that U verifies

(5.44)–(5.48) (for some choice of constants), and z2 = iI(z1).
Suppose then that some Λj , Λ1 again say, is purely imaginary. Then z1 and I(z1)

are parallel, so z1 = αI(z1) for some unit α. Similarly, z2 = βI(z2) for some unit β.
Since 〈iJz1, z2〉 = 1, we have that 1 = αβ〈iJI(z1), I(z2)〉 = αβ. Let now α = γ2,
and by replacing z1, z2 by γ̄z1,

1
γ̄ z2 we can assume without restriction that U verifies

(5.44)–(5.48) (for some choice of constants), and z1 = I(z1) and z2 = I(z2).
Suppose finally that some Λj , Λ1 say, is neither real nor purely imaginary. Then

−iΛ1 also is an eigenvalue,18 and, hence, equals to ±iΛ2 say. Let us assume it is iΛ2,

18 An example, considered in “Appendix B”, shows that quadruples of eigenvalues {±iΛ, ±iΛ̄}
indeed may occur in the spectra of operators iJK.
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the other case being similar. Then z3 = αI(z1) for some unit α, and z2 = βI(z4) for
some β ∈ C

∗, both satisfying the bound (5.47) (for some choice of constants). Since
〈iJz1, z2〉 = 〈iJz3, z4〉 = 1, αβ must be = 1. Let now α = γ2, and by replacing z1, z3

by γ̄z1, γ̄z3 and z2, z4 by 1
γ̄ z2,

1
γ̄ z4 we can assume without restriction that U verifies

(5.44)–(5.48) (for some choice of constants), and z3 = I(z1) and z4 = I(z2).
Now we define a new matrix

Ũ(ρ) =
(
p1(ρ) q1(ρ) . . . pN (ρ) pN (ρ)

)

in the following way. If Λ1 is real, then we take

p1 = − i√
2
(z1 + iz2), q1 = − 1√

2
(z1 − iz2),

so that I(p1) = p1, I(q1) = q1 and 〈iJp1, q1〉 = 1. We do similarly for all Λj real.
If Λ1 is purely imaginary, then we take p1 = z1 and q1 = z2, and similarly for all
Λj purely imaginary. If Λ1 is neither real nor purely imaginary, and z1 = I(z3) and
z2 = I(z4), then

p1 = − i√
2
(z1 + iz3), p2 = − 1√

2
(z1 − iz3)

and

q1 = − i√
2
(z2 + iz4), q2 = − 1√

2
(z2 − iz4),

similarly for all Λj neither real nor purely imaginary.
Then the matrix Ũ(ρ) verifies (5.45)–(5.48) (for some choice of constants) and

the mapping
w �→ Ũ(ρ)w

takes any real vector w into the subspace {I(w) = w}. By doing this for each
“component” iJK1(ρ) of the operator (5.19) and taking the direct sum we find a
matrix Û(ρ) which transforms the Hamiltonian of iJK(ρ) to the form

1
2

M0∑

j=1

μ(bj , ρ)
(
p2

bj
+ q2

bj

)
+

1
2

M00∑

j=M0+1

Λj(ρ)
(
p2

bj
+ q2

bj

)
+

1
2
〈K̂(ρ)ζh, ζh〉 , (5.49)

where ζh denotes the the remaining {(pbj
, qbj

) : M00 +1 ≤ j ≤ N}. The Hamiltonian
operator JK̂(ρ) is formed by the hyperbolic eigenvalues of the operator iJK̃(ρ).

Since Λa(ρ)ξaηa is transformed to 1
2Λa(ρ)

(
p2

a + q2
a

)
by a matrix Ûa, independent

of ρ, that verifies tŨa(iJa)Ũa = Ja = J (see (1.7)) , the full Hamiltonian (4.5) gets
transformed to

〈Ω(ρ), r〉+ 1
2

∑
a∈L∞ Λa(ρ)

(
p2

a + q2
a

)
+ 1

2

∑M0
j=1 μ(bj , ρ)

(
p2

bj
+ q2

bj

)

+1
2

∑M00
j=M0+1 Λj(ρ)

(
p2

bj
+ q2

bj

)
+ 1

2〈K̂(ρ)ζh, ζh〉
(5.50)

plus the error term f̃(r, θ, pL, qL; ρ) = f(r, θ, ξL, ηL; ρ).
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Note that in difference with the normal form (4.5), the variable ζh belongs to a
subspace of the linear space, formed by the vectors {(pa, qa), a ∈ Lf}, with the usual
reality condition.

We choose any subset F ⊂ Lf of cardinality |F| = N −M00, and identify the
space, where acts the operator K̂(ρ), with the space LF =

{
ζF = {(pa, qa), a ∈ F}

}
.

We denote the operator K̂(ρ), re-interpreted as an operator in LF , as K(ρ). Finally,
we identify the set of nodes {1, . . . , M00} with LF\F , and write the collection of fre-
quencies {μ(bj , ρ), 1 ≤ j ≤M0}∪ {Λj(ρ), M0 + 1 ≤ ρ ≤M00} as {Λb(ρ), b ∈ LF\F}.
After that the Hamiltonian (5.50) takes the form (5.4), required by Theorem 5.1. We
denote by Ûρ the constructed linear symplectic change of variables which transforms
the Hamiltonian (4.5) to (5.4)

For convenience we denote

c̄ = 1/β4 and ĉ = β(0)c̄. (5.51)

With an eye on the relation (5.41), for β# > 0 and any ν > 0 we choose δ = δ(ν) =
C c̄ν c̄β# . Then

Cδβ4 = νβ# . (5.52)
For any ν > 0 we set

Q(c∗, β#, ν) = D ∩Dc1(δ(ν)).

This is a monotone in ν system of subdomains of D, and Q(c∗, β#, ν)↗ (D\X̃)
as ν → 0. In view of (5.41) the measures of these domains satisfy (5.1).

For ρ ∈ Q(c∗, β#, ν) the operator Φ̃ρ = Φρ ◦Ûρ transforms the hamiltonian ν−1h
to (5.4). Re-denoting this transformation back to Φρ, we see that the constructed
objects satisfy the assertions (i)-(v) and (vii) of the theorem. To prove (vi) we
recall (see (5.44)) that the operator U(ρ) (complex-)diagonalises one block of those,
forming the operator iJK(ρ). Denote by U(ρ) the direct sum of the operators U(ρ),
corresponding to all blocks of iJK(ρ). It diagonalises the whole operator iJK(ρ).
Accordingly, the operator U(ρ) ◦ Û−1(ρ) diagonalises JK(ρ). Denoting it U(ρ) we
see that this operator satisfies the assertion (vi)

5.4 Proof of the non-degeneracy lemma 5.6. Consider the decomposition
(5.19) of the Hamiltonian operator H(ρ). To simplify notation, in this section we
suspend the agreement that |Lr

f | = 1 for r ≤ M0, and changing the order of the
direct summands achieve that the indices r1 and r2, involved in (5.32), are r1 = 1
and r2 = 2. For r = 1, 2 we will write elements of the set Lr

f as ar
j , 1 ≤ j ≤ nr, and

vectors of the space Y fr as

ζ =
(
ζar

j
= (ξar

j
, ηar

j
), 1 ≤ j ≤ nr

)
=
(
(ξar

1
, ηar

1
), . . . , (ξar

nr
, ηar

nr
)
)
. (5.53)

Using (4.8) and abusing notation, we will regard the mapping 
 : Lf → A also
as a mapping 
 : Lf → {1, . . . , n}. Consider the points 
(a1

1), . . . , 
(a
1
n1

) (they are
different by (5.16)). Changing if needed the labelling (4.8) we achieve that

{
(a1
1), . . . , 
(a

1
n1

)} � 1. (5.54)



1646 L. H. ELIASSON ET AL. GAFA

We write the operator Hr as Hr = iM r, where

M r(ρ) = JKr(ρ) = JKr d(ρ) + JKr n/d(ρ) =: M r d(ρ) + M r n/d(ρ),

and the real block-matrices M r d = i−1Hr, d, M r n/d = i−1Hr, n/d are given by (5.13).
Then {±Λr

j(ρ)} are the eigenvalues of M r(ρ), and

M r d(ρ) = diag
((

μ(ar
j , ρ) 0

0 −μ(ar
j , ρ)

)
, 1 ≤ j ≤ nr

)
,

where μ(ar
j , ρ) is given by (5.11).

Renumerating the eigenvalues we achieve that in (5.32) (with r1 = 1, r2 = 2)
we have Λ1

j = Λ1
1 and Λ2

k = Λ2
1. As in the proof of Lemma 5.4, consider the vector

ρ∗ = (1, 0, . . . , 0). Let us abbreviate

μ(a, ρ∗) = μ(a) ∀ a,

where μ(a) depends only on |a| by (5.12). In view of (5.13) M r(ρ∗) = M r d(ρ∗) and
thus Λ1

1(ρ∗) = μ(a1
1) and Λ2

1(ρ∗) = μ(a2
1), if we numerate the elements of L1

f and L2
f

accordingly. As in the proof of Lemma 5.4, μ(|ar
1|) equals 1

2C∗λ−2
ar
1

or −C∗λ−1
�(ar

1)
λ−1

ar
1
.

Therefore the relation μ(a1
1) = ±μ(a2

1) is possible only if the sign is “+” and |a1
1| =

|a2
1|. So it remains to verify that under the lemma’s assumption

Λ1
1(ρ) �≡ Λ2

1(ρ) if |a1
1| = |a2

1|. (5.55)

Since |a1
1| = |a2

1|, then


(a1
1) = 
(a2

1) =: aj# ∈ A and Λ1
1(ρ∗) = Λ2

1(ρ∗) =: Λ.

To prove that Λ1
1(ρ) �≡ Λ2

1(ρ) we compare variations of the two functions around
ρ = ρ∗. To do this it is convenient to pass from ρ to the new parameter y =
(y1, . . . , yn), defined by

yj =
√

ρj , j = 1, . . . , n.

Abusing notation we will sometime write yaj
instead of yj . Take any vector

x = (x1, . . . , xn) ∈ R
n, where x1 = 0 and xj > 0 if j ≥ 2, and consider the following

variation y(ε) of y∗ = (1, 0, . . . , 0):

yj(ε) =

{
1 if j = 1,

εxj if j ≥ 2.
(5.56)

By (5.28), for small ε the real matrix M r(ε) := M r(ρ(ε)) (r = 1, 2) has a simple
eigenvalue Λr

1(ε), close to Λ. We will show that for a suitable choice of vector x the
functions Λ1

1(ε) and Λ2
1(ε) are different. More specifically, that their jets at zero of

sufficiently high order are different.
Let r be 1 or 2. We denote Λ(ε) = Λr

1(ρ(ε)), M(ε) = M r(ρ(ε)) and denote
by Md(ε) and Mn/d(ε) the diagonal and non-diagonal parts of M(ε). The matrix
Mn/d(ε) is formed by 2× 2-blocks
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(
Mn/d(ε)

)ar
j

ar
k

= C∗
y�(ar

k)y�(ar
j )

λar
k
λar

j

((
0 1
−1 0

)
χ+(ar

k, a
r
j) +

(
1 0
0 −1

)
χ−(ar

k, a
r
j)
)

,

(5.57)
(note that if j = k, then the block vanishes).

For ε = 0, M(0) = M rd(0) is a matrix with the single eigenvalue Λ(0) = μ(ar
1, ρ∗),

corresponding to the eigen-vector ζ(0) = (1, 0, . . . , 0). For small ε it analytically
extends to a real eigenvector ζ(ε) of M(ε) with the eigenvalue Λ(ε), i.e.

M(ε)ζ(ε) = Λ(ε)ζ(ε), |ζ(ε)| ≡ 1.

We abbreviate ζ = ζ(0), M = M(0) and define similar ζ̇, ζ̈,Λ, Λ̇ . . . etc, where
the upper dot stands for d/dε. We have

M = Md = diag
(
μ(ar

1),−μ(ar
1), . . . ,−μ(ar

nr
)
)
, (5.58)

Ṁd = 0. (5.59)

Since (M(ε)− Λ(ε))ζ(ε) ≡ 0, then

(M(ε)− Λ(ε))ζ̇(ε) = −Ṁ(ε)ζ(ε) + Λ̇(ε)ζ(ε). (5.60)

Jointly with (5.58) and (5.59) this relation with ε = 0 implies that

(Md − Λ)ζ̇ = −Ṁn/dζ + Λ̇ζ. (5.61)

In view of (5.58) we have 〈(Md − Λ)ζ̇, ζ〉 = 0. We derive from here and from
(5.61) that

Λ̇ = 〈Ṁn/dζ, ζ〉 = 0. (5.62)

Let us denote by π the linear projection π : R
2nr → R

2nr which makes zero the
first component of a vector to which it applies. Then Md − Λ is an isomorphism of
the space πR

2nr , and the vectors ζ̇ and −Ṁζ +Λ̇ζ = Ṁn/dζ belong to πR
2nr . So we

get from (5.61) that

ζ̇ = −(Md − Λ)−1Ṁn/dζ, (5.63)

where the equality holds in the space πR
2nr . Differentiating (5.60) we find that

(M(ε)− Λ(ε))ζ̈(ε) = −M̈(ε)ζ(ε)− 2Ṁ(ε)ζ̇(ε) + Λ̈(ε)ζ(ε) + 2Λ̇(ε)ζ̇(ε). (5.64)

Similar to the derivation of (5.62) (and using that 〈ζ, ζ̇〉 = 0 since |ζ(ε)| ≡ 1),
we get from (5.64) and (5.62) that

Λ̈ = 〈M̈ζ, ζ〉+ 2〈Ṁ ζ̇, ζ〉 = 〈M̈ζ, ζ〉+ 2〈(M − Λ)−1Ṁn/dζ, t(Ṁ)ζ〉. (5.65)
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Since for each ε and every j

d2

dε2
ρj(ε) =

d2

dε2
y2

j (ε) = 2x2
j ,

d2

dε2
y1(ε)yj(ε) = 0,

and since 〈M̈ζ, ζ〉 = 〈M̈dζ, ζ〉, then

〈M̈ζ, ζ〉 =
d2

dε2
μ(ar

1, ρ(ε)) |ε=0 = C∗λ−1
aj#

⎛

⎝3λ−1
aj#

x2
j# − 2

n∑

j=2

x2
jλ

−1
aj

⎞

⎠ =: k1. (5.66)

Note that k1 does not depend on r.
Now consider the second term in the r.h.s. (5.65). For any a, b ∈ Lr

f we see that
d
dε(y�(a)(ε)y�(b)(ε)) |ε=0 is non-zero if exactly one of the numbers 
(a), 
(b) is a1, and
this derivative equals x�(c), where c ∈ {a, b}, 
(c) �= a1. Therefore, by (5.57),

(Ṁn/dζ)ar
j

= C∗
λaj#

(
ξo
ar

j
,−ηo

ar
j

)
, ar

j ∈ Lr
f ,

ξo
ar

j
= ϕ(ar

1,ar
j )

λar
j

χ−(ar
1, a

r
j), ηo

ar
j

= ϕ(ar
1,ar

j )

λar
j

χ+
(
ar

1, a
r
j

)
,

(5.67)

where ϕ(ar
1, a

r
1) = 0 and for j �= 1

ϕ(ar
1, a

r
j) =

⎧
⎪⎨

⎪⎩

x�(ar
j ) if j# = 1,

xj# if 
(ar
j) = a1,

0 if j# �= 1, 
(ar
j) �= a1.

Since χ±(ar
1, a

r
1) = 0, then ξo

ar
1

= ηo
ar
1

= 0.
In view of (4.31), at most one of the numbers ξo

ar
j
, ηo

ar
j

is non-zero. By (5.67),
(
(M − Λ)−1Ṁn/dζ

)

ar
j

=
C∗

λaj#

(
ξoo
ar

j
, ηoo

ar
j

)
, (5.68)

where ξoo
ar

j
= ηoo

ar
j

= 0 if j = 1, and otherwise

ξoo
ar

j
=

ϕ
(
ar

1, a
r
j

)
χ−

(
ar

1, a
r
j

)

λar
j
(μ(ar

j)− μ(ar
1))

, ηoo
ar

j
=

ϕ
(
ar

1, a
r
j

)
χ+

(
ar

1, a
r
j

)

λar
j

(
μ(ar

j) + μ(ar
1)
) .

Here μ(ar
j) = 1

2C∗λ−2
a1

if 
(ar
j) = a1 and μ(ar

j) = −C∗λ−1
ar

l
λ−1

a1
if 
(ar

j) �= a1.
Similar,

(tṀζ)ar
j

=
C∗

λaj#

(
ξo
ar

j
, ηo

ar
j

)
,

so the second term in the r.h.s. of (5.65) equals

C2∗
λ2

aj#

nr∑

j=2

ϕ
(
ar

1, a
r
j

)2

λ2
ar

j

⎛

⎝
χ−

(
ar

1, a
r
j

)

μ
(
ar

j

)
− μ (ar

1)
+

χ+
(
ar

1, a
r
j

)

μ
(
ar

j

)
+ μ (ar

1)

⎞

⎠ =: k2(r) . (5.69)
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Finally, we have seen that

Λr
1(ρ(ε)) = Λ1

1(ρ∗) + 1
2ε2k1 + 1

2ε2k2(r) + O(ε3), r = 1, 2,

where k1 does not depend on r. Since ar
1 ∼ ar

j for each r and each j (see (5.15)),
then for j > 1 at least one of the coefficients χ±(ar

1, a
r
j) is non-zero. As χ+ ·χ− ≡ 0,

then
χ−

(
ar

1, a
r
j

)

μ
(
ar

j

)
− μ (ar

1)
+

χ+
(
ar

1, a
r
j

)

μ
(
ar

j

)
+ μ (ar

1)
�= 0 ∀ r, ∀ j > 1. (5.70)

We see that the sum, defining k2(r), is a non-trivial quadratic polynomial of the
quantities ϕ(ar

1, a
r
j) if nr ≥ 2, and vanishes if nr = 1.

The following lemma is crucial for the proof.

Lemma 5.7. If the set A is strongly admissible and |a| = |b|, a �= b, and χ+(a, a′) �=
0, χ+(b, b′) �= 0, or χ−(a, a′) �= 0, χ−(b, b′) �= 0, then |a′| �= |b′|.

Proof. Let first consider the case when χ+ �= 0.
We know that 
(a) = 
(b) =: aj# . Assume that |a′| = |b′|. Then 
(a′) = 
(b′) =: aj�

∈
A. Denote aj# +aj�

= c. Then c �= 0 since the set A is admissible. As (a, a′), (b, b′) ∈
(Lf × Lf )+, then we have |aj# − c| = |a − c| = |b − c|. As |aj# | = |a| = |b|, then
the three points aj# , a and b lie in the intersection of two circles, one centred in the
origin and another centred in c = aj# + aj�

. Since A is strongly admissible, then
aj# ∠ c (see (1.19)). So among the three point two are equal, which is a contradiction.
Hence, |a′| �= |b′| as stated.

The case χ− �= 0 is similar. ��

We claim that this lemma implies that

Λ1
1(ρ(ε)) �≡ Λ2

1(ρ(ε)) for a suitable choice of the vector x in (5.56), (5.71)

so (5.55) is valid and Lemma 5.6 holds. To prove (5.71) we consider two cases.

Case 1: j# = 1. Then ϕ(ar
1, a

r
j) = x�(ar

j ). Denoting C2
∗

λ2
a1

x2
�(ar

j )

λ2
ar

j

=: z�(ar
j ) we see that

k2(1) and k2(2) are linear functions of the variables za1 , . . . , z�n
.

(i) Assume that χ−(ar
1, a

r
j) = 1 for some r ∈ {1, 2} and some j > 1. Denote


(ar
j) = aj∗ . Then j∗ �= j# and

k2(r) =
zaj∗

μ(ar
j)− μ(ar

1)
+ · · · ,

where . . . is independent from zj∗ . Now let r′ = {1, 2}\{r}, and find j′ such
that 
(ar′

j′) = aj∗ . If such j′ does not exist, then k2(r′) does not depend on
zj∗ . Accordingly, for a suitable x we have k2(r) �= k2(r′), and (5.71) holds. If
n2 = 1, then r = 1 and r′ = 2. So j′ does not exists and (5.71) is established.
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If j′ exists, then n1, n2 ≥ 2, so the set A is strongly admissible. By Lemma 5.7
χ−(ar′

1 , ar′
j′) = 0 since χ−(ar

1, a
r
j) = 1 and

|ar
1| = |ar′

1 |, |ar
j | = |ar′

j′ |. (5.72)

So

k2(r′) = zj∗

χ+(ar′
1 , ar′

j′)
μ(ar′

j ) + μ(ar′
1 )

+ · · · .

Since χ+ equals 1 or 0, then using again (5.72) and the fact that μ(a) only
depends on |a|, we see that k2(r) �= k2(r′) for a suitable x, so (5.71) again
holds.

(ii) If χ−(ar
1, a

r
j) = 0 for all j and r, then χ+(ar

1, a
r
j) = 1 for some r and j. Define

zj∗ as above. Then the coefficient in k2(r) in front of zj∗ is non-zero, while for
k2(r′) it vanishes. This is obvious if nr′ = 1. Otherwise A is strongly admissible
and it holds by Lemma 5.7 (and since χ− ≡ 0). So (5.71) again holds.
Case 2: j# �= 1. Then by (5.54) there exists a1

j ∈ Lr
f such that 
(ar

j) = a1. So
χ+(a1

1, a
1
j ) �= 0 or χ−(a1

1, a
1
j ) �= 0. Then ϕ(a1

1, a
1
j ) = xaj#

, the sum in (5.69) is
non-trivial and for the same reason as in Case 1 (5.71) holds.

This completes the proof of Lemma 5.6. ��

PART III. A KAM THEOREM

6 KAM Normal Form Hamiltonians

6.1 Block decomposition, normal form matrices. In this subsection we
recall two notions introduced in [EK10] for the nonlinear Schrödinger equation.
They are essential to overcome the problems of small divisors in a multidimensional
context. Since the structure of the spectrum for the beam equation, {

√
|a|4 + m, a ∈

Z
d}, is similar to that for the NLS equation, {|a|2 + V̂a, a ∈ Z

d}, then to study the
beam equation we will use tools, similar to those used to study the NLS equation.

6.1.1 Partitions. For any Δ ∈ N∪{∞} we define an equivalence relation on Z
d,

generated by the pre-equivalence relation

a ∼ b⇐⇒
{
|a| = |b|,
[a− b] ≤ Δ.

(see (2.4)). Let [a]Δ denote the equivalence class of a—the block of a. For further
references we note that

|a| = |b| and [a]Δ �= [b]Δ ⇒ [a− b] ≥ Δ. (6.1)

The crucial fact is that the blocks have a finite maximal “diameter”

dΔ = max
[a]=[b]

[a− b]

which do not depend on a but only on Δ. This is the content of
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Proposition 6.1.

dΔ ≤ CΔ
(d+1)!

2 . (6.2)

The constant C only depends on d.

Proof. In [EK10] it was considered the equivalence relation on Z
d, generated by the

pre-equivalence

a ≈ b if |a| = |b| and |a− b| ≤ Δ.

Denote by [a]oδ and do
Δ the corresponding equivalence class and its diameter (with

respect to the usual distance). Since a ∼ b if and only if a ≈ b or a ≈ −b, then

[a]Δ = [a]oΔ ∪ −[a]oΔ, (6.3)

provided that the union in the r.h.s. is disjoint. It is proved in [EK10] that do
Δ ≤

DΔ =: CΔ
(d+1)!

2 . Accordingly, if |a| ≥ DΔ, then the union above is disjoint, (6.3)
holds and diameter of [a]Δ satisfies (6.2). If |a| < DΔ, then [a]Δ is contained in a
sphere of radius < DΔ. So the block’s diameter is at most 2DΔ. This proves (6.2) if
we replace there Cd by 2Cd. ��

If Δ = ∞ then the block of a is the sphere {b : |b| = |a|}. Each block decom-
position is a sub-decomposition of the trivial decomposition formed by the spheres
{|a| = const}.

6.1.2 Normal form matrices. On L∞ ⊂ Z
d we define the partition

[a]Δ =
{

[a]Δ ∩ L∞ if a ∈ L∞ and |a| > c,
{b ∈ L∞ : |b| ≤ c} if a ∈ L∞ and |a| ≤ c,

for some positive constant c.
On L = F � L∞ we define the partition, denoted EΔ,

[a] = [a]Δ =
{

[a]Δ ∩ L∞ a ∈ L∞,
F a ∈ F .

(6.4)

Remark 6.2. Now the diameter of each block [a] is bounded as in (6.1) if we just
let C � max(#F , cd).

If A : L × L → gl(2, C) we define its block components

A
[b]
[a] : [a]× [b]→ gl(2, C)

to be the restriction of A to [a] × [b]. A is block diagonal over EΔ if, and only if,
A

[a]
[b] = 0 if [a] �= [b]. Then we simply write A[a] for A

[a]
[a].

On the space of 2× 2 complex matrices we introduce a projection

Π : gl(2, C)→ CI + CJ,
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orthogonal with respect to the Hilbert-Schmidt scalar product. Note that CI + CJ
is the space of matrices, commuting with the symplectic matrix J .

Definition 6.3. We say that a matrix A : L × L → gl(2, C) is on normal form
with respect to Δ, Δ ∈ N ∪ {∞}, and write A ∈ NFΔ, if

(i) A is real valued,
(ii) A is symmetric, i.e. Aa

b ≡ tAb
a,

(iii) A is block diagonal over EΔ,
(iv) A satisfies ΠAa

b ≡ Aa
b for all a, b ∈ L∞.

Any real quadratic form q(w) = 1
2〈w, Aw〉, w = (p, q), can be written as

1
2
〈p, A11p〉+ 〈p, A12q〉+

1
2
〈q, A22q〉+

1
2
〈wF , H(ρ)wF 〉

where A11, A22 and H are real symmetric matrices and A12 is a real matrix. We
now pass from the real variables wa = (pa, qa) to the complex variables za = (ξa, ηa)
by the transformation w = Uz defined through

ξa =
1√
2
(pa + iqa), ηa =

1√
2
(pa − iqa), (6.5)

for a ∈ L∞, and acting like the identity on (C2)F . Then we have

q(Uz) =
1
2
〈ξ, Pξ〉+ 1

2
〈η, Pη〉+ 〈ξ, Qη〉+ 1

2
〈zF , H(ρ)zF 〉,

where

P =
1
2
(
(A11 −A22)− i(A12 + tA12)

)

and

Q =
1
2
(
(A11 + A22) + i(A12 − tA12)

)
.

Hence P is a complex symmetric matrix and Q is a Hermitian matrix. If A is on
normal form, then P = 0.

Notice that this change of variables is not symplectic but changes the symplectic
form slightly:

U∗Ω = i
∑

a∈L
dξa ∧ dηa +

∑

a∈F
dξa ∧ dηa.

6.2 The unperturbed Hamiltonian. Let hup(r, w, ρ) be a function of the
form
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〈r, Ωup(ρ)〉+ 1
2
〈w, Aup(ρ)w〉 = 〈r, Ωup(ρ)〉+ 1

2
〈wF , Hup(ρ)wF 〉+

1
2

∑

a∈L∞

Λa

(
p2

a + q2
a

)
,

(6.6)
where wa = (pa, qa) and

⎧
⎨

⎩

Ωup : D → R
A

Λa : D → R, a ∈ L∞,
Hup : D → gl(RF × R

F ), tHup = Hup,
(6.7)

are Cs∗-functions, s∗ ≥ 1. D is an open ball or a cube of diameter at most 1 in the
space R

P , parametrised by some finite subset P of Z
d.

We can write

〈w, Aup(ρ)w〉 = 〈wF , Hup(ρ)wF 〉+
1
2
(
〈p∞, Qup(ρ)p∞〉+ 〈q∞, Qup(ρ)q∞〉

)

and

Qup(ρ) = diag{Λa(ρ) : a ∈ L∞}.

Definition 6.4. A function hup of the form (6.6) + (6.7) will be called un unper-
turbed Hamiltonian if it verifies Assumptions A1–3 (given below) described by the
positive constants

c′, c, δ0, β = (β1, β2, β3), τ.

To formulate these assumptions we shall use the partition [a] = [a]∞ of F � L∞
defined in (6.4). Notice that this partition depend on a (possibly quite large) constant
c.

6.2.1 A1—spectral asymptotics. There exist a constant 0 < c′ ≤ c and exponents
β1 ≥ 0, β2 > 0 such that for all ρ ∈ D:

|Λa(ρ)− |a|2 | ≤ c
1
〈a〉β1

a ∈ L∞; (6.8)

|(Λa(ρ) − Λb(ρ)) − (|a|2 − |b|2)| ≤ c max
(

1
〈a〉β2

,
1
〈b〉β2

)
, a, b ∈ L∞; (6.9)

{
|Λa(ρ)| ≥ c′, a ∈ L∞,
||(JHup(ρ))−1|| ≤ 1

c′ ;
(6.10)

|Λa(ρ) + Λb(ρ)| ≥ c′, a, b ∈ L∞, (6.11)
{
|(Λa(ρ)− Λb(ρ)))| ≥ c′, a, b ∈ L∞, [a] �= [b],
||(Λa(ρ)I − iJHup(ρ))−1|| ≤ 1

c′ , a ∈ L∞.
(6.12)

Notice that if β1 ≥ β2, then (6.8) implies (6.9) (if c is large enough).
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6.2.2 A2—transversality. Denote by (Qup)[a] the restriction of the matrix Qup

to [a]× [a] and let (Qup)[∅] = 0. Let also JHup(ρ)[∅] = 0.
There exists a 1 ≥ δ0 > 0 such that for all Cs∗-functions

Ω : D → R
n, |Ω− Ωup|Cs∗ (D) < δ0, (6.13)

and for all k ∈ Z
n\0 there exists a unit vector z such that

|∂z〈k, Ω(ρ)〉| ≥ δ0, ∀ρ ∈ D
19 and the following dichotomies hold for each k ∈ Z

n\0:

(i) for any a, b ∈ L∞ ∪ {∅} let

L(ρ) : X �→ 〈k, Ω(ρ)〉X + (Qup)[a](ρ)X ±X(Qup)[b] :

then either L(ρ) is δ0-invertible for all ρ ∈ D , i.e.
∥∥L(ρ)−1

∥∥ ≤ 1
δ0

∀ρ ∈ D, (6.14)

or there exists a unit vector z such that

|〈v, ∂zL(ρ)v〉| ≥ δ0, ∀ρ ∈ D

and for any unit-vector v in the domain of L(ρ);20

(ii) let

L(ρ, λ) : X �→ 〈k, Ω(ρ)〉X + λX + iXJHup(ρ)

and

Pup(ρ, λ) = det L(ρ, λ) :

then either L(ρ, Λa(ρ)) is δ0-invertible for all ρ ∈ D and a ∈ [a]∞, or there
exists a unit vector z such that, with m = 2#F ,

|∂zPup(ρ, Λa(ρ)) + ∂λPup(ρ, Λa(ρ))〈v, ∂zQup(ρ)v〉|
≥ δ0 ‖L(·, Λa(·))‖C1(D) ‖L(·, Λa(·))‖m−2

C0(D)

for all ρ ∈ D, a ∈ [a]∞ and for any unit-vector v ∈ (C2)[a];21

(iii) for any a, b ∈ F ∪ {∅} let

L(ρ) : X �→ 〈k, Ω(ρ)〉X − iJHup(ρ)[a]X + iXJHup(ρ)[b] :

then either L(ρ) is δ0-invertible for all ρ ∈ D, or there exists a unit vector z

and an integer 1 ≤ j ≤ s∗ such that
∣∣∂j

z det L(ρ)
∣∣ ≥ δ0 ‖L‖Cj(D) ‖L‖

m2−2
C0(D) , ∀ρ ∈ D, (6.15)

19 ∂z denotes here the directional derivative in the direction z ∈ R
p.

20 L is a linear operator acting on ([a] × [b])-matrices.
21 L is a linear operator acting on (1 × m)-matrices.
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where m2 = (2#F)2 if both [a] and [b] are �= ∅ and m2 = 2#F if one of [a]
and [b] = ∅.22

Remark 6.5. The dichotomy in A2 is imposed not only on Ωup but also on Cs∗-
perturbations of Ωup, because, in general, the dichotomy for Ωup does not imply
that for perturbations.

If, however, any Cs∗ perturbation of Ωup can be written as Ωup ◦ f for some
diffeomorphism f = id +O(δ0)—this is for example the case when Ω(ρ) = ρ—then
the dichotomy on Ω implies a dichotomy on Cs∗-perturbations.

6.2.3 A3—a Melnikov condition. There exist constants β3, τ > 0 such that

|〈k, Ω(0)〉 − (Λa(0)− Λb(0)))| ≥ β3

|k|τ (6.16)

for all k ∈ Z
P\0 and all a, b ∈ L∞\[0].

6.3 KAM normal form Hamiltonians. Consider now an unperturbed Hamil-
tonian hup defined on the set D (see Definition 6.4). The essential properties of this
function are described by the positive constants

c′, c, δ0, β = (β1, β2, β3), τ

(occurring in assumptions A1–3), and by the constant

χ = |∇ρΩup|Cs∗−1(D) + sup
a∈L∞

|∇ρΛa|Cs∗−1(D) + ||∇ρHup||Cs∗−1(D). (6.17)

Notice that, by Assumption A2, χ ≥ δ0, and in order to simplify the estimates a
little we shall assume that

0 < c′ ≤ δ0 ≤ χ ≤ c. (6.18)

We shall consider a somewhat larger class of functions.

Definition 6.6. A function of the form

h(r, w, ρ) = 〈Ω(ρ), r〉+ 1
2
〈w, A(ρ)w〉 (6.19)

is said to be on KAM normal form with respect to the unperturbed Hamiltonian
hup, satisfying (6.18), if
(Hypothesis Ω) Ω is of class Cs∗ on D and

|Ω− Ωup|Cs∗ (D) ≤ δ. (6.20)

(Hypothesis B) A−Aup : D →Mb
(0,m∗+κ),κ is of class Cs∗ , A(ρ) is on normal form

∈ NFΔ for all ρ ∈ D and

||∂j
ρ(A(ρ)−Aup(ρ))[a]|| ≤ δ

1
〈a〉κ (6.21)

22 in the first case L is a linear operator acting on (m × m)-matrices, and in the second case L is
a linear operator acting on (1 × m)-matrices or (m × 1)-matrices.
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for |j| ≤ s∗, a ∈ L and ρ ∈ D.23 Here we require that

0 < κ. (6.22)

We denote this property by

h ∈ NFκ(hup, Δ, δ).

Since the unperturbed Hamiltonian hup will be fixed in Part III we shall often
suppress it, writing simply h ∈ NFκ(Δ, δ).

6.4 The KAM theorem. In this section we state an abstract KAM result for
perturbations of a certain KAM normal form Hamiltonians.

Let

hup = hup,χ,c′,δ0,c

be a fixed unperturbed Hamiltonian satisfying (6.18). (hup also depends on β, τ but
we shall not track this dependence.)

Let h be a KAM normal form Hamiltonian,

h ∈ NFκ(hup,χ,c′,δ0,c, Δ, δ),

and recall (6.22). We shall also assume Δ ≥ 1.
The perturbation will belong to Tγ,κ,D(σ, μ) with

0 < σ, μ, γ1 ≤ 1

and (recall (2.10))

γ = (γ1, m∗ + κ) > γ∗ = (0, m∗ + κ).

These bounds will be, often implicitly, assumed in the rest of Part III.

Theorem 6.7. There exist positive constants C, α and exp such that, for any h ∈
NFκ,hup

(Δ, δ) and for any f ∈ Tγ,κ,D(σ, μ),

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

and ξ = |f | σ,μ
γ,κ,D

,

if

δ ≤ 1
2C

c′

and

ε(log
1
ε
)exp ≤ 1

C

(
σμ

max(γ−1
1 , dΔ)

c′

χ + ξ

)exp

c′, (6.23)

23 Here it is important that || · || is the matrix operator norm.
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then there exist a closed subset D′ = D′(h, f) ⊂ D,

meas(D\D′) ≤ C

(
log

1
ε

max(γ−1
1 , dΔ)

σμ

)exp
χ

δ0
((χ + ξ)

ε

χ
)α, (6.24)

and a Cs∗ mapping

Φ : Oγ∗(σ/2, μ/2)×D → Oγ∗(σ, μ),

real holomorphic and symplectic for each parameter ρ ∈ D, such that

(h + f) ◦ Φ = h′ + f ′

with

(i)

h′ ∈ NFκ(∞, δ′), δ′ ≤ c′

2
,

and
∣∣h′ − h

∣∣
σ/2,μ/2

γ∗,κ,D
≤ C;

(ii) for any x ∈ Oγ∗(σ/2, μ/2), ρ ∈ D and |j| ≤ s∗

||∂j
ρ(Φ(x, ρ)− x)||γ∗ +

∥∥∂j
ρ(dΦ(x, ρ)− I)

∥∥
γ∗,κ

≤ C

and Φ(·, ρ) equals the identity for ρ near the boundary of D;
(iii) for ρ ∈ D′ and ζ = r = 0

drf
′ = dθf

′ = dζf
′ = d2

ζf
′ = 0.

Moreover,

(iv) if ρ̃ = (0, ρ2, . . . , ρp) and fT (·, ρ̃) = 0 for all ρ̃, then h′ = h and Φ(x, ·) = x for
all ρ̃.

The exponent α is a positive constant only depending on d, s∗, κ and β2. The
exponent exp only depends on d, #A and τ, β2, κ. C is an absolute constant that
depends on c, τ, β2, β3 and κ. C also depend on supD |Ωup| and supD |Hup|, but stays
bounded when these do.

The condition on Φ and h′ − h may look bad but it is not.

Corollary 6.8. Under the assumption of Theorem 6.7, let ε∗ be the largest positive
number such that (6.23) holds. Then, for any ρ ∈ D and |j| ≤ s∗ − 1,

(i)’

∣∣∂j
ρ(h

′(·, ρ)− h(·, ρ))
∣∣
σ/2,μ/2
γ∗,κ,

≤ C

ε∗

∣∣fT
∣∣ σ,μ
γ,κ,D

;
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(ii)’

||∂j
ρ(Φ(x, ρ)− x)||γ∗ +

∥∥∂j
ρ(dΦ(x, r)− I)

∥∥
γ∗,κ

≤ C

ε∗

∣∣fT
∣∣ σ,μ
γ,κ,D

,

for any x ∈ Oγ∗(σ/2, μ/2).

Proof. Let us denote ρ here by ρ1. If |fT | σ,μ
γ,κ,D

≤ ε∗, then we can apply the theorem

to εf for any |ε| ≤ 1. Let now ρ = (ε, ρ1) and consider hup, h and f as functions
depending on this new parameter ρ—they will still verify the assumptions of the
theorem, which will provide us with a mapping Φ with a Cs∗ dependence in ρ = (ε, ρ1)
and equal to the identity when ε = 0. The bound on the derivative together with
assertion (iv) now implies that

||Φ(x, ε, ρ̃)− x||γ∗ ≤ Cε ≤ C

ε∗
|fT | σ,μ

γ,κ,D
for any x ∈ Oγ∗(σ/2, μ/2). The same estimate holds for all derivatives with respect
to ρ̃ up to order s∗ − 1. Take now ε = 1 and we get (ii)′.

The argument for h′ − h is the same. ��
A special case that will interest us in particular is the following.

Corollary 6.9. Let hup = hup,χ,c′,δ0,c be an unperturbed Hamiltonian, satisfying

(a) δ1+ℵ
0 ≤ c′ ≤ δ0 ≤ χ ≤ C ′δ1−ℵ

0 ≤ c,

and let f ∈ Tγ,κ,D(σ, μ) with

(b) ξ = |f | σ,μ
γ,κ,D

≤ C ′δ1−ℵ
0 .

for some 1 > ℵ > 0 and C ′ > 0.
Then there exist constants ε0 > 0, α and κ— independent of c′, δ0, χ and ℵ—such

that if ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

satisfies

ε

(
log

1
ε

)κ

≤ ε0δ
1+ℵκ
0 , (6.25)

then there exist a closed subset D′ = D′(h, f) ⊂ D,

meas(D\D′) ≤ 1
ε0

δ−ℵκ
0 εα, (6.26)

and a Cs∗ mapping Φ

Φ : Oγ∗(σ/2, μ/2)×D → Oγ∗(σ, μ),

real holomorphic and symplectic for each parameter ρ ∈ D, such that

(hup + f) ◦ Φ(r, w, ρ) = 〈Ω′(ρ), r〉+ 1
2
〈w, A′(ρ)w〉+ f ′(r, w, ρ)

with
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(i) the frequency vector Ω′ satisfies

|Ω′ − Ωup|Cs∗−1(D) ≤ c′

and, for each |j| ≤ s∗ and ρ ∈ D, the matrix

A′(ρ) = A′
∞(ρ)⊕H ′(ρ) ∈ NF∞

and satisfies

||∂j
ρ(H

′(ρ)−Hup(ρ)|| ≤ c′;

(ii)’ for any x ∈ Oγ∗(σ/2, μ/2), ρ ∈ D and |j| ≤ s∗ − 1,

||∂j
ρ(Φ(x, ρ)− x)||γ∗ +

∥∥∂j
ρ(dΦ(x, r)− I)

∥∥
γ∗,κ

≤ 1
ε0

ε

δ1+ℵκ
0

(log
1
δ0

)κ

and Φ(·, ρ) equals the identity for ρ near the boundary of D;
(iii) for ρ ∈ D′ and ζ = r = 0

drf
′ = dθf

′ = dζf
′ = d2

ζf
′ = 0.

The exponent α is a positive constant only depending on d, s∗, κ and β2. The
exponent κ also depends on #A and τ . The constant ε0 depends on everything
except, as already said, c′, δ0, χ and ℵ.

Proof. We apply the theorem with h = hup, i.e. δ = 0 and Δ = 1. The condition
(6.23) is implied by

ε

(
log

1
ε

)exp

≤ 1
C ′′

(
c′

χ + ξ

)exp

c′

for some C ′′ depending on C, γ1, σ, μ. With the choice of c′, ξ, χ this is now implied
by (6.25) if κ ≥ 1 + 2 exp.

The estimate of the measure becomes, from (6.24),

1
ε0

(
log

1
ε

)exp

δ
−ℵ(1+α)
0 εα ≤ 1

ε0
δ
−ℵ(1+α)
0 ε

α

2 ,

which is what is claimed if we replace α
2 by α, and take κ ≥ (1 + α).

(i) is just a consequence of h′ ∈ NF(∞, c′). The bound in (ii) follows from the
bound (ii)′ in Corollary 6.8 plus an easy estimate of ε∗. ��
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7 Small Divisors

Control of the small divisors is essential for solving the homological equation (next
section). In this section we shall control these divisors for k �= 0 using Assumptions
A2 and A3.

For a mapping L : D → gl(dim, R) define, for any κ > 0,

Σ(L, κ) = {ρ ∈ D : ||L−1(ρ)|| > 1
κ
}.

Let

h(r, w, ρ) = 〈r, Ω(ρ)〉+ 1
2
〈w, A(ρ)w〉

be a normal form Hamiltonian in NFκ(Δ, δ). Recall the convention (6.18) and
assume κ > 0 and

δ ≤ 1
C

c′, (7.1)

where C is to be determined.

Lemma 7.1. Let

Lk = 〈k, Ω(ρ)〉.

There exists a constant C such that if (7.1) holds, then

meas

⎛

⎝
⋃

0<|k|≤N

Σ(Lk, κ)

⎞

⎠ ≤ CN exp κ

δ0

and

dist
(
D\Σ(Lk, κ), Σ

(
Lk,

κ

2

))
>

1
C

κ

Nχ

24 for any κ > 0.
(The exponent exp only depends on #A. C is an absolute constant.)

Proof. We only need to consider κ ≤ δ0 since otherwise the result is trivial. Since
δ ≤ δ0, using Assumption A2(i), with a = b = ∅, we have, for each k �= 0, either that

|〈Ω(ρ), k〉| ≥ δ0 ≥ κ ∀ρ ∈ D

or that

∂z〈Ω(ρ), k〉 ≥ δ0 ∀ρ ∈ D

(for some suitable choice of a unit vector z). The first case implies Σ(Lk, κ) = ∅. The
second case implies that Σ(Lk, κ) has Lebesgue measure � κ

δ0
. Summing up over all

24 This is assumed to be fulfilled if ΣLk(κ
2
) = ∅.
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0 < |k| ≤ N gives the first statement. The second statement follows from the mean
value theorem and the bound

|∇ρLk(ρ)| ≤ N(χ + δ). ��

Lemma 7.2. Let

Lk,[a] = (〈k, Ω〉I − iJA)[a] .

There exists a constant C such that if (7.1) holds, then,

meas

⎛

⎜⎜⎝
⋃

0<|k|≤N
[a]

Σ(Lk,[a](κ)

⎞

⎟⎟⎠ ≤ CN exp(
κ

δ0
)

1
s∗

and

dist
(
D\Σ(Lk,[a], κ), Σ

(
Lk,[a],

κ

2

))
>

1
C

κ

Nχ
,

for any κ > 0.
(The exponent exp only depends on d and #A. C is an absolute constant that

depends on c. C also depend on supD |Ωup| and supD |Hup|, but stays bounded when
these do.)

Proof. Consider first a ∈ L∞. Then Lk,[a] is conjugate to a sum of two Hermitian
operators of the form

L = 〈k, Ω〉I + Q[a],

where Q[a] is the restriction of Q to [a]× [a] (see the discussion in Sect. 6.1.2).
If we let

Lup = 〈k, Ω〉I + (Qup)[a],

where Qup comes from the unperturbed Hamiltonian, then it follows, from (6.21)
and (7.1), that

‖L− Lup‖C1(D) ≤ δ ≤ ct.δ0.

If now Lup is δ0-invertible, then this implies that L is δ0
2 -invertible.

Otherwise, by assumption A2(i), there exists a unit vector z such that

|〈v, ∂zLup(ρ)v〉| ≥ δ0

for any unit vector v. Since Q[a] is Hermitian we have, for any eigenvalue Λ(ρ), C1

in the direction z, and any associated unit eigenvector v(ρ),

∂z
(
〈k, Ω(ρ)〉+ Λ(ρ)

)
= 〈v(ρ), ∂zL(ρ)v(ρ)〉 = 〈v(ρ), ∂zLup(ρ)v(ρ)〉+O(δ).
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Hence
∣∣∂z
(
〈k, Ω(ρ)〉+ Λ(ρ)

)∣∣ ≥ δ0 − Ct.δ ≥ δ0

2
,

which implies that |〈k, Ω(ρ)〉+ Λ(ρ)| is larger than κ outside a set of Lebesgue
measure � κ

δ0
. Since L(ρ) is Hermitian this implies that

meas Σ(L, κ)) � |a|d κ

δ0

– the dimension of L is � |a|d. (This argument is valid if Λ(ρ) is C1 in the direction z

which can always be assumed when Q is analytic in ρ. The non-analytic case follows
by analytical approximation.)

We still have to sum up over, a priori, infinitely many [a]’s. However, since
|〈k, Ω(ρ)〉| � |k| � N , it follows, by (6.8), that

|〈k, Ω(ρ)〉+ Λ(ρ)| ≥ |Λa(ρ)| − δ − Ct. |k| ≥ |a|2 − c〈a〉−β2 − δ − Ct. |k|

for some appropriate a ∈ [a]. Hence |〈k, Ω(ρ)〉+ Λ(ρ)| is larger than κ for |a| � N
1
2 .

Summing up over all 0 < |k| ≤ N and all |a| � N
1
2 gives a set whose complement Σ

verifies the estimate.
Consider now a ∈ F and let L(ρ) =

(
〈k, Ω〉I − iJH

)
. It follows, by (6.21) and

(7.1), that

‖L− Lup‖Cs∗ ≤ δ ≤ 1
2
δ0,

where Lup(ρ) =
(
〈k, Ω〉I − iJHup

)
—now we are not dealing with an Hermitian

operator.
If now Lup is δ0-invertible, then L will be δ0

2 -invertible. Otherwise, by assumption
A2(iii), there exists a unit vector z and an integer 1 ≤ j ≤ s∗ such that

∣∣∂j
z det Lup(ρ)

∣∣ ≥ δ0 ‖Lup‖Cj(D) ‖Lup‖m−2
C0(D) , ∀ρ ∈ D.

Since, by convexity estimates (see [Hör76]),
∣∣∂j

z det Lup(ρ)
∣∣ ≤ Ct. ‖Lup‖Cj(D) ‖Lup‖m−1

C0(D)

and
∣∣∂j

z(det L(ρ)− det Lup(ρ))
∣∣ ≤ Ct.δ

(
‖Lup‖Cj + δ

)
(‖L‖C0(D) + δ)m−2,

this implies that
∣∣∂j

z det L(ρ)
∣∣ ≥ (δ0 − Ct.δ) ‖Lup‖C1(D) ‖Lup‖m−1

C0(D) , ∀ρ ∈ D,

which is ≥ δ0
2 if δ is sufficiently small.
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Then, by Lemma D.1,

|det L(ρ)| ≥ κ ‖L‖m−1
Cj ,

outside a set of Lebesgue measure

≤ Ct.
(

κ

δ0

) 1
j

.

Hence, by Cramer’s rule,

meas Σ(L, κ) ≤ Ct.
(

κ

δ0

) 1
j

≤ Ct.
(

κ

δ0

) 1
j

.

Summing up over all |k| ≤ N gives the first estimate.
The second estimate follows from the mean value theorem and the bound

∣∣∇ρLk,[a](ρ)
∣∣ ≤ N(χ + δ). ��

Lemma 7.3. Let

Lk,[a],[b] = (〈k, Ω〉I − i adJA)[b][a].

There exists a constant C such that if (7.1) holds, then,

⋃

0<|k|≤N
[a],[b]

Σ(Lk,[a],[b], κ) ≤ C(NΔ)exp

(
κ

δ0

)α( χ

δ0

)1−α

and

dist
(
D\Σ(Lk,[a],[b], κ), Σ

(
Lk,[a],[b],

κ

2

))
>

1
C

κ

Δexp
Nχ,

for any κ > 0. Here

α = min
(

β2κ

β2κ + 2d(β2 + κ)
,

1
s∗

)
.

(The exponent exp only depends on d, #A and τ, β2, κ. C is an absolute constant
that depends on c, τ, β2, β3 and κ. C also depend on supD |Ωup| and supD |Hup|, but
stays bounded when these do.)

Proof. Consider first a, b ∈ F . This case is treated as the operator L(ρ) =
(
〈k, Ω〉I−

iJH
)

in the previous lemma.
Consider then a ∈ L∞ and b ∈ F . Then Lk,[a] is conjugate to a sum of two

operators of the form

X �→ 〈k, Ω(ρ)〉X + Q[a](ρ)X + XiJH(ρ)
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(see the discussion in Sect. 6.1.2). This operator in not Hermitian, but only “par-
tially” Hermitian: it decomposes as an orthogonal sum of operators of the form
L(ρ, Λ(ρ)), where

L(ρ, λ) : X �→ 〈k, Ω(ρ)〉X + λX + iXJH(ρ),

and Λ(ρ) is an eigenvalue of Q[a](ρ).
If we let

Lup(ρ, λ) : X �→ 〈k, Ω(ρ)〉X + λX + XiJHup(ρ),

then it follows, from (6.21) and (7.1), that

‖L(·, λ)− Lup(·, λ)‖C1(D) ≤ δ ≤ ct.δ0.

If Lup(ρ, Λa(ρ)) is δ0-invertible for all a ∈ [a], then this implies that, for any
eigenvalue Λ(ρ) of Q[a](ρ), L(ρ, Λ(ρ)) is δ0

2 -invertible.
Otherwise, by Assumption A2(ii), there exists a unit vector z such that

|∂zPup(ρ, Λa(ρ)) + ∂λPup(ρ, Λa(ρ))〈v, ∂zQup(ρ)v〉| ≥ δ0 ‖Lup‖C1(D) ‖Lup‖m−2
C0(D)

for all ρ ∈ D, all a ∈ [a] and for any unit-vector v ∈ (C2)[a]. If now

P (ρ, λ) = det L(ρ, λ),

then, for any eigenvalue Λ(ρ), C1 in the direction z, and any associated unit eigen-
vector v(ρ),

d

dz
P (ρ, Λ(ρ)) = ∂zP (ρ, Λ(ρ)) + ∂λP (ρ, Λ(ρ))〈v(ρ), ∂zQ(ρ)v(ρ)〉

= ∂zPup(ρ, Λa(ρ)) + ∂λPup(ρ, Λa(ρ))〈v(ρ), ∂zQup(ρ)v(ρ)〉
+O

(
δ ‖Lup‖C1(D) ‖Lup‖m−1

C0(D)

)
.

Hence
∣∣∣∣
d

dz
P (ρ, Λ(ρ))

∣∣∣∣ ≥
δ0

2
‖Lup‖C1(D) ‖Lup‖m−2

C0(D) .

Then
∣∣∣∣∣
P (ρ, Λ(ρ))
||L||m−1

C0(D)

∣∣∣∣∣ ≥ κ

outside a set of Lebesgue measure � κ
δ0

. Hence, by Cramer’s rule,

meas Σ(L, κ) ≤ Ct.
κ

δ0
.
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Since |〈k, Ω(ρ)〉| � |k| � N , it follows, by (6.8), that for any eigenvalue α(ρ) of
JH(ρ),

|〈k, Ω(ρ)〉+ Λ(ρ) + α(ρ)| ≥ |Λa(ρ)| − δ − Ct. |k| ≥ |a|2 − c〈a〉−β1 − δ − Ct. |k|

for some appropriate a ∈ [a]. Hence, Σ(L, κ) = ∅ for |a| � N
1
2 .

Summing up over all 0 < |k| ≤ N and all |a| � N
1
2 gives the first estimate.

Consider finally a, b ∈ L∞. Then Lk,[a],[b] is conjugate to a sum of four operators
of the forms

X �→ 〈k, Ω〉X + Q[a]X + XtQ[b]

and

X �→ 〈k, Ω〉X + Q[a]X −XQ[b].

These operators are Hermitian with respect to the Hilbert–Schmidt norm on the
space of matrices X. Changing from the operator norm to the Hilbert–Schmidt norm
(and conversely) changes any estimate by a factor that depends on the dimension
of the space of matrices X, which, we recall, is bounded by some power of Δ.

With this modification, the first operator is treated exactly as the operator
X �→ 〈k, Ω〉X + Q[a]X in the previous lemma, so let us concentrate on the sec-
ond one, which we shall call L = Lk,[a],[b]. It follows as in the previous lemma that
the Lebesgue measure of Σ(L, κ) is � (|a| |b|)d κ

δ0
—recall that the operator is of

dimension � (|a| |b|)2d.
The problem now is the measure estimate of

⋃
Σ(Lk,[a],[b], κ) since, a priori, there

may be infinitely many Σ(Lk,[a],[b], κ) that are non-void. We can assume without
restriction that |a| ≤ |b|. Since |〈k, Ω(ρ)〉| ≤ Ct. |k| ≤ Ct.N , it is enough to consider
|b| − |a| ≤ Ct.N .

Suppose first that [a] and [b] are �= [0]. Let α(ρ) and β(ρ) be eigenvalues of Q[a](ρ)
and Q[b](ρ) respectively, and chose a, b such that

|α(ρ)− Λa(ρ)| ≤ δ
1
〈a〉κ , |β(ρ)− Λb(ρ)| ≤ δ

1
〈b〉κ .

Using Assumption A3 now gives

|〈k, Ω(ρ)〉 + α(ρ)− β(ρ)| ≥ |〈k, Ωup(ρ)〉 + Λa(ρ)− Λb(ρ)| − |k| δ − 2δ
1
〈a〉κ

≥ |〈k, Ωup(0)〉 + Λa(0)− Λb(0)| − χ(|k|+ 2)

−δ(|k|+ 2) ≥ β4

|k|τ − 6 |k|χ,

and this is ≥ κ unless

|k| ≥ K ≈ (
β3

χ
)

1
τ+1 .
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Recall that χ ≥ δ0, by convention, and that κ ≤ δ0, because otherwise the lemma
is trivial.

From now on we only consider K ≤ |k| ≤ N . By Assumption A2, there exists a
unit vector z such that

|∂z〈k, Ω(ρ)〉| ≥ δ0.

Since |k| ≤ N and |a|2 − |b|2 are integers, it follows that (for any κ′)

|〈k, Ω(ρ)〉 + |a|2 − |b|2 | ≥ 2κ′

for all a, b and all ρ outside a set of Lebesgue measure � N κ′

δ0
. Summing up over all

K ≤ |k| ≤ N gives a set Σ1 of Lebesgue measure

� N exp κ′

δ0
.

By (6.9) it follows that, for ρ outside of Σ1,

|〈k, Ω(ρ)〉 + Λa(ρ)− Λb(ρ)| ≥ κ′,

if just

|a|β2 ≥ 2
c

κ′ .

Then

|〈k, Ω(ρ)〉 + α(ρ)− β(ρ)| ≥ κ′ − 2δ
1
〈a〉κ

which is ≥ κ if κ′ ≥ 2κ and

|a|κ ≥ 2(
δ

κ′ ).

Let

M = 2 max

(( c

κ′
) 1

β2 ,

(
δ0

κ′

) 1
κ

)
.

Then it only remains to consider [a] and [b] with |a| ≤M and |b| ≤M +Ct.N . We
have seen above that the the Lebesgue measure of each Σ(Lk,[a],[b], κ) is � (|a| |b|)d κ

δ0
.

Summing up over all these a and b gives a set Σ2 of Lebesgue measure

� N expM2d κ

δ0
.

Suppose now that [a] or [b] is = [0]. Then |a| and |b| are � c + N � N . Summing
up over all these a and b gives a set Σ3 of Lebesgue measure

� N exp κ

δ0
.
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The union of Σ1, Σ2 and Σ3 has Lebesgue measure

� N exp

(
κ′

δ0
+ M4d κ

δ0

)
� N exp

(
κ′

δ0
+
(

1
κ′

)θ κ

δ0

)
θ = 4d

(
1
β2

+
1
κ

)
.

Take now κ′ = κ
1

1+θ and observe that Nχ
1
τ � 1 (because N ≥ K). Then the

bound becomes

� N exp

(
κ

δ0

) 1
1+θ

(
χ

δ0

) θ

1+θ

( with a new and larger exponent exp). ��

8 Homological Equation

Let h be a normal form Hamiltonian (6.19),

h(r, w, ρ) = 〈Ω(ρ), r〉+ 1
2
〈w, A(ρ)w〉 ∈ NFκ(Δ, δ)

– recall the convention (6.18)—and assume κ > 0 and

δ ≤ 1
C

c′, (8.1)

where C is to be determined. Let

γ = (γ, m∗ + κ) ≥ γ∗ = (0, m∗ + κ).

Remark 8.1. Notice the abuse of notations here. It will be clear from the context
when γ is a two-vector, like in ‖·‖γ,κ, and when it is a scalar, like in eγd.

Let f ∈ Tγ,κ,D(σ, μ). In this section we shall construct a jet-function S that solves
the non-linear25 homological equation

{h, S}+ {f − fT , S}T + fT = 0 (8.2)

as good as possible—the reason for this will be explained in the beginning of the
next section. In order to do this we shall start by analysing the homological equation

{h, S}+ fT = 0. (8.3)

We shall solve this equation modulo some “cokernel” and modulo an “error”.

25 “Non-linear” because the solution depends non-linearly on f .
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8.1 Three components of the homological equation. Let us write

fT (θ, r, w) = fr(r, θ) + 〈fw(θ), w〉+ 1
2
〈fww(θ)w, w〉

and recall that, by Proposition 2.8, fT ∈ Tγ,κ,D(σ, μ). Let

S(θ, r, w) = Sr(r, θ) + 〈Sw(θ), w〉+ 1
2
〈Sww(θ)w, w〉,

where fr and Sr are affine functions in r—here we have not indicated the dependence
on ρ.

Then the Poisson bracket {h, S} equals

−
(
∂ΩSr(r, θ) + 〈∂ΩSw(θ), w〉+ 1

2
〈∂ΩSww(θ), w〉

+〈AJSw(θ), w〉+ 1
2
〈AJSww(θ)w, w〉 − 1

2
〈Sww(θ)JAw, w〉

where ∂Ω denotes the derivative of the angles θ in direction Ω. Accordingly the
homological Eq. (8.3) decomposes into three linear equations:

⎧
⎨

⎩

∂ΩSr(r, θ) = fr(r, θ),
∂ΩSw(θ)−AJSw(θ) = fw(θ),
∂ΩSww(θ)−AJSww(θ) + Sww(θ)JA = fww(θ).

8.2 The first equation

Lemma 8.2. There exists constant C such that if (8.1) holds, then, for any N ≥ 1
and κ > 0, there exists a closed set D1 = D1(h, κ, N) ⊂ D, satisfying

meas(D\D1) ≤ CN exp κ

δ0

and there exist Cs∗ functions Sr and Rr on C
A × T

A ×D → C, real holomorphic in
r, θ, such that for all ρ ∈ D1

∂Ω(ρ)Sr(r, θ, ρ) = fr(r, θ, ρ)− f̂r(r, 0, ρ)−Rr(θ, ρ) 26 (8.4)

and for all (r, θ, ρ) ∈ C
A × T

A
σ′ ×D, |r| < μ, σ′ < σ, and |j| ≤ s∗

|∂j
ρSr(r, θ, ρ)| ≤C

1
κ(σ − σ′)n

(
N

χ

κ

)|j||fT | σ,μ
γ,κ,D

, (8.5)

|∂j
ρRr(r, θ, ρ)| ≤C

e−(σ−σ′)N

(σ − σ′)n
|fT | σ,μ

γ,κ,D
. (8.6)

Moreover, Sr(·, ρ) = 0 for ρ near the boundary of D.
(The exponent exp only depends on n = #A, and C is an absolute constant.)

26 f̂r(r, 0, ρ) is the 0:th Fourier coefficient, or the mean value, of the function θ �→ fr(r, θ, ρ).
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Proof. Written in Fourier components the Eq. (8.4) then becomes, for k ∈ Z
A,

Lk(ρ)Ŝ(k) =: 〈k, Ω(ρ)〉Ŝ(k) = −i(F̂ (k)− R̂(k))

where we have written S, F and R for Sr, (fr − f̂r) and Rr respectively. Therefore
(8.4) has the (formal) solution

S(r, θ, ρ) =
∑

Ŝ(r, k, ρ)ei〈k,θ〉 and R(r, θ, ρ) =
∑

F̂ (r, k, ρ)ei〈k,θ〉

with

Ŝ(r, k, ρ) =
{
−Lk(ρ)−1iF̂ (r, k, ρ) if 0 < |k| ≤ N,
0 if not,

and

R̂(r, k, ρ) =
{

F̂ (r, k, ρ) if |k| > N,
0 if not.

By Lemma 7.1

||(Lk(ρ))−1|| ≤ 1
κ

for all ρ outside some set Σ(Lk, κ) such that

dist(D\Σ(Lk, κ), Σ(Lk,
κ

2
)) ≥ ct.

κ

Nχ

and

D1 = D\
⋃

0<|k|≤N

Σ(Lk, κ)

fulfils the estimate of the lemma.
For ρ /∈ Σ(Lk,

κ
2 ) we get

|Ŝ(r, k, ρ)| ≤ Ct.
1
κ
|F̂ (r, k, ρ)|.

Differentiating the formula for Ŝ(r, k, ρ) once we obtain

∂j
ρŜ(r, k, ρ) =

(
− i
〈Ω, k〉∂

j
ρF̂ (r, k, ρ) +

i
〈Ω, k〉2 〈∂

j
ρΩ, k〉F̂ (r, k, ρ)

)

which gives, for ρ /∈ Σ(Lk,
κ
2 ),

|∂j
ρŜ(r, k, ρ)| ≤ Ct.

1
κ

(
N

χ

κ

)
max
0≤l≤j

|∂l
ρF̂ (r, k, ρ)|.

(Here we used that |∂ρΩ(ρ)| ≤ χ + δ. ) The higher order derivatives are estimated
in the same way and this gives

|∂j
ρŜ(r, k, ρ)| ≤ Ct.

1
κ

(N
χ

κ
)|j| max

0≤l≤j
|∂l

ρF̂ (r, k, ρ)|
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for any |j| ≤ s∗, where Ct. is an absolute constant.
By Lemma D.2, there exists a C∞-function gk : D → R, being = 1 outside

Σ(Lk, κ) and = 0 on Σ(Lk,
κ
2 ) and such that for all j ≥ 0

|gk|Cj(D) ≤ (Ct.
Nχ

κ
)j .

Multiplying Ŝ(r, k, ρ) with gk(ρ) gives a Cs∗-extension of Ŝ(r, k, ρ) fromD\Σ(Lk, κ)
to D satisfying the same bound (8.5).

It follows now, by a classical argument, that the formal solution converges and
that |∂j

ρS(r, θ, ρ)| and |∂j
ρR(r, θ, ρ)| fulfils the estimates of the lemma. When summing

up the series for |∂j
ρR(r, θ, ρ)| we get a term e− 1

C
(σ−σ′)N (because of truncation of

Fourier modes), but the factor 1
C disappears by replacing N by CN .

By construction S and R solve Eq. (8.4) for any ρ ∈ D1.
If we multiply Ŝ(r, k, ρ) by a second C∞ cut-off function hk : D → R—which is

= 1 at a distance ≥ κ
Nχ from the boundary of D and = 0 near this boundary—then

the new function will satisfy the bound (8.5), it will solve the Eq. (8.4) on a new
domain, smaller but still satisfying the measure bound of the Lemma, and it will
vanish near the boundary of D. ��

8.3 The second equation. Concerning the second component of the homolog-
ical equation we have

Lemma 8.3. There exists an absolute constant C such that if (8.1) holds, then, for
any N ≥ 1 and

0 < κ ≤ c′,

there exists a closed set D2 = D2(h, κ, N) ⊂ D, satisfying

meas(D\D2) ≤ CN exp

(
κ

δ0

) 1
s∗

,

and there exist Cs∗-functions Sw and Rw : T
A×D → Yγ , real holomorphic in θ, such

that for ρ ∈ D2

∂Ω(ρ)Sw(θ, ρ)−A(ρ)JSw(θ, ρ) = fw(θ, ρ)−Rw(θ, ρ) (8.7)

and for all (θ, ρ) ∈ T
A
σ′ ×D, σ′ < σ, and |j| ≤ s∗

||∂j
ρSw(θ, ρ)||γ ≤C

1
κ(σ − σ′)n

(
N

χ

κ

)|j|
|fT | σ,μ

γ,κ,D
, (8.8)

||∂j
ρRw(θ, ρ)||γ ≤C

e−(σ−σ′)N

(σ − σ′)n
|fT | σ,μ

γ,κ,D
. (8.9)

Moreover, Sw(·, ρ) = 0 for ρ near the boundary of D.
(The exponent exp only depends on d and #A. C is an absolute constant that

depends on c. C also depend on supD |Ωup| and supD |Hup|, but stays bounded when
these do.)
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Proof. Let us re-write (8.7) in the complex variables , z = (ξη) described in Sect.
6.2. The quadratic form (1/2)〈w, A(ρ)w〉 gets transformed, by w = Uz, to

〈ξ, Q(ρ)η〉+ 1
2
〈zF , H ′(ρ)zF 〉,

where Q′ is a Hermitian matrix and H ′ is a real symmetric matrix. Then we make in
(8.7) the substitution S = tUSw, R = tURw and F = tUfw, where S = t(Sξ, Sη, SF ),
etc. In this notation Eq. (8.7) decouples into the equations

∂ΩSξ + iQSξ = Fξ −Rξ,

∂ΩSη − itQSη = Fη −Rη,

∂ΩSF −HJSF = FF −RF .

Let us consider the first equation. Written in the Fourier components it becomes

(〈k, Ω(ρ)〉I + Q)Ŝξ(k) = −i(F̂ξ(k)− R̂ξ(k)). (8.10)

This equation decomposes into its “components” over the blocks [a] = [a]Δ and
takes the form

Lk,[a](ρ)Ŝ[a](k) =: (〈k, Ω(ρ)〉+ Q[a])Ŝ[a](k) = −i(F̂[a](k)− R̂[a](k)) (8.11)

– the matrix Q[a] being the restriction of Qξ to [a] × [a], the vector F[a] being the
restriction of Fξ to [a] etc.

Equation (8.11) has the (formal) solution

Ŝ[a](k, ρ) =
{
−(Lk,[a](ρ))−1iF̂[a](k, ρ) if |k| ≤ N,
0 if not

and

R̂a(k, ρ) =
{

F̂a(k, ρ) if |k| > N,
0 if not.

For k �= 0, by Lemma 7.2,

||(Lk,[a](ρ))−1|| ≤ 1
κ

for all ρ outside some set Σ(Lk,[a], κ) such that

dist
(
D\Σ

(
Lk,[a], κ

)
, Σ
(
Lk,[a],

κ

2

))
≥ ct.

κ

Nχ

and

D2 = D\
⋃

0<|k|≤N
[a]

Σk,[a](κ),

fulfils the required estimate.
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For k = 0, it follows by (8.1) and (6.10) that

||(Lk,[a](ρ))−1|| ≤ 1
c′ ≤

2
κ

.

We then get, as in the proof of Lemma 8.2, that Ŝ[a](k, ·) and R̂[a](k, ·) have
Cs∗-extension to D satisfying

||∂j
ρŜ[a](k, ρ)|| ≤ Ct.

1
κ

(
N

χ

κ

)|j|
max
0≤l≤j

||∂l
ρF̂[a](k, ρ)||

and

||∂j
ρR[a](k, ρ)|| ≤ Ct.||∂j

ρF̂[a](k, ρ)||,

and satisfying (8.11) for ρ ∈ D2.
These estimates imply that

||∂j
ρŜξ(k, ρ)||γ ≤ Ct.

1
κ

(
N

χ

κ

)|j|
max
0≤l≤j

||∂l
ρF̂ξ(k, ρ)||γ

and

||∂j
ρRξ(k, ρ)||γ ≤ Ct.||∂j

ρFξ(k, ρ)||γ .

Summing up the Fourier series, as in Lemma 8.2, we get

||∂j
ρSξ(θ, ρ)||γ ≤ Ct.

1
κ(σ − σ′)n

(
N

χ

κ

)|j|
max
0≤l≤j

sup
|�θ|<σ

||∂l
ρFξ(·, ρ)||γ

and

||∂j
ρRξ(θ, ρ)||γ ≤ Ct.

e− 1
Ct.

(σ−σ′)N

(σ − σ′)n
sup

|�θ|<σ
||∂j

ρFξ(·, ρ)||γ

for (θ, ρ) ∈ T
A
σ′ × D, 0 < σ′ < σ, and |j| ≤ s∗. This implies the estimates (8.8) and

(8.9)—the factor 1
Ct. disappears by replacing N by Ct.N .

The other two equations are treated in exactly the same way. ��

8.4 The third equation. Concerning the third component of the homological
equation, (8.3), we have the following result.

Lemma 8.4. There exists an absolute constant C such that if (8.1) holds, then, for
any N ≥ 1, Δ′ ≥ Δ ≥ 1, and

κ ≤ 1
C

c′,

there exist a closed subset D3 = D3(h, κ, N) ⊂ D, satisfying

meas(D\D3) ≤ C(ΔN)exp1

(
κ

δ0

)α( χ

δ0

)1−α
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and there exist real Cs∗-functions Bww : D → Mγ,κ ∩ NFΔ′ and Sww, Rww =
RF

ww + Rs
ww : T

A ×D →Mγ,κ, real holomorphic in θ, such that for all ρ ∈ D3

∂Ω(ρ)Sww(θ, ρ)−A(ρ)JSww(θ, ρ) + Sww(θ, ρ)JA(ρ)
= fww(θ, ρ)−Bww(ρ)−Rww(θ, ρ) (8.12)

and for all (θ, ρ) ∈ T
A
σ′ ×D, σ′ < σ, and |j| ≤ s∗

∥∥∂j
ρSww(θ, ρ)

∥∥
γ,κ
≤ CΔ′ Δexp2e2γdΔ

κ(σ − σ′)n

(
N

χ + δ

κ

)|j| ∣∣fT
∣∣ σ,μ
γ,κ,D

, (8.13)

∥∥∂j
ρBww(ρ)

∥∥
γ′,κ

≤ CΔ′Δexp2
∣∣fT

∣∣ σ,μ
γ,κ,D

, (8.14)

and ⎧
⎨

⎩

∥∥∥∂j
ρRF

ww(θ, ρ)
∥∥∥

γ,κ
≤ CΔ′Δexp2

(
e−(σ−σ′)N

(σ−σ′)n

) ∣∣fT
∣∣ σ,μ
γ,κ,D∥∥∥∂j

ρRs
ww(θ, ρ)

∥∥∥
γ′,κ

≤ CΔ′Δexp2e−(γ−γ′)Δ′ ∣∣fT
∣∣ σ,μ
γ,κ,D

, (8.15)

for any γ∗ ≤ γ′ ≤ γ.

Moreover, Sww(·, ρ) = 0 for ρ near the boundary of D.

The exponent α is a positive constant only depending on d, s∗, κ and β2.
27 .

(The exponent exp1 only depends on d, n = #A and τ, β2, κ. The exponent exp2

only depends on d, m∗, s∗. C is an absolute constant that depends on c, τ, β2, β3 and
κ. C also depend on supD |Ωup| and supD |Hup|, but stays bounded when these do.)

Proof. It is also enough to find complex solutions Sww, Rww and Bww verifying the
estimates, because then their real parts will do the job.

As in the previous section, and using the same notation, we re-write (8.12) in
complex variables. So we introduce S = tUSζ,ζU , R = tURζ,ζU , B = tUBζ,ζU and
F = tUJfζ,ζU . In appropriate notation (8.12) decouples into the equations

∂ΩSξξ + iQSξξ + iSξξ tQ = Fξξ −Bξξ −Rξξ,

∂ΩSξη + iQSξη − iSξηQ = Fξη −Bξη −Rξη,

∂ΩSξzF + iQSξzF + SξzF JH = FξzF −Bξξ −RξzF ,

∂ΩSzFzF + HJSzFzF − SzFzF JH = FzFzF −BzFzF −RzFzF ,

and equations for Sηη, Sηξ, SzFξ, SηzF , SzFη. Since those latter equations are of the
same type as the first four, we shall concentrate on these first.

First equation. Written in the Fourier components it becomes

(〈k, Ω(ρ)〉I + Q)Ŝξξ(k) + Ŝξξ(k)tQ = −i(F̂ξξ(k)− δk,0B − R̂ξξ(k)). (8.16)

27 α is the exponent of Lemma 7.3
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This equation decomposes into its “components” over the blocks [a] × [b], [a] =
[a]Δ, and takes the form

L(k, [a], [b], ρ)Ŝ[b]
[a](k) =: 〈k, Ω(ρ)〉 Ŝ

[b]
[a](k) + Q[a](ρ)Ŝ[b]

[a](k)

+ Ŝ
[b]
[a](k) tQ[b](ρ) = −i(F̂ [b]

[a](k, ρ)− R̂
[b]
[a](k)− δk,0B

[b]
[a]), (8.17)

– the matrix Q[a] being the restriction of Qξξ to [a] × [a], the vector F
[b]
[a] being the

restriction of Fξξ to [a]× [b] etc.
Equation (8.17) has the (formal) solution:

Ŝ
[b]
[a](k, ρ) =

{
−L(k, [a], [b], ρ)−1iF̂ [b]

[a](k, ρ) if dist([a], [b]) ≤ Δ′ and |k| ≤ N,

0 if not,

B
[b]
[a] = 0 and

R̂b
a(k, ρ) =

{
F̂ b

a(k, ρ) if dist([a], [b]) ≥ Δ′ or |k| > N,
0 if not.

We denote R̂b
a(k, ρ) by (̂Rs)

b

a(k, ρ) if dist([a], [b]) ≥ Δ′—truncation off “diagonal” in

space modes—and by (̂RF )
b

a(k, ρ) if |k| > N —truncation in Fourier modes.
For k �= 0, by Lemma 7.3,

||(Lk,[a],[b](ρ))−1|| ≤ 1
κ

for all ρ outside some set Σk,[a],[b](κ) such that

dist(D\Σk,[a],[b](κ), Σk,[a],[b](
κ

2
)) ≥ ct.

κ

Nχ
,

and

D3 = D\
⋃

0<|k|≤N
[a],[b]

Σk,[a],[b](κ)

fulfils the required estimate. For k = 0, it follows by (8.1) and (6.11) that

||(Lk,[a],[b](ρ))−1|| ≤ 1
c′ ≤

1
κ

.

We then get, as in the proof of Lemma 8.2, that Ŝ
[b]
[a](k, ·) and R̂

[b]
[a](k, ·) have

Cs∗-extension to D satisfying

||∂j
ρŜ

[b]
[a](k, ρ)|| ≤ Ct.

1
κ

(
N

χ

κ

)|j|
max
0≤l≤j

||∂l
ρF̂

[b]
[a](k, ρ)||
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and

||∂j
ρR

b
a(k, ρ)|| ≤ Ct.||∂j

ρF̂
b
a(k, ρ)||,

and satisfying (8.17) for ρ ∈ D3.
These estimates imply that, for any γ∗ ≤ γ′ ≤ γ,

||∂j
ρŜξξ(k, ρ)||B(Yγ′ ,Yγ′ ) ≤ Ct.Δ′ Δexpe2γdΔ

κ

(
N

χ

κ

)|j|
max
0≤l≤j

||∂l
ρF̂ξξ(k, ρ)||B(Yγ′ ,Yγ′ )

and

||∂j
ρR̂ξξ(k, ρ)||B(Yγ′ ,Yγ′ ) ≤ Ct.Δ′Δexp||∂j

ρF̂ξξ(k, ρ)||B(Yγ′ ,Yγ′ ).

The factor Δexpe2γdΔ occurs because the diameter of the blocks ≤ dΔ interferes
with the exponential decay and influences the equivalence between the l1-norm and
the operator-norm. The factor Δ′Δexp occurs because the truncation � Δ′ + dΔ of
diagonal influences the equivalence between the sup-norm and the operator-norm.

The estimates of the “block components” also gives estimates for the matrix
norms and, for any γ∗ ≤ γ′ ≤ γ,

||∂j
ρŜξξ(k, ρ)||γ,κ ≤ Ct.Δ′ Δexpe2γdΔ

κ

(
N

χ

κ

)|j|
max
0≤l≤j

||∂l
ρF̂ξξ(k, ρ)||γ,κ

and

||∂j
ρRξξ(k, ρ)||γ,κ ≤ Ct.||∂j

ρFξξ(k, ρ)||γ,κ.

Summing up the Fourier series, as in Lemma 8.3, we get that Sξξ(θ, ρ) satisfies
the estimate (8.13). Rξξ(θ, ρ) decompose naturally into a sum of a factor RF

ξξ(θ, ρ),
which is truncated in Fourier modes and therefore satisfies the first estimate of
(8.15), and a factor Rs

ξξ(θ, ρ), which is truncated in off “diagonal” in space modes
and therefore satisfies the second estimate of (8.15).

The third equation. We write the equation in Fourier components and decompose
it into its “components” on each product block [a]× [b], [b] = F :

L(k, [a], [b], ρ)Ŝ[b]
[a](k) := 〈k, Ω(ρ)〉 Ŝ

[b]
[a](k) + Q[a](ρ)Ŝ[b]

[a](k)

−iŜ[b]
[a](k)JH(ρ) = −i(F̂ [b]

[a](k, ρ)− δk,0B
[b]
[a] − R̂

[b]
[a](k))

– here we have suppressed the upper index ξzF .
The formal solution is the same as in the previous case and it converges to

functions verifying (8.13) and (8.15), by Lemma 7.3, and by (6.12).
The Fourth Equation We write the equation in Fourier components:

L(k, [a], [b], ρ)Ŝ[b]
[a](k) := 〈k, Ω(ρ)〉 Ŝ

[b]
[a](k)− iHJ(ρ)Ŝ[b]

[a](k)

+iŜ[b]
[a](k)JH(ρ) = −i(F̂ [b]

[a](k, ρ)− δk,0B
[b]
[a] − R̂

[b]
[a](k)),
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where [a] = [b] = F—here we have suppressed the upper index zFzF .
The equation is solved (formally) by

Ŝ
[b]
[a](k, ρ) =

{
−L(k, [a], [b], ρ)−1iF̂ [b]

[a](k, ρ) if 0 < |k| ≤ N,

0 if not,

R̂
[b]
[a](k, ρ) =

{
F̂

[b]
[a](k, ρ) if |k| > N,

0 if not;

and

B
[b]
[a](ρ) = F̂

[b]
[a](0, ρ).

The formal solution now converges to a solution verifying (8.13), (8.14) and (8.15)
by Lemma 7.3. The factor Rs is here = 0.

The Second Equation We write the equation in Fourier components and decom-
pose it into its “components” on each product block [a]× [b]:

L(k, [a], [b], ρ)Ŝ[b]
[a](k) =: 〈k, Ω(ρ)〉 Ŝ

[b]
[a](k) + Q[a](ρ)Ŝ[b]

[a](k)

−Ŝ
[b]
[a](k)Q[b](ρ) = −i

(
F̂

[b]
[a](k, ρ)− R̂

[b]
[a](k)− δk,0B

[b]
[a]

)

– here we have suppressed the upper index ξη. This equation is now solved (formally)
by

S
[b]
[a](θ, ρ) =

∑
Ŝ

[b]
[a](k, ρ)eik·θ and R

[b]
[a](θ, ρ) =

∑
R̂

[b]
[a](k, ρ)eik·θ,

with

Ŝ
[b]
[a](k, ρ) =

{
L(k, [a], [b], ρ)−1iF̂ [b]

[a](k, ρ) if dist([a], [b]) ≤ Δ′ and 0 < |k| ≤ N,

0 if not,

Bb
a(ρ) =

{
F̂ b

a(0, ρ) if dist([a], [b]) ≤ Δ′ and k = 0,
0 if not,

and

R̂b
a(k, ρ) =

{
F̂ b

a(k, ρ) if dist([a], [b]) ≥ Δ′ or |k| > N,
0 if not.

We denote again R̂b
a(k, ρ) by (̂Rs)

b

a(k, ρ) if dist([a], [b]) ≥ Δ′ and by (̂RF )
b

a(k, ρ) if
|k| > N .

We have to distinguish two cases, depending on when k = 0 or not.
The case k �= 0.
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We have, by Lemma 7.3,

||(Lk,[a],[b](ρ))−1|| ≤ 1
κ

for all ρ outside some set Σk,[a],[b](κ) such that

dist
(
D\Σk,[a],[b](κ), Σk,[a],[b]

(κ

2

))
≥ ct.

κ

Nχ
,

and

D3 = D\
⋃

0<|k|≤N
[a],[b]

Σk,[a],[b](κ)

fulfils the required estimate.
The case k = 0. In this case we consider the block decomposition EΔ′ and we

distinguish whether |a| = |b| or not.
If |a| > |b|, we use (8.1) and (6.12) to get

|α(ρ)− β(ρ)| ≥ c′ − δ

〈a〉κ −
δ

〈b〉κ ≥
c′

2
≥ κ.

This estimate allows us to solve the equation by choosing

B
[b]
[a] = R̂

[b]
[a](0) = 0

and

Ŝ
[b]
[a](0, ρ) = L(0, [a], [b], ρ)−1F̂

[b]
[a](0, ρ)

with

||∂j
ρŜ

[b]
[a](0, ρ)|| ≤ Ct.

1
κ

(
N

χ

κ

)|j|
max
0≤l≤j

∥∥∥∂l
ρF̂

[b]
[a](0, ρ)

∥∥∥ ,

which implies (8.13).
If |a| = |b|, we cannot control |α(ρ)− β(ρ)| from below, so then we define

Ŝ
[b]
[a](0) = 0

and

Bb
a(ρ) = F̂ b

a(0, ρ)), R̂b
a(0) = 0 for [a]Δ′ = [b]Δ′

R̂b
a(0, ρ) = F̂ b

a(0, ρ) Bb
a = 0, for [a]Δ′ �= [b]Δ′ .

Clearly R and B verify the estimates (8.15) and (8.14).
Hence, the formal solution converges to functions verifying (8.13), (8.14) and

(8.15) by Lemma 7.3. Moreover, for ρ ∈ D′, these functions are a solution of the
fourth equation. ��
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8.5 The homological equation. For simplicity we shall restrict ourselves here
to σ, μ, γ ≤ 1.

Lemma 8.5. There exists a constant C such that if (8.1) holds, then, for any N ≥ 1,
Δ′ ≥ Δ ≥ 1 and

κ ≤ 1
C

c′,

there exists a closed subset D′ = D(h, κ, N) ⊂ D, satisfying

meas(D\D′) ≤ C(ΔN)exp1

(
κ

δ0

)α( χ

δ0

)1−α

and there exist real jet-functions S, R = RF + Rs ∈ Tγ,κ,D(σ, μ) and h+ verifying,
for ρ ∈ D′,

{h, S}+ fT = h+ + R, (8.18)

and such that

h + h+ ∈ NFκ(Δ′, δ+)

and, for all 0 < σ′ < σ,

|h+|σ′,μ
γ,κ,D

≤ X
∣∣fT

∣∣ σ,μ
γ,κ,D

, (8.19)

|S|σ′,μ
γ,κ,D

≤ 1
κ

X
(
N

χ

κ

)s∗ ∣∣fT
∣∣ σ,μ
γ,κ,D

, (8.20)

and ⎧
⎨

⎩

∣∣RF
∣∣
σ′,μ
γ,κ,D

≤ Xe−(σ−σ′)N
∣∣fT

∣∣ σ,μ
γ,κ,D

,

|Rs|σ′,μ
γ′,κ,D

≤ Xe−(γ−γ′)Δ′ ∣∣fT
∣∣ σ,μ
γ,κ,D

,
(8.21)

for γ∗ ≤ γ′ ≤ γ, where

X = CΔ′
(

Δ
σ − σ′

)exp2

e2γdΔ .

Moreover, Sr(·, ρ) = 0 for ρ near the boundary of D.

The exponent α is a positive constant only depending on d, s∗, κ and β2.

(The exponent exp1 only depends on d, n = #A and τ, β2, κ. The exponent exp2

only depends on d, m∗, s∗. C is an absolute constant that depends on c, τ, β2, β3 and
κ. C also depend on supD |Ωup| and supD |Hup|, but stays bounded when these do.)
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Remark 8.6. The estimates (8.19) provides an estimate of δ+. Indeed, let 1
2〈w, Bw〉

denote the quadratic part of h+. Then, for any a, b ∈ [a]Δ′ ,
∣∣∣∂j

ρB
b
a

∣∣∣ ≤ 1
C
||∂j

ρB||(γ,m∗),κe(γ,κ),κ(a, b)−1 ≤ Ct.(Δ′)κ
∣∣fT

∣∣ σ,μ
γ,κ,D

1
〈a〉κ

– recall the definition of the matrix norm (2.8) and of the exponential weight (2.5).
By (8.19) this is

≤ Ct.(Δ′)κ
∣∣fT

∣∣ σ,μ
γ,κ,D

1
〈a〉κ .

Since #[a]Δ′ � (Δ′)exp we get

||∂j
ρB(ρ)[a]Δ′ || ≤ Ct.(Δ′)exp

∣∣fT
∣∣ σ,μ
γ,κ,D

1
〈a〉κ .

This gives the estimate

δ+ − δ ≤ Ct.(Δ′)exp
∣∣fT

∣∣ σ,μ
γ,κ,D

.

Proof. The set D′ will now be given by the intersection of the sets in the three
previous lemmas of this section. We set

h+(r, w) = f̂r(r, 0) +
1
2
〈w, Bw〉,

S(r, θ, w) = Sr(θ, r) + 〈Sw(θ)w〉+ 1
2
〈Sww(θ)w, w〉,

and

R(r, θ, w) = Rr(r, θ) + 〈Rw(θ), w〉+ 1
2
〈Rww(θ)w, w〉,

with Rww = RF
ww + Rs

ww. These functions also depend on ρ ∈ D and they verify
equation (8.18) for ρ ∈ D′.

If x = (r, θ, w) ∈ Oγ∗(σ, μ), then

|h+(x)| ≤
∣∣fT

∣∣ σ,μ
γ,κ,D

+
1
2
||Bw||γ∗ ||w||γ∗ .

Since

‖B‖γ,κ ≥ ‖B‖γ∗,κ ≥ ‖B‖B(Yγ∗ ,Yγ∗ )

it follows that

|h+(x)| ≤ Ct.
∣∣fT

∣∣ σ,μ
γ,κ,D

.

We also have for any x = (r, θ, w) ∈ Oγ′(σ, μ), γ∗ ≤ γ′ ≤ γ,

||Jdh+(x)||γ′ ≤ Ct.
∣∣fT

∣∣ σ,μ
γ,κ,D

+ ||Bw||γ′ .
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Since

‖B‖γ,κ ≥ ‖B‖γ′,κ ≥ ‖B‖B(Yγ′ ,Yγ′ )

it follows that

||Jdh+(x)||γ′ ≤ Ct.
∣∣fT

∣∣ σ,μ
γ,κ,D

.

Finally Jd2h+(x) equals JB which satisfies the required bound.
The estimates of the derivatives with respect to ρ are the same and obtained in

the same way.
The functions S(θ, r, ζ), RF (θ, r, ζ) and Rs(θ, r, ζ) are estimated in the same

way. ��

8.6 The non-linear homological equation. The Eq. (8.2) can now be solved
easily. We restrict ourselves again to σ, μ, γ ≤ 1.

Proposition 8.7. There exists a constant C such that for any

h ∈ NFκ(Δ, δ), δ ≤ 1
C

c′,

and for any

N ≥ 1, Δ′ ≥ Δ ≥ 1, κ ≤ 1
C

c′

there exists a closed subset D′ = D(h, κ, N) ⊂ D, satisfying

meas(D\D′) ≤ C(ΔN)exp1

(
κ

δ0

)α( χ

δ0

)1−α

,

and, for any f ∈ Tγ,κ(σ, μ,D)

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

and ξ = |f | σ,μ
γ,κ,D

,

there exist real jet-functions S, R = RF + Rs ∈ Tγ,κ,D(σ, μ) and h+ verifying, for
ρ ∈ D′,

{h, S}+ {f − fT , S}T + fT = h+ + R (8.22)

and such that

h + h+ ∈ NFκ(Δ′, δ+)

and, for all σ′ < σ and μ′ < μ,

|h+|σ′,μ′
γ,κ,D

≤ CXY ε, (8.23)

|S|σ′,μ′
γ,κ,D

≤ C
1
κ

XY ε (8.24)
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and ⎧
⎨

⎩

∣∣RF
∣∣
σ′,μ′
γ,κ,D

≤ Ce−(σ−σ′)NXY ε,

|Rs|σ′,μ′

γ′,κ,D
≤ Ce−(γ−γ′)Δ′

XY ε,
(8.25)

for γ∗ ≤ γ′ ≤ γ, where

X =
(

NΔ′eγdΔ

(σ − σ′)(μ− μ′)

)exp2

and

Y =
(

χ + ξ

κ

)4s∗+3

.

Moreover, Sr(·, ρ) = 0 for ρ near the boundary of D.

Moreover, if ρ̃ = (0, ρ2, . . . , ρp) and fT (·, ρ̃) = 0 for all ρ̃, then S = R = 0 and
h+ = h for all ρ̃.

The exponent α is a positive constant only depending on d, s∗, κ and β2.

(The exponent exp1 only depends on d, n = #A and τ, β2, κ. The exponent exp2

only depends on d, m∗, s∗. C is an absolute constant that depends on c, τ, β2, β3 and
κ. C also depend on supD |Ωup| and supD |Hup|, but stays bounded when these do.)

Remark 8.8. Notice that the “loss” of S with respect to κ is of “order” 4s∗ + 4.
However, if χ, δ and ξ = |f | σ,μ

γ′,κ,D
are of size � κ, then the loss is only of “order” 1.

Proof. Let S = S0+S1+S2 be a jet-function such that S1 starts with terms of degree
1 in r, w and S2 starts with terms of degree 2 in r, w—jet functions are polynomials
in r, w and we give (as is usual) w degree 1 and r degree 2.

Let now σ′ = σ5 < σ4 < σ3 < σ2 < σ1 < σ0 = σ be a (finite) arithmetic
progression, i.e. σj − σj+1 do not depend on j, and let and μ′ = μ5 < μ4 < μ3 <
μ2 < μ1 < μ0 = μ be another arithmetic progressions.

Then {h′, S}+ {f − fT , S}T + fT = h+ + R decomposes into three homological
equations

{h′, S0}+ fT = (h+)0 + R0,

{h′, S1}+ fT
1 = (h+)1 + R1, f1 = {f − fT , S0},

{h′, S2}+ fT
2 = (h+)2 + R2, f2 = {f − fT , S1}.

By Lemma 8.5 we have for the first equation

|(h+)0|σ1,μ
γ,κ,D

≤ Xε, |S0|σ1,μ
γ,κ,D

≤ 1
κ

XY ε
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where

X = CΔ′
(

5Δ
σ − σ′

)exp

e2γ1dΔ .

and where Y, Z are defined by the right hand sides in the estimates (8.20) and (8.21).
By Proposition 2.9 we have

ξ1 = |f1|σ2,μ2
γ,κ,D

≤ 1
κ

XY Wξε

where

W = C

(
5

(σ − σ′)
+

5
(μ− μ′)

)
.

By Proposition 2.8 ε1 =
∣∣fT

1

∣∣σ2,μ2
γ,κ,D

satisfies the same bound as ξ1.

By Lemma 8.5 we have for the second equation

|(h+)1|σ3,μ2
γ,κ,D

≤ Xε1, |S1|σ3,μ2
γ,κ,D

≤ 1
κ

XY ε1.

By Propositions 2.8 and 2.9 we have

ξ2 = |f2|σ4,μ4
γ,κ,D

≤ 1
κ

XY Wξ1ε1,

and ε2 =
∣∣fT

2

∣∣σ4,μ4
γ,κ,D

satisfies the same bound.

By Lemma 8.5 we have for the third equation

|(h+)2|σ5,μ4
γ,κ,D

≤ Xε2, |S2|σ5,μ4
γ,κ,D

≤ 1
κ

XY ε2.

Putting this together we find that

ε + ε1 + ε2 ≤ (1 +
1
κ

XY Wξ)3ε = Tε

and

|h+|σ′,μ′
γ,κ,D

≤ XTε, |S|σ′,μ′
γ,κ,D

≤ 1
κ

XY Tε.

Renaming X and Y gives now the estimates for h+ and S. R = R0 + R1 + R2

and its estimates follows immediately from the homological equation.
The final statement does not follow from Lemma 8.5. However, if one follows the

whole construction through the proofs of Lemmas 8.2 to 8.5 one sees that it holds.
For example in Lemma 8.2 it is seen immediately that this holds for ρ̃ /∈ Σ(Lk,

κ
2 ).

The only arbitrariness in the construction is the extension, but we have chosen it
so that Sr and Rr are = 0 on Σ(Lk,

κ
2 ). The construction Lemmas 8.3 and (8.4)

displays the same feature. ��
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9 Proof of the KAM Theorem

Theorem 6.7 is proved by an infinite sequence of change of variables typical for
KAM-theory. The change of variables will be done by the classical Lie transform
method which is based on a well-known relation between composition of a function
with a Hamiltonian flow Φt

S and Poisson brackets:

d

dt
f ◦ Φt

S = {f, S} ◦ Φt
S

from which we derive

f ◦ Φ1
S = f + {f, S}+

∫ 1

0
(1− t){{f, S}, S} ◦ Φt

S dt.

Given now three functions h, k and f . Then

(h + k + f) ◦ Φ1
S = h + k + f + {h + k + f, S}

+
∫ 1

0
(1− t){{h + k + f, S}, S} ◦ Φt

S dt.

If now S is a solution of the equation

{h, S}+ {f − fT , S}T + fT = h+ + RF + Rs, (9.1)

then

(h + k + f) ◦ Φ1
S = h + k + h+ + f+ + Rs

with

f+ = RF + (f − fT ) + {k + fT , S}+ {f − fT , S} − {f − fT , S}T

+
∫ 1

0
(1− t){{h + k + f, S}, S} ◦ Φt

S dt (9.2)

and

fT
+ = RF + {k + fT , S}T +

(∫ 1

0
(1− t){{h + k + f, S}, S} ◦ Φt

S dt

)T

. (9.3)

If we assume that S and RF are “small as” fT , then fT
+ is is “small as” kfT —this

is the basis of a linear iteration scheme with (formally) linear convergence.28 But if
also k is of the size fT , then f+ is “small as” the square of fT —this is the basis of a
quadratic iteration scheme with (formally) quadratic convergence. We shall combine
both of them.

First we shall give a rigorous version of the change of variables described above.
We restrict ourselves to the case when σ, μ, γ ≤ 1.

28 It was first used by Poincaré, credited by him to the astronomer Delauney, and it has been
used many times since then in different contexts.
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9.1 The basic step. Let h ∈ NFκ(Δ, δ) and assume κ > 0 and

δ ≤ 1
C

c′. (9.4)

Let

γ = (γ, m∗ + κ) ≥ γ∗ = (0, m∗ + κ)

and recall Remark 8.1 and the convention (6.18). Let N ≥ 1, Δ′ ≥ Δ ≥ 1 and

κ ≤ 1
C

c′.

The constant C is to be determined.
Proposition 8.7 then gives, for any f ∈ Tγ,κ,D(σ, μ),

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

and ξ = |f | σ,μ
γ,κ,D

,

a set D′ = D′(h, κ, N) ⊂ D and functions h+, S, R = RF + Rs, satisfying
(8.23)+(8.24)+(8.25) and solving the equation (9.1),

{h, S}+ {f − fT , S}T + fT = h+ + R,

for any ρ ∈ D′. Let now 0 < σ′ = σ4 < σ3 < σ2 < σ1 < σ0 = σ and 0 < μ′ = μ4 <
μ3 < μ2 < μ1 < μ0 = μ be (finite) arithmetic progressions.

The Flow Φt
S. We have, by (8.24),

|S|σ1,μ1
γ,κ,D

≤ Ct.
1
κ

XY ε

where X, Y and Ct. are given in Proposition 8.7, i.e.

X =
(

Δ′eγdΔN

(σ0 − σ1)(μ0 − μ1)

)exp2

=
(

42Δ′eγdΔN

(σ − σ′)(μ− μ′)

)exp2

, Y = (
χ + ξ

κ
)4s∗+3

– we can assume without restriction that exp2 ≥ 1.
If

ε ≤ 1
C

κ

X2Y
, (9.5)

and C is sufficiently large, then we can apply Proposition 2.11(i). By this proposition
it follows that for any 0 ≤ t ≤ 1 the Hamiltonian flow map Φt

S is a Cs∗-map

Oγ′(σi+1, μi+1)×D → Oγ′(σi, μi), ∀γ∗ ≤ γ′ ≤ γ, i = 1, 2, 3,

real holomorphic and symplectic for any fixed ρ ∈ D. Moreover,

||∂j
ρ(Φ

t
S(x, ·)− x)||γ′ ≤ Ct.

1
κ

XY ε
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and
∥∥∂j

ρ(dΦt
S(x, ·)− I)

∥∥
γ′,κ

≤ Ct.
1
κ

XY ε

for any x ∈ Oγ′(σ2, μ2), γ∗ ≤ γ′ ≤ γ, and 0 ≤ |j| ≤ s∗.

A transformation. Let now k ∈ Tγ,κ,D(σ, μ) and set

η = |k| σ,μ
γ,κ,D

.

Then we have

(h + k + f) ◦ Φ1
S = h + k + h+ + f+ + R

where f+ is defined by (9.2), i.e.

f+ = (f − fT ) + {k + fT , S}+ {f − fT , S} − {f − fT , S}T

+
∫ 1

0
(1− t){{h + k + f, S}, S} ◦ Φt

S dt.

The integral term is the sum
∫ 1

0
(1−t){h+ + R−fT , S} ◦ Φt

S dt+
∫ 1

0
(1−t){{k + f, S}−{f − fT , S}T , S} ◦ Φt

S dt.

The estimates of {k + fT , S} and {f − fT , S}. By Proposition 2.9(i)
∣∣{k + fT , S}

∣∣σ2,μ2
γ,α,D

≤ Ct.X |S|σ1,μ1
γ,κ,D

∣∣k + fT
∣∣σ1,μ1
γ,α,D

.

Hence ∣∣{k + fT , S}
∣∣σ2,μ2
γ,α,D

≤ Ct.
1
κ

X2Y (η + ε)ε. (9.6)

Similarly,
∣∣{f − fT , S}

∣∣σ2,μ2
γ,α,D

≤ Ct.
1
κ

X2Y ξε. (9.7)

The estimate of {h+ − fT , S} ◦ Φt
S. The estimate of h+ is given by (8.23):

|h+|σ1,μ1
γ,κ,D

≤ Ct.XY ε.

This gives, again by Proposition 2.9(i),
∣∣{h+ − fT , S}

∣∣σ2,μ2
γ,α,D

≤ Ct.
1
κ

X3Y 2ε2.

Let now F = {h+ − fT , S}. If ε verifies (9.5) for a sufficiently large constant C,
then we can apply Proposition 2.11(ii). By this proposition, for |t| ≤ 1, the function
F ◦ Φt

S ∈ Tγ,κ,D(σ3, μ3) and
∣∣{h+ − fT , S} ◦ Φt

S

∣∣σ3,μ3
γ,κ,D

≤ Ct.
1
κ

X3Y 2ε2. (9.8)
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The estimate of {R, S} ◦ Φt
S. The estimate of R is given by (8.25). It implies that

|R|σ1,μ1
γ,κ,D

≤ Ct.XY ε.

Then, as in the previous case,

∣∣{R, S} ◦ Φt
S

∣∣σ3,μ3
γ,κ,D

≤ Ct.
1
κ

X3Y 2ε2. (9.9)

The estimate of {{k + f, S} − {f − fT , S}T , S} ◦Φt
S. This function is estimated as

above. If F = {{k + f, S} − {f − fT , S}T , S}, then, by Propositions 2.8 and 2.9(i),

|F |σ3,μ3
γ,α,D

≤ Ct.(
1
κ

X2Y )2(η + ξ)ε2

and by Proposition 2.11(ii)

∣∣{{k + f, S} − {f − fT }T , S} ◦ Φt
S

∣∣σ4,μ4
γ,κ,D

≤ Ct.(
1
κ

X2Y )2(η + ξ)ε2. (9.10)

The estimates of RF and Rs. These estimates are given by (8.25):
∣∣RF

∣∣σ1,μ1
γ,κ,D

≤ Ct.XY e−(σ−σ′)Nε

and

|Rs|σ1,μ1
γ,κ,D

≤ Ct.XY e−(γ−γ′)Δ′
ε.

Renaming now X and Y and denoting Rs by R+ gives the following lemma.

Lemma 9.1. There exists an absolute constant C1 such that, for any

h ∈ NFκ(Δ, δ), κ > 0, δ ≤ 1
C1

c′,

and for any

N ≥ 1, Δ′ ≥ Δ ≥ 1, κ ≤ 1
C1

c′,

there exists a closed subset D′ = D(h, κ, N) ⊂ D, satisfying

meas(D\D′) ≤ C1(ΔN)exp1

(
κ

δ0

)α( χ

δ0

)1−α

and, for any f ∈ Tγ,κ,D(σ, μ),

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

and ξ = [f ]γ,κ
σ,μ,D.
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satisfying

ε ≤ 1
C1

κ

XY
,

{
X = ( NΔ′eγdΔ

(σ−σ′)(μ−μ′))
exp1 , σ′ < σ, μ′ < μ,

Y =
(

χ+ξ
κ

)exp1
,

and for any k ∈ Tγ,κ,D(σ, μ),

η = |k| σ,μ
γ,κ,D

,

there exists a Cs∗ mapping

Φ : Oγ′(σ′, μ′)×D → Oγ′(σ − σ − σ′

2
, μ− μ− μ′

2
), ∀γ∗ ≤ γ′ ≤ γ,

real holomorphic and symplectic for each fixed parameter ρ ∈ D, and functions
f+, R+ ∈ Tγ,κ,D(σ′, μ′) and

h + h+ ∈ NFκ(Δ′, δ+),

such that

(h + k + f) ◦ Φ = h + k + h+ + f+ + R+, ∀ρ ∈ D′,

and

|h+|σ′,μ′
γ,κ,D

≤ C1XY ε,

|f+ − f |σ′,μ′
γ,κ,D

≤ C1XY (1 + η + ξ)ε,

∣∣fT
+

∣∣
σ′,μ′
γ,κ,D

≤ C1
1
κ

XY (η + κe−(σ−σ′)N + ε)ε,

and

|R+|σ′,μ′

γ′,κ,D
≤ C1XY e−(γ−γ′)Δ′

ε

for any γ∗ ≤ γ′ ≤ γ.
Moreover,

||∂j
ρ(Φ(x, ρ)− x)||γ′ +

∥∥∂j
ρ(dΦ(x, ρ)− I)

∥∥
γ′,κ

≤ C1
1
κ

XY ε

for any x ∈ Oγ′(σ′, μ′), γ∗ ≤ γ′ ≤ γ, |j| ≤ s∗ and ρ ∈ D, and Φ(·, ρ) equals the
identity for ρ near the boundary of D.

Finally, if ρ̃ = (0, ρ2, . . . , ρp) and fT (·, ρ̃) = 0 for all ρ̃, then f+−f = R+ = h+ = 0
and Φ(x, ·) = x for all ρ̃.

Remark 9.2. The exponent α is a positive constant only depending on d, s∗, κ
and β2. The exponent exp1 only depends on d, n = #A, s∗ and τ, β2, κ. C1 is an
absolute constant that depends on c, τ, β2, β3 and κ. C1 also depend on supD |Ωup|
and supD |Hup|, but stays bounded when these do.
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9.2 A finite induction. We shall first make a finite iteration without changing
the normal form in order to decrease strongly the size of the perturbation. We shall
restrict ourselves to the case when N = Δ′.

Lemma 9.3. There exists a constant C2 such that, for any

h ∈ NFκ(Δ, δ), κ > 0, δ ≤ 1
C2

c′,

and for any

Δ′ ≥ Δ ≥ 1, κ ≤ 1
C2

c′,

there exists a closed subset D′ = D(h, κ, Δ′) ⊂ D, satisfying

meas(D\D′) ≤ C2(Δ′)exp2

(
κ

δ0

)α

(
χ

δ0
)1−α

and, for any f ∈ Tγ,κ,D(σ, μ),

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

and ξ = [f ]γ,κ
σ,μ,D,

satisfying

ε ≤ 1
C2

κ

XY
,

⎧
⎨

⎩
X =

(
Δ′eγdΔ

(σ−σ′)(μ−μ′) log 1
ε

)exp2
, σ′ < σ, μ′ < μ,

Y =
(

χ+ξ
κ

)exp2
,

there exists a Cs∗ mapping

Φ : Oγ′(σ′, μ′)×D → Oγ′

(
σ − σ − σ′

2
, μ− μ− μ′

2

)
, ∀γ∗ ≤ γ′ ≤ γ,

real holomorphic and symplectic for each fixed parameter ρ ∈ D, and functions
f ′ ∈ Tγ,κ,D(σ′, μ′) and

h′ ∈ NFκ(Δ′, δ′),

such that

(h + f) ◦ Φ = h′ + f ′, ∀ρ ∈ D′,

and
∣∣h′ − h

∣∣
σ′,μ′
γ,κ,D

≤ C2XY ε,

ξ′ =
∣∣f ′∣∣

σ′,μ′

γ′,κ,D
≤ ξ + C2XY (1 + ξ)ε,
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and

ε′ =
∣∣(f ′)T

∣∣
σ′,μ′

γ′,κ,D
≤ C2XY (e−(σ−σ′)Δ′

+ e−(γ−γ′)Δ′
)ε,

for any γ∗ ≤ γ′ ≤ γ.

Moreover,

||∂j
ρ(Φ(x, ρ)− x)||γ′ +

∥∥∂j
ρ(dΦ(x, ρ)− I)

∥∥
γ′,κ

≤ C2
1
κ

XY ε

for any x ∈ Oγ′(σ′, μ′), γ∗ ≤ γ′ ≤ γ, |j| ≤ s∗, and ρ ∈ D, and Φ(·, ρ) equals the
identity for ρ near the boundary of D.

Finally, if ρ̃ = (0, ρ2, . . . , ρp) and fT (·, ρ̃) = 0 for all ρ̃, then f ′ − f = h′ = 0 and
Φ(x, ·) = x for all ρ̃.

( The exponents α, exp2 and the constant C2 have the same properties as those
in Remark 9.2).

Proof. Let N = Δ′ and κ ≤ c′

C1
. Let σ1 = σ − σ−σ′

2 , μ1 = μ− μ−μ′

2 and σK+1 = σ′,
μK+1 = μ′, and let {σj}K+1

1 and {μj}K+1
1 be arithmetical progressions. Let

(σ − σ′)Δ′ ≤ K ≤ (σ − σ′)Δ′
(
log

κ

ε

)−1
.

This implies that

κe−(σj−σj+1)N ≤ ε.

We let f1 = f and k1 = 0, and we let ε1 = [fT
1 ] σ,μ

γ,κ,D
= ε, ξ1 = [f1] σ,μ

γ,κ,D
= ξ,

δ1 = δ and η1 = [k1] σ,μ
γ,κ,D

= 0.

Define now

εj+1 = C1
1
κ

XjYj(ηj + ε1 + εj)εj ,

ξj+1 = ξj + C1XjYj(1 + ηj + ξj)εj , ηj+1 = ηj + C1XjYjεj ,

with

Xj =
(

NΔ′eγdΔ

(σj − σj+1)(μj − μj+1)

)exp1

, Yj =
(

χ + ξj

κ

)exp1

,

where C1, exp1 are given in Lemma 9.1. Notice that Xj = X1.

Sublemma. If

ε1 ≤
1
C2

κ

X2
1Y 2

1

, C2 = 3eC12exp1 ,
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then, for all j ≥ 1,

εj ≤
1
C1

κ

X2
j Y 2

j

and εj ≤
(

C2

2
X2

1Y 2
1

κ
ε1

)j−1

ε1 ≤ e−(j−1)ε1,

ξj − ξ1 ≤ 2C1X1Y1(1 + ξ1)ε1 and ηj ≤ 2C1X1Y1ε1.

This sublemma shows that we can apply Lemma 9.1 K times to get a sequence
of mappings

Φj : Oγ′(σj+1, μj+1)×D′ → Oγ′

(
σj −

σj − σj+1

2
, μj −

μj − μj+1

2

)
, γ∗ ≤ γ′ ≤ γj

and functions fj+1 and Rj+1 such that, for ρ ∈ D′,

(h + kj + fj) ◦ Φj = h + kj+1 + fj+1

with kj+1 = kj + hj+1 + Rj+1.
Let f ′ = fK+1 + R1 + · · ·+ RK+1 and h′ = h1 + · · ·+ hK+1. Then

∣∣h′ − h
∣∣
σ′,μ′
γ,κ,D

≤ C1

∑
XjYjεj ≤ ηK+1 ≤ 2C1X1Y1ε1,

∣∣f ′ − f
∣∣
σ′,μ′
γ,κ,D

≤ C1

∑
XjYj(1 + ξj + ηj)εj ≤ 4C1X1Y1(1 + ξ1)ε1,

and
∣∣(f ′)T

∣∣
σ′,μ′
γ,κ,D

≤ εK+1 + C1

∑
XjYje

(γ−γ′)Δ′
εj

≤ e−Kε1 + 2C1X1Y1e
(γ−γ′)Δ′

ε1 ≤ e(σ−σ′)Δ′
ε1 + 2C1X1Y1e

(γ−γ′)Δ′
ε1.

We then take Φ = Φ1 ◦ · · · ◦ΦK . For the estimates of Φ, write Ψj = Φj ◦ · · · ◦ΦK

and ΨK+1 = id. For (x, ρ) ∈ Oγ′(σ′, μ′)×D we then have

||Φ(x, ρ)− x||γ′ ≤
K∑

j=1

||Ψj(x, ρ)−Ψj+1(x, ρ)||γ′ .

Then

||Ψj(x, ρ)−Ψj+1(x, ρ)||γ′ = ||Φj(Ψj+1(x, ρ), ρ)−Ψj+1(x, ρ)||γ′

is

≤ C1
1
κ

XjYjεj .
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It follows that

||Φ(x, ρ)− x||γ′ ≤ 2C1
1
κ

X1Y1ε1.

The estimate of ||dΦ(x, ρ)− I||γ′ is obtained in the same way.
The derivatives with respect to ρ depends on higher order differentials which can

be estimated by Cauchy estimates.
The result now follows if we take C2 sufficiently large and increases the exponent

exp1. ��

Proof of Sublemma. The estimates are true for j = 1 so we proceed by induction on
j. Let us assume the estimates hold up to j. Then, for k ≤ j,

Yk ≤ (
χ + ξ1 + 2C1X1Y1(1 + ξ1)ε1

κ
)exp1 = 2exp1Y1

and

εj+1 ≤ 2exp1
X1Y1

κ
[2C1X1Y1ε1 + ε1 + ε1]εj ≤ C ′ X2

1Y 2
1

κ
ε1εj ,

C ′ = 3C12exp1 . Then

ξj+1 − ξ1 ≤ 2exp1X1Y1(1 + ξ1 + 4C1X1Y1(1 + ξ1)ε1)(ε1 + · · ·+ εj+1)
≤ 2exp1X1Y1(1 + ξ1)(1 + 4C1X1Y1ε1)2ε1 ≤ 2exp14X1Y1(1 + ξ1)ε1,

if 4C1X1Y1ε1 ≤ 1 and C ′ X2
1Y 2

1
κ ε1 ≤ 1

e ≤
1
2—and similarly for ηj+1.

9.3 The infinite induction. We are now in position to prove our main result,
Theorem 6.7.

Let h be a normal form Hamiltonian in NFκ(Δ, δ) and let f ∈ Tγ,κ,D(σ, μ) be a
perturbation such that

0 < ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

, ξ = |f | σ,μ
γ,κ,D

.

We construct the transformation Φ as the composition of infinitely many trans-
formations Φ as in Lemma 9.3. We first specify the choice of all the parameters for
j ≥ 1.

Let C2, exp2 and α be the constants given in Lemma 9.3.
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9.3.1 Choice of parameters. We have assumed γ, σ, μ ≤ 1 and we take Δ ≥ 1.
By decreasing γ or increasing Δ we can also assume γ = (dΔ)−1.

We choose for j ≥ 1

μj =
(

1
2

+
1
2j

)
μ and σj =

(
1
2

+
1
2j

)
σ.

We define inductively the sequences εj , Δj , δj and ξj by
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

εj+1 = εKjε, ε1 = ε,

Δj+1 = 4Kj max
(

1
σj−σj+1

, dΔj

)
log 1

ε , Δ1 = Δ,

γj+1 = (dΔj+1)
−1, γ1 = γ,

δj+1 = δj + C2XjYjεj , δ1 = δ ≥ 0,
ξj+1 = ξj + C2XjYj(1 + ξj)εj , ξ1 = ξ,

(9.11)

where
⎧
⎪⎨

⎪⎩

Xj =
(

Δj+1e
γjdΔj

(σj−σj+1)(μj−μj+1)
log 1

εj

)exp2

=
(

KjΔj+1e4j+1

σμ log 1
ε

)exp2
,

Yj =
(

χ+ξj

κj

)exp2

–for dΔ see (6.2).The κj is defined implicitly by

2jεj =
1
C2

κj

XjYj
,

These sequences depend on the choice of Kj . We shall let Kj increase like

Kj = Kj

for some K sufficiently large.

Lemma 9.4. There exist constants C ′ and exp′ such that, if

K ≥ C ′

and

ε

(
log

1
ε

)exp′

≤ 1
C ′

(
σμ

(χ + ξ)KΔ

)exp′

,

then

(i) δj − δ, ξj − ξ, κj ≤ 2C2X1Y1ε;

(ii) εj+1 ≥ C2XjYj(e− 1
2
(σj−σj+1)Δj+1 + e− 1

2
(γj−γj+1)Δj+1)εj ;

(iii) ∑

j≥1

Δexp2
j+1 κα

j ≤ 2Δexp2
2 κα

1 ≤ C ′(KdΔ log 1
ε

σμ
)exp2((χ + ξ)ε)α.
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(The exponents α, exp′ and the constant C ′ has the same properties as those in
Remark 9.2).

Proof. Δj+1 is equal to

4Kj max
(

1
σj − σj+1

, dΔj

)
log

1
ε
≤
(

Ct.
1
σ

log
1
ε

)
(2K)jΔa

j ,

where a is some exponent depending on d. By a finite induction one sees that this is

≤
(

Ct.
1
σ

log
1
ε

)
(2K)Δ)aj

,

if, as we shall assume, a ≥ 2. Now Xj equals
(

KjΔj+1e4j+1

σμ
log

1
ε

)exp2

≤
(

(Ct.
1

σμ
log

1
ε
)(4K)j2

Δa
j

)2 exp2

.

which, by assumption on ε, is

≤
((

Ct.
1

σμ
log

1
ε

)
KΔ

)4 exp2 aj

≤
(

1
ε

)4 exp2 aj

,

if, as we shall assume, a ≥ 3.
(i) holds trivially for j = 1, (i) , so assume it holds up to j − 1 ≥ 1. Then

δj ≤ δ + 2C2X1Y1ε and ξj ≤ ξ + 2C2X1Y1ε, and hence

Yj ≤
(

χ + ξ + 2C2X1Y1ε

κj

)exp2

≤ 2exp2Y1

(
κ1

κj

)exp2

.

By definition of κj ,

κ
1+exp2
j = 2jC2XjYjεjκ

exp2
j ≤ 2exp2C2Y1κ

exp2
1 2jXjεj ≤ 2jXjε

Kj−1

by assumption on ε. Hence

2jC2XjYjεj = κj ≤ 2jXjε
2bKj−1 ≤ ε2bKj−1−4 exp2 aj−j log 2, b =

1
2(1 + exp2)

.

If K is large enough—notice that j ≥ 2—this is ≤ εbKj−1 .
Hence

κj ≤ εbKj−1 ≤ εbK ≤ ε ≤ 2C2X1Y1ε,

if K is large enough. Moreover

δj − δ =
j∑

k=2

C2XkYkεk ≤ εbK1 ≤ 2C2X1Y1ε1
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if K is large enough. From these estimates one also obtains the required bound for
ξj − ξ if K is large enough. This concludes the proof of (i).

To see (ii), notice that

e−(σj−σj+1)Δj+1 ≤ e−4Kj log 1
ε ≤ εKjε.

Notice also that Δj+1 is much larger then Δj so that γj+1 is much smaller than
γj and, hence,

e−(γj−γj+1)Δj+1 ≤ e
−4Kj

γj−γj+1
γj

log 1
ε ≤ εKjε.

This implies that

C2XjYj

(
e− 1

2
(σj−σj+1)Δj+1 + e− 1

2
(γj−γj+1)Δj+1

)
εj ≤ εKjε = εj+1.

To see (iii) we have for j ≥ 2

Δexp2
j+1 κα

j ≤ X
exp2
j κα

j ≤
(

1
ε

)4 exp2
2 aj

κα
j ≤ e−4 exp2

2 aj log 1
ε eαbKj−1 log 1

ε

which is

≤ ε
1
2
bKj−1α ≤ 2−jε,

if K is large enough (depending on α). This implies the first inequality in (iii). The
second one is a simple computation. ��

9.3.2 The iteration

Proposition 9.5. There exist positive constants C3, α and exp3 such that, for any
h ∈ NFκ(Δ, δ) and for any f ∈ Tγ,κ,D(σ, μ),

ε =
∣∣fT

∣∣ σ,μ
γ,κ,D

, ξ = |f | σ,μ
γ,κ,D

,

if

δ ≤ 1
C3

c′

and

ε(log
1
ε
)exp3 ≤ 1

C3

(
σμ

(χ + ξ) max( 1
γ , dΔ)

c′
)exp3

c′,

then there exist a closed subset D′ = D′(h, f) ⊂ D,

meas(D\D′) ≤ C3

(
max( 1

γ , dΔ) log 1
ε

σμ

)exp3
χ

δ0

(
(χ + ξ)

ε

χ

)α
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and a Cs∗ mapping

Φ : Oγ∗(σ/2, μ/2)×D → Oγ∗(σ, μ),

real holomorphic and symplectic for given parameter ρ ∈ D, and

h′ ∈ NFκ(∞, δ′), δ′ ≤ c′

2
,

such that

(h + f) ◦ Φ = h′ + f ′

verifies
∣∣f ′ − f

∣∣
σ/2,μ/2

γ∗,κ,D
≤ C3

and, for ρ ∈ D′, (f ′)T = 0.
Moreover,

∣∣h′ − h
∣∣
σ/2,μ/2

γ∗,κ,D
≤ C3

and

||∂j
ρ(Φ(x, ·)− x)||γ∗ +

∥∥∂j
ρ(dΦ(x, ·)− I)

∥∥
γ∗,κ

≤ C3

for any x ∈ O(0,m∗)(σ′, μ′), |j| ≤ s∗, and ρ ∈ D, and Φ(·, ρ) equals the identity for ρ
near the boundary of D.

Finally, if ρ̃ = (0, ρ2, . . . , ρp) and fT (·, ρ̃) = 0 for all ρ̃, then h′ = h and Φ(x, ·) = x
for all ρ̃.

( The exponents α, exp3 and the constant C3 have the same properties as those
in Remark 9.2).

Proof. Assume first that γ=d−1
Δ . Choose the number μj , σj , εj , Δj , γj , δj , ξj , Xj , Yj , κj

as above in Lemma 9.4 with K = C ′. Let h1 = h, f1 = f .
Since

κj , δj − δ ≤ 2C2X1Y1ε ≤
1

2C2
c′

by Lemma 9.4 and by assumption on ε we can apply Lemma 9.3 iteratively. It gives,
for all j ≥ 1, a set Dj ⊂ D,

meas(D\Dj) ≤ C2Δ
exp2
j+1

(
κj

δ0

)α( χ

δ0

)1−α

,

and a Cs∗ mapping

Φj+1 : Oγ′
(σj+1, μj+1)×Dj+1 → Oγ′

(
σj −

σj − σj+1

2
, μj −

μj − μj+1

2

)
,

∀γ∗ ≤ γ′ ≤ γj+1,
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real holomorphic and symplectic for each fixed parameter ρ, and functions fj+1 ∈
Tγ,κ,D(σj+1, μj+1) and

hj+1 ∈ NFκ(Δj+1, δj+1)

such that

(hj + fj) ◦ Φj+1 = hj+1 + fj+1, ∀ρ ∈ Dj+1,

with
∣∣fT

j+1

∣∣σj+1,μj+1
γj+1,κ,D

≤ εj+1

and

|fj+1|σj+1,μj+1
γj+1,κ,D

≤ ξj+1.

Moreover,
|hj+1 − hj |σj+1,μj+1

γj+1,κ,D
≤ C2XjYjεj

and

||∂l
ρ(Φj+1(x, ·)− x)||γ′ +

∥∥∥∂l
ρ(dΦj+1(x, ·)− I)

∥∥∥
γ′,κ

≤ C2
1
κj

XjYjεj

for any x ∈ Oγ′(σj+1, μj+1), γ∗ ≤ γ′ ≤ γj+1 and |l| ≤ s∗.
We let h′ = lim hj , f ′ = lim fj and Φ = Φ2◦· · ·◦Φ3◦. . . . Then (h+f)◦Φ = h′+f ′

and h′ and f ′ verify the statement. The convergence of Φ and its estimates follows
as in the proof of Lemma 9.3.

Let D′ =
⋃
Dj . Then, by Lemma 9.4,

meas(D\D′) ≤ C2
χ1−α

δ0

∑

j

Δexp2
j+1 κα

j ≤ C3
χ1−α

δ0

(dΔ log 1
ε

σμ
)exp2((χ + ξ)ε)α.

The last statement is obvious.
If γ < (dΔ)−1, then we increase Δ and we obtain the same result. If γ > (dΔ)−1,

then we can just decrease γ and we obtain the same result. ��

Theorem 6.7 now follows from this proposition.

PART IV. SMALL AMPLITUDE SOLUTIONS

10 Proofs of Theorems 1.3, 1.4

We shall now treat the beam equation by combining the Birkhoff normal form the-
orem 5.1 and the KAM theorem 6.7 or, more precisely, its Corollary 6.9. In order
to apply Corollary 6.9 we need to verify, first that the quadratic part of the Hamil-
tonian (5.4) is a KAM normal form Hamiltonian and, second that the perturbation
f is sufficiently small.

We recall the agreement about constants made in the introduction.
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10.1 A KAM normal form Hamiltonian. Let h be the Hamiltonian
(1.11)+(1.12).

Theorem 10.1. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
strongly admissible set A and any m /∈ C there exist real numbers γg > γ∗ = (0, m∗+
2) and β0, ν0, c0 > 0, where c0, β0, ν0 depend on m, such that, for any 0 < c∗ ≤ c0,
0 < β# ≤ β0 and 0 < ν ≤ ν0 there exists an open set Q = Q(c∗, β#, ν) ⊂ [c∗, 1]A,
increasing as ν → 0 and satisfying

meas([c∗, 1]A\Q) ≤ Cνβ# , (10.1)

with the following property:

For any ρ ∈ Q there exists a real holomorphic diffeomorphism (onto its image)

Ψρ : Oγ∗

(
1
2 , μ2

∗
)
→ Tρ(ν, 1, 1, γ∗), μ∗ = c∗

2
√

2
, (10.2)

satisfying (5.5), such that

Ψ∗
ρ (dp ∧ dq) = νdrA ∧ dθA + νduL ∧ dvL,

and such that, up to a constant,

1
ν

(h ◦Ψρ) = hup + f,

hup(r, θ, pL, qL) = 〈Ω(ρ), r〉+ 1
2

∑

a∈L∞

Λa(ρ)(p2
a + q2

a) + ν〈K(ρ)ζF , ζF 〉, (10.3)

where F = Fρ ⊂ Lf , with the following properties:

(i) Ψρ depends smoothly on ρ and

Ψρ

(
Oγ

(
1
2 , μ2

∗
))
⊂ Tρ(ν, 1, 1, γ), γ∗ ≤ γ ≤ γg;

(ii) hup satisfies, on any ball (or cube) D ⊂ Q, the Hypotheses A1-A3 of Sect. 6.2
for some constants c′, c, δ0, β, τ such that

c′ ≥ ν1+β# , c = 2 max{〈a〉3, a ∈ A}, β1 = β2 = 2, (10.4)

δ0 ≥ ν1+β# , s∗ = 4 (#F)2, (10.5)

β3 = β3(m) > 0, τ = τ(m) > 0 ; (10.6)

(iii)

χ = |∇ρΩ|Cs∗−1(D) + sup
a∈L∞

|∇ρΛa|Cs∗−1(D) + ||ν∇ρK||Cs∗−1(D) ≤ Cν1−β# ;
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(iv) f belongs to Tγ,κ=2,Q(1
2 , μ2∗) and satisfies

ξ = |f |1/2,μ2
∗

γg,2,D
≤ Cν1−β# , ε = |fT |1/2,μ2

∗
γg,2,D

≤ Cν3/2−β# .

If A is admissible but not strongly admissible, then the same thing is true
with the difference that (ii) only holds for balls (or cubes) D ⊂ Q ∩D0, where
D0 ⊂ [0, 1]A is an open set, independent of c∗, β# and ν, such that

meas(D0) ≥ 1
2 c#A

0 . (10.7)

The constant C depends on m, c∗, β#, but not on ν.

Proof. We apply Theorem 5.1 and denote the constructed there symplectic trans-
formation by Ψ. We let L∞ = L\F = (L\Lf ) ∪ (Lf\F) (this is a slight abuse of
notation since in Part II we denoted by L∞ the set L\Lf ). For β0, ν0 and ε0 we take
the same constants as in Theorem 5.1. If A is only admissible, we take for D0 the
set D0 = D1

0, see (5.23).
The assertion (i) of the theorem holds by Theorem 5.1.
To prove (ii) and (iii) we will first verify (ii) for a smaller c′,

c′ ≥ ν1+2β#(β(0)+c̄), (10.8)

and in (iii) will replace the exponent for ν by a bigger number.
By (4.44), (4.45), (5.6) and (5.7) we have that

χ = |∇ρΩ|Cs∗−1(Q) + sup
a∈L∞

|∇ρΛa|Cs∗−1(Q) + ||ν∇ρK||Cs∗−1(Q) ≤ ct.ν1−β#β(s∗−1),

which implies (iii) with a modified exponent.
Now let us consider (ii). We will check the validity of the three hypotheses A1–A3

(with c′ as in (10.8)).
First we note that using (4.45), (3.4), (5.22), (5.38) and (5.52) we get

1
2 + 1

2 |a|
2 ≤ Λa ≤ 2|a|2 + 1, |Λa − λa|Cj(D0) ≤ C3ν|a|−2 ∀ j ≥ 1, ∀ a ∈ L\Lf ,

(10.9)
C1ν

1+c̄β# ≤ |Λa| ≤ C2ν ∀ a ∈ Lf\F . (10.10)

It is convenient to re-denote

λa =: 0 if a ∈ Lf\F ; (10.11)

then the second relation in (10.9) holds for all a. We recall that the numbers
{±Λa, a ∈ F} are the eigenvalues of the operator JK. They satisfy the estimates
(5.8).

The vector–function Ω(ρ) ∈ R
n is defined in (4.44), so

Ω(ρ) = ω + νMρ, det M �= 0, (10.12)



GAFA KAM FOR THE NONLINEAR BEAM EQUATION 1699

and K is a symmetric real linear operator in the space YF . Its norm satisfies

‖νK(ρ)‖Cj ≤ Cjν
1−β#β(j), j ≥ 0. (10.13)

See Theorem 5.1, items (ii)–(iv).
Hypothesis A1. Relations (6.8) and (6.9) and the first relation in (6.10) immediately
follow from (10.9) and (10.10).

To prove the second relation in (6.10), with Hup = K, note that by Theo-
rem 5.1 the operator U conjugates JK with the diagonal operator with the eigen-
values ±iΛa(ρ), a ∈ F . So by (5.8) and (5.9) the norm of (JK)−1 is bounded by
Cν−1−β#(c̄+2β(0), and the required estimate follows from (10.8). The second relation
in (6.12) follows by the same argument from (5.8), which implies that the norms
of the eigenvalues of ΛaI − iJK are ≥ C−1ν c̄β# . The first relation in (6.12) is a
consequence of (10.9), (10.10) and (6.4).

Now consider (6.11).29 If a ∈ L∞ and b ∈ L\Lf , then again the relation follows
from (10.9) and (10.10). Next, let a, b ∈ Lf\F . Let us write Λa and Λb as Λj

r and
Λk

m, j ≤ k. If j = k, then the condition follows from (5.40), (5.52) (from (5.38)
if m = r). If j ≤ M0 < k, then again it follows from (5.40). If j, k ≤ M0, then
Λj

r = Λj
1 = μ(bj , ρ) and Λk

m = μ(bm, ρ), so the relation follows from (5.39). Finally,
let j, k > M0. Then if the set A is strongly admissible, the required relation follows
from (5.40), while if ρ ∈ D0 = D1

0, then it follows from (5.29).
Hypothesis A2. By (10.12), ∂zΩ(ρ) = νMz. Choosing

z =
tMk

|tMk| (10.14)

and using that |Ω′ − Ω|Cs∗ ≤ δ0 we achieve that ∂z〈k, Ω′(ρ)〉 ≥ Cν, so (6.13) holds.
To verify (i) we restrict ourselves to the more complicated case when a, b �= ∅.

Then L(ρ) is a diagonal operator with the eigenvalues

λk
ab := 〈k, Ω′(ρ)〉+ Λa(ρ)± Λb(ρ), a ∈ [a], b ∈ [b].

Clearly

|λk
ab − (〈k, ω〉+ λa ± λb)| ≤ Cν|k|.

(we recall (10.11)). Therefore by Propositions 3.6 and 3.7 the first alternative in (i)
holds, unless

|k| ≥ Cν−β̄ (10.15)

for some (fixed) β̄ > 0. But if we choose z as in (10.14), then ∂zL(ρ) becomes a
diagonal matrix with the diagonal elements bigger than |tMk| − Cν|k| − C1ν. So if
k satisfies (10.15), then the second alternative in (i) holds.

29 This is the only condition of Theorem 6.7 which we cannot verify for any ρ ∈ Q without assuming
that the set A is strongly admissible.
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To verify (ii) we write L(ρ, Λa) as the multiplication from the right by the matrix

L = (〈k, Ω′〉+ Λa(ρ))I + iνJK̂.

The transformation U conjugates L with the diagonal operator with the eigen-
values λk

aj =: 〈k, Ω′〉+ Λa(ρ) ± νiΛh
j . In view of (5.8), |λk

aj | ≥ |�λk
aj | ≥ C−1ν1+c̄β# .

This implies (ii) by (5.9) and (10.8).
It remains to verify (iii). As before, we restrict ourselves to the more complicated

case a, b ∈ F . Let us denote

λ(ρ) := 〈k, Ω′(ρ)〉 = 〈k, ω〉+ ν〈k, Mρ〉+ 〈k, (Ω′ − Ω)(ρ)〉,

and write the operator L(ρ) as

L(ρ) = λ(ρ)I + L0(ρ), L0(ρ)X = [X, iJ(νK)(ρ)].

In view of (10.13),
‖L0‖Cj ≤ Cjν

1−β(j)β# for j ≥ 0. (10.16)

Now it is easy to see that if |〈k, ω|〉 ≥ C(ν1−β(0)β# + ν|k|) with a sufficiently big
C, then the first alternative in (iii) holds.

So it remains to consider the case when

|〈k, ω〉| ≤ C(ν1−β(0)β# + ν|k|). (10.17)

By Proposition 3.6 the l.h.s. is bigger than κ|k|−n2
. Assuming that β0 % 1, we

derive from this and (10.17) that

|k| ≥ Cν−1/(1+n2). (10.18)

In view of (10.16)-(10.18), again if β0 % 1, we have:

|λ(ρ)| ≤ Cν(ν−β(0)β# + |k|) ≤ C1ν|k|, (10.19)

|(∂ρ)jλ(ρ)| ≤ Cj |k|δ0, 2 ≤ j ≤ s∗, (10.20)

‖L‖Cj ≤ Cν(ν−β(j)β# + |k|) + Cj |k|δ0, j ≥ 0. (10.21)

Denote det L(ρ) = D(ρ). Then

D(ρ) =
∏

a,b∈F

∏

σ1,σ2=±
Λ(ρ; a, b, σ1, σ2),

where Λ(ρ; a, b, σ1, σ2) = λ(ρ) + σ1νΛa(ρ) − σ2νΛb(ρ). Choosing z as in (10.14) we
get

|Λ| ≤ Cν|k|, |∂zΛ| ≥ C−1|k|ν − |k|δ0 ≥ 1
2C−1|k|ν, |∂j

zΛ| ≤ Cj |k|δ0 if j ≥ 2
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(that is, these relations hold for all values of the arguments ρ, a, b, σ1, σ2). Recall
that 2 |F| = m; then s∗ = m2. Chose in (6.15) j = s∗ = m2. Then, in view of the
relations above, we get:

|∂s∗
z D(ρ)| ≥ m2!

(
C−1|k|ν

)m2

− C1(|k|ν)m2−1(|k|δ0) ≥ 1
2m2!

(
C−1|k|ν

)m2

.

In the same time, by (10.21) the r.h.s. of (6.15) is bounded from above by

Cmδ0

(
ν(m2−1)(1−β(m2)β#) + νm2−1|k|m2−1

)
.

In view of (10.8), (10.5) this implies the relation (6.15) if we choose β# <
(β(m2)(1 + n2))−1 (as always, we decrease ν0, if needed).

Hypothesis A3. The required inequality follows from Proposition 3.7 since the divisor,
corresponding to (6.16) where a, b �∈ Lf , cannot be resonant.

Finally, let us denote

β0
# = β# max(1, ĉ, 2(β(0) + c̄), β(s∗ − 1)).

Our argument shows that the assertions (ii), (iii) of the theorem hold with β#

replaced by β0
#. The assertion (iv) with β# =: β0

# follows from (5.10). Now it remains
to re-denote β0

# by β#. ��
10.2 The main result. We have c0, β0, ν0 so small that Theorem 10.1 applies.
Now we shall make them even smaller.

Theorem 10.2. There exists a zero-measure Borel set C ⊂ [1, 2] such that for any
strongly admissible set A and any m /∈ C there exist real numbers c0, β0 > 0,
depending only on A, m and G, such that, for any 0 < c∗ ≤ c0 and 0 < β# ≤ β0 the
following hold.

There exists a ν0 such that if ν ≤ ν0, then there exist a closed set Q′ =
Q′(c∗, β#, ν) ⊂ Q = Q(c∗, β#, ν), and a Cs∗-mapping Φ

Φ : Oγ∗(1/4, μ2
∗/2)×Q→ Oγ∗(1/2, μ2

∗), μ∗ = c∗
2
√

2
, γ∗ = (0, m∗ + 2),

real holomorphic and symplectic for each parameter ρ ∈ Q, such that

(hup + f) ◦ Φ(r, w, ρ) = 〈Ω′(ρ), r〉+ 1
2
〈w, A′(ρ)w〉+ f ′(r, w, ρ)

with the following properties:

(i) the frequency vector Ω′ satisfies

|Ω′ − Ω|Cs∗−1(Q) ≤ ν1+ℵ,

and the matrix

A′(ρ) = A′
∞(ρ)⊕H ′(ρ) ∈ NF∞

satisfies

||∂j
ρ(H

′(ρ)− νK(ρ))|| ≤ ν1+ℵ,

for |j| ≤ s∗ and ρ ∈ Q;
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(ii) for any x ∈ Oγ∗(1/4, μ2∗/2), ρ ∈ Q and |j| ≤ s∗ − 1,

||∂j
ρ(Φ(x, ρ)− x)||γ∗ +

∥∥∂j
ρ(dΦ(x, r)− I)

∥∥
γ∗,κ

≤ ν
1
2
−ℵ(κ+2);

(iii) for ρ ∈ Q′ and ζ = r = 0

drf
′ = dθf

′ = dζf
′ = d2

ζf
′ = 0;

(iv) if A is strongly admissible, then

lim
ν→0

meas Q′(c∗, β#, ν) = (1− c∗)#A.

If A is admissible but not strongly admissible, then

lim inf
ν→0

meas Q′(c∗, β#, ν) ≥ 1
2c#A

0 .

The exponent ℵ is defined by ℵ(κ + 2) = min(1
8 , α) where α and κ are given in

Corollary 6.9.

Proof. By Proposition 10.1 we know that the Hamiltonian hup of (10.3) satisfies the
Hypotheses A1–A3 of Sect. 6.2 with the choice of parameters (10.4)–(10.6)—c′, δ0

are here still to be determined—on any ball D ⊂ Q(c∗, β#, ν) ⊂ [c∗, 1]A with

meas([c∗, 1]A\Q(c∗, β#, ν)) ≤ Cνβ# . (10.22)

In order to apply Corollary 6.9 to the Hamiltonian hup + f it remains to verify the
assumptions (a), (b) of that corollary, and (6.25).

Choose ℵ so that ℵ(κ+2) = min(1
8 , α). (Here κ and α are given in Corollary 6.9.)

If we take β0 ≤ ℵ2, then

χ, ξ ≤ Ct.ν1−ℵ2
and ε ≤ Ct.(ν1−ℵ2

)
3
2

for any β# ≤ β0. By (10.4) and (10.5) we have

c′ = δ0 ≥ ν1+ℵ.

Then a) and b) are fulfilled.
The smallness condition (6.25) in Corollary 6.9, is now easily seen hold, by the

assumption on ℵ, if we take ν sufficiently small. (Notice that this bound on ν depends
on c∗ through μ∗.) We can therefore apply this corollary: there exists a closed subset
D′(ν) ⊂ D, with the measure bound (6.26) becomes

meas(D\D′(ν)) ≤ 1
ε0

δ−ℵκ
0 εα ≤ νℵ,

(by the assumption on ℵ); the bound in (ii) follows since c′ ≥ ν1+ℵ; the bound in
(iii) holds if ν0 is small enough. The diffeomorphism Φ trivially extends from D to
Q since it equals the identity near the boundary of D.
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In order to prove (iv), assume first that A is strongly admissible. Then for any
c∗ the sets Qν = Q(c∗, β#, ν), form an increasing system of open sets in [c∗, 1]A such
that their union is of full measure. So for any ε > 0 we can find νε > 0 such that
meas Qν ≥ (1 − ε)(1 − c∗)n (n = #A) if ν ≤ νε. Since Qνε

is open there is a finite
disjoint union ∪N

j=1Dj ⊂ Qνε
of open balls (or cubes) whose measure differ from that

of Qνε
by at most ε(1− c∗)n. [Use for example the Vitali covering theorem.]

For any j ≥ 1 we construct a closed set D′
j(ν) as above. Then

D′
j(ν) ⊂ Dj ⊂ Qνε

⊂ Qν

for any 0 < ν ≤ νε, and meas(Dj\D′
j(ν)) ≤ νℵ. If now Q′

ν = ∪N
j=1D′

j(ν) and
ν ′

ε ∈ [0, νε] is sufficiently small, then meas(Qν\Q′
ν) ≤ 2ε(1− c∗)n for all 0 < ν ≤ ν ′

ε.
This implies the first assertion in (iv). To prove the second we simply replace in the
argument above the cube [0, 1]A by the set D0 as in (10.7). ��

10.2.1 Proof of theorems 1.3 and 1.4

Proof. Given β#. For any c∗ and ν, let Q′(c∗, ν) ⊂ Q(c∗, β#, ν) be the closed set
defined in Theorem 10.2. Then, for any c∗ > 0,

⋃

ν∈Q∗

Q′(c∗, ν)

is of Lebesgue measure: = (1 − c∗)#A when A is strongly admissible; ≥ c#A
0 when

A is admissible. It follows that the set

J̃ =

⎧
⎪⎪⎨

⎪⎪⎩
I = νρ : ρ ∈

⋃

c∗,ν∈Q
∗

νβ#≤c∗

Q′(c∗, ν)

⎫
⎪⎪⎬

⎪⎪⎭

at I = 0 has: density = 1 when A is strongly admissible; positive density when A is
admissible.

Chose an enumeration {(cj , νj)}j of Q
∗ × Q

∗ and let J̃j = νjQ
′(cj , νj) so that

J̃ =
⋃

j J̃j .
Now we fix j and let ν = νj . We define for any I ∈ J̃j ,

U ′
j(θA, I = νρ) = Ψρ ◦ Φ(rA = 0, θA, ζL = 0, ρ).

We have, by Theorem 10.2,

||Φ(x, ρ)− x||γ∗ ≤ ν
1
2
−ℵ(κ+2);

for any x ∈ Oγ∗(1/4, μ2∗/2), ρ ∈ Q(cj , β#, νj), and, by Theorem 10.1,

|| Ψρ(r, θ, ξL, ηL) −(
√

νρ cos(θ),
√

νρ sin(θ),
√

νρξL,
√

νρηL) ||γ∗

≤ C(
√

ν |r|+√ν ‖(ξL, ηL)‖γ∗ + ν
3
2 )ν−c̃β#
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for all (r, θ, ξL, ηL) ∈ Oγ(1
2 , μ2∗) ∩ {θ real}. Therefore

|| U ′
j(θA, νρ)− (

√
νρ cos(θ),

√
νρ sin(θ), 0, 0) ||γ∗

≤ C(
√

νν
1
2
−ℵ(κ+2)+ν

3
2 )ν−c̃β# ≤ Cν1−ℵ(κ+2)−c̃β#≤CI1−ℵ(κ+2)−c̃β#−β#

which is ≤ CI1−ℵ(κ+3) if β# is small enough. Thus U ′
j verifies (1.26).

Also, by Theorem 10.2, the frequency vector Ω′
j satisfies

|Ω′
j(ρ)− Ω(ρ)| ≤ ν1+ℵ ≤ CI1+ℵ−β# ≤ CI1+ ℵ

2

for ρ ∈ Q(c∗, β#, ν), and, by Theorem 5.1,

Ω(ρ) = ωA + νMρ.

Therefore the vector Ω′
A,j(νρ) = Ω′

j(ρ) will satisfy (1.27).
Part (i), for ρ ∈ J̃j is clear by construction.
If ρ is such that F = Fρ is non-void, then the eigenvalues {±iΛa(ρ), a ∈ F} of

JK(ρ) verifies (see (5.8))

|�Λa(ρ)| ≥ C−1ν c̃β# , ∀a ∈ F .

Since, by Theorem 10.2,

||1
ν

JH ′(ρ)− JK(ρ)|| ≤ νℵ,

it follows (see for example Lemma A2 in [Eli98] and Lemma C.2 in [EGK14]) that the
eigenvalues of the matrix 1

ν JH ′(ρ), hence those of JH ′(ρ), have real parts bounded
away from 0 when c̃β# < ℵ and ν is small enough. This proves (iii).

If the J̃j ’s were mutually disjoint, the mappings U ′
j would extend to a mapping U ′

on J̃. But they are not. However there are closed subsets Jj of J̃j , mutually disjoint,
such that the density of the set J =

⋃
j Jj at I = 0 is the same as that of the set J̃.

Now we just restrict each U ′
j to Jj , and these restrictions give a mapping U ′ on J.

[To see the existence of the sets Jj we construct, by induction, Borel subsets J′
j

of J̃j , mutually disjoint, such that
⋃

j J
′
j = J̃. The set J′

j are not closed, but each has
a closed subset Jj such that meas(J′

j\Jj) < 2−j meas(J′
j) by the regularity of the

Lebesgue measure. Since each J̃j is separated from I = 0, it follows that the density
of J =

⋃
j Jj at 0 is the same as that of J̃.] ��
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Appendix A. Proofs of Lemmas 2.7 and 4.5

For any γ = (γ1, γ2) let us denote by Zγ the space of complex sequences v = (vs, s ∈ Z
d)

with the finite norm ‖v‖γ , defined by the same relation as the norm in the space Yγ . By
Mγ,0 we denote the space of complex Z

d×Z
d—matrices, given a norm, defined by the same

formula as the norm in Mγ,0, but with [a− b] replaced by |a− b|.
For any vector v ∈ Z�, � ≥ 0, we will denote by F(v) its Fourier-transform:

F(v) = u(x) ⇔ u(x) =
∑

vaei〈a,x〉.

By Example 2.1 if u(x) is a bounded real holomorphic function with the radius of an-
alyticity �′ > 0, then F−1u ∈ Z� for � < �′. Finally, for a Banach space X and r > 0 we
denote by Br(X) the open ball {x ∈ X | |x|X < r}.

Let F be the Fourier-image of the nonlinearity g, regarded as the mapping u(x) �→
g(x, u(x)), i.e. F (v) = F−1g(x,F(v)(x)).

Lemma A.1. For sufficiently small μg > 0, γg1 > 0 and for γg = (γg1, γg2), where γg2 ≥
m∗ + κ we have:

(i) F defines a real holomorphic mapping Bμg
(Zγg

)→ Zγg
,

(ii) dF defines a real holomorphic mapping Bμg
(Zγg

)→M b
γ′,0 , where γ′ = (γg1, γg2 −m∗).

Proof. (i) For sufficiently small �′, μ > 0 the nonlinearity g defines a real holomorphic
function g : T

d
�′×Bμ(C)→ C and the norm of this function is bounded by some constant

M . We may write it as g(x, u) =
∑∞

r=3 gr(x)ur, where gr(x) = 1
r!

∂r

∂ur g(x, u) |u=0. So
gr(x) is holomorphic in x ∈ T

d
�′ and by the Cauchy estimate |gr| ≤Mμ−r for all x ∈ T

d
�′ .

Accordingly,

‖F−1gr‖γg
≤ C�Mμ−r if 0 ≤ γg1 ≤ �,

for any � < �′; cf. Example 2.1. We may write F (v) as

F (v) =
∞∑

r=3

(F−1gr) � v � · · · � v︸ ︷︷ ︸
r

=:
∞∑

r=3

Fr(v). (A.1)

Since the space Zγg
is an algebra with respect to the convolution (see Lemma 1.1 in

[EK08]), the r-th term of the sum is a mapping from Zγg
to itself, whose norm is bounded

as follows:
‖(F−1gr) � v � · · · � v︸ ︷︷ ︸

r

‖γg
≤ C1C

r+1μ−r‖v‖rγg
. (A.2)

This implies the assertion with a suitable μg > 0.
(ii) The assertion (i) and the Cauchy estimate imply that the operator-norm of dF (v)

is bounded if |v|γ < μg. To estimate |dF (v)|γ′,0, for r ≥ 3 consider the term Fr(v)
in (A.1). This is the Fourier transform of the mapping u(x) �→ gr(x)u(x)r, and its
differential dFr(v) is a linear operator in Zγg

which is the Fourier-image of the operator
of multiplication by the function rgr(x)ur−1(x). So the matrix

(
dFr(v)b

a, a, b ∈ Z
d
)

of
the former operator is nothing but the matrix of the latter operator, written in the
trigonometric basis {ei(a,x)}. Therefore

(dFr(v))b
a = (2π)−d

∫
e−i〈b,x〉rgr(x)ur−1ei〈a,x〉 dx.
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That is, (dFr(v))b
a = Gr(b − a), where Gr(a) is the Fourier transform of the function

rgr(x)ur−1. So

|dFr(v)|γ′,0 = sup
a

C
∑

b

|(|dFr(v)b
a|eγg1|a−b|〈a− b〉γg2−m∗

= sup
a

C
∑

b

|(|Gr(a− b)|eγg1|a−b|〈a− b〉γg2〈a− b〉−m∗ ≤ C ′|Gr(·)|γg

≤ C

(
∑

c

|Gr(c)|2e2γg1|c|〈c〉2(γg2−m∗)

)1/2(∑

c

〈c〉−2m∗

)1/2

= C ′|Gr|γg

(we recall that m∗ > d/2). Applying (A.2) with r convolutions instead of r + 1, we see
that |Gr(·)|γg

≤ C2C
rμ−r‖v‖r−1

γg
. So

|(dFr(v))|γ′,0 ≤ C3C
rμ−r‖v‖r−1

γg
.

Since dF (v) =
∑

r≥3 dFr(v), then the assertion ii) follows, if we replace μg by a smaller
positive number. ��

Proof of Lemma 2.7. Let us consider the functional h≥4(ζ) as in (1.12), and write it as
h≥4(ζ) = G ◦Υ ◦D−ζ. Here D− is defined in (4.14), Υ is the operator

Υ : Yγ → Zγ , ζ → v, va = (ξa + η−a)/
√

2 ∀ a,

and G(v) =
∫

g(x, (F−1v)(x)) dx. Lemma A.1 with F replaced by G immediately implies
that p is a real holomorphic function on Bμg

(Yγ) with a suitable μg > 0. Next, since

∇h≥4(ζ) = D− ◦ tΥ ◦ ∇G(Υ ◦D−ζ),

where ∇G = F is the map in Lemma A.1, then ∇h≥4 defines a real holomorphic mapping
Bμg

(Yγ)→ Yγ , bounded uniformly in γ∗ ≤ γ ≤ γg.
By the Cauchy estimate, for any 0 < μ′

g < μ the Hessian of h≥4 defines an analytic
mapping

∇2h≥4 : Bμ′
g
(Yγ)→ B(Yγ , Yγ), (A.3)

and ∇2h≥4(ζ) is the linear operator

∇2h≥4(ζ) = D−(tΥ ∇2G(Υ ◦D−ζ) Υ)D−.

Note that for any infinite matrix A the matrix tΥAΥ is formed by 2 × 2–blocks and
satisfies

|(tΥAΥ)b
a| ≤

1
2

∑

a′=±a, b′=±b

|Ab′
a′ |.

Noting also that for a′ = ±a, b′ = ±b we have [a−b] ≤ |a′−b′|, and that min(r1, r2)2r−1
1 r−1

2

≤ 1 if r1, r2 ≥ 1, we find that the first term which enters the definition of |∇2h≥4|γ′,2 esti-
mates as follows:

supa∈Zd

∑
b∈Zd |∇2h≥4|baeγ1[a−b] max(1, [a− b])γ2−m∗ min(〈a〉, 〈b〉)2

≤ supa∈Zd
1
2

∑
b∈Zd

∑
a′=±a,b′=±b |∇2G|b′

a′eγ1|a′−b′| max(1, [a′ − b′])γ2−m∗ min(〈a′〉,〈b′〉)2
〈a′〉 〈b′〉

≤ supa′∈Zd 2
∑

b′∈Zd |∇2G|b′
a′eγ1|a′−b′| max(1, [a′ − b′])γ2−m∗ ≤ 2|∇2G|γ′,0.
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The second term which enters the definition of the norm estimates similar, so

|∇2h≥4(ζ)|γ′,2 ≤ 2|∇2G(v)|γ′ = 2|dF (v)|γ′ , (A.4)

v = Υζ. In view of (A.3) and item ii) of Lemma A.1, the mapping

∇2h≥4 : Bμ′
g
(Yγ)→Mb

γ,2,

is real holomorphic and is bounded in norm by a γ-independent constant. Jointly with (A.4)
and Lemma A.1 this implies the assertion of Lemma 2.7, if we replace μg by any smaller
positive number. ��

Proof of Lemma 4.5. The proof is similar to that of Lemma 2.7 but simpler, and we restrict
ourselves to estimating the Hessian of Qr. Let us start with the Hessian of P r. For any
ζ ∈ O(1, 1, 1) we have:

d2P r(ζ)(ζ ′, ζ ′) = 2M
∑

a

∑

ς

Aς
a(ζς1

a1
. . . ζςr−2

ar−2
)ζ ′ςr−1

ar−1
ζ ′ςr

ar
+ · · · =: R(ζ)(ζ ′, ζ ′) + . . . . (A.5)

Here the dots . . . stand for similar sums, where the pair ζ ′, ζ ′ replaces ζ, ζ on other
(
r
2

)

positions. For any b1, b2 ∈ Z
d the element (∇2

1P
r(ζ))b2

b1
of the Hessian (∇2P r(ζ))b2

b1
, coming

from the component R of d2P r, corresponds to the quadratic form R(ζ)
(
1b1(ξ, η), 1b2(ξ, η)

)
,

where 1b stands for the δ-function on the lattice Z
d, equal one at b at equal zero outside b.

Denote by ζ̃ the vector ζ̃a = |ζa| + |ζ−a|, a ∈ Z
d. Then |ζ(ς0

j aj)| ≤ |ζ̃aj
|, and we see

from (A.5) that |∇2
1P

r(ζ)b2
b1
| is bounded by

2r−1M
∑

a1+···+ar−2=−ς0
r−1br−1−ς0

r br
ζ̃a1 . . . ζ̃ar−2 = 2r−1M(ζ̃ � · · · � ζ̃)(−ς0r−1b1 − ς0r b2).

Since the space Yγ is an algebra with respect to convolution, then

|ζ̃ � · · · � ζ̃|γ ≤ Cr−3|ζ̃|r−2
γ . (A.6)

As in the proof of Lemma 2.7, |∇2Qr(ζ)b2
b1
| ≤ 〈b1〉−1〈b2〉−1|∇2P r(D−ζ)b2

b1
|. Denoting by

∇2
1Q

r the component of ∇2Qr, corresponding to ∇2
1P

r, denoting b′
1 = −ς0r−1b1, b′

2 = ς0r b2,
and using that [b1 − b2] ≤ |b′

1 − b′
2|, we find :

supb1

∑
b2
|(∇2

1Q
r)b2

b1
|eγ1[b1−b2] max(1, [b1 − b2])γ2−m∗ min(〈b1〉, 〈b2〉)2

≤ CrM supb1

∑
b2

(ζ̃ � · · · � ζ̃)(b′
1 − b′

2)e
γ1[b1−b2] max(1, [b1 − b2])γ2−m∗ min(〈b1〉,〈b2〉)2

〈b1〉〈b2〉
≤ CrM supb′

1

∑
b′
2
(ζ̃ � · · · � ζ̃)(b′

1 − b′
2)e

γ1[b1−b2]〈b1 − b2〉γ2−m∗ ≤ C ′rM |ζ̃|r−2
γ ≤ CrM

(since |ζ|γ ≤ 1). This implies the estimate for ∇2
1Q

r, required by the lemma. Other compo-
nents of ∇2Qr, corresponding to the dots in (A.5), may be estimated in the same
way. ��

Appendix B. Examples

In this appendix we discuss some examples of Hamiltonian operators H(ρ) = iJK(ρ) defined
in (5.13), corresponding to various dimensions d and sets A. In particular we are interested
in examples which give rise to partially hyperbolic KAM solutions.
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Examples with (Lf × Lf )+ = ∅.
As we noticed in (5.14), if (Lf × Lf )+ = ∅ then H is Hermitian, so the constructed

KAM-solutions are linearly stable. This is always the case when d = 1.
When d = 2 and A = {(k, 0), (0, 
)} with the additional assumption that neither k2 nor


2 can be written as the sum of squares of two natural numbers, we also have (Lf×Lf )+ = ∅.
Similar examples can be constructed in higher dimension, for instance for d = 3 we can take
A = {(1, 0, 0), (0, 2, 0)} or A = {(1, 0, 0), (0, 2, 0), (0, 0, 3)}.
We note that in [GY06] the authors perturb solutions (1.5), corresponding to sets A for
which (Lf × Lf )+ = ∅ and (Lf × Lf )− = ∅. This significantly simplifies the analysis since
in that case there is no matrix K in the normal form (4.5) and the unperturbed quadratic
Hamiltonian is diagonal.
Examples with (Lf × Lf )+ �= ∅.

In this case hyperbolic directions may appear as we show below.
The choice A = {(j, k), (0,−k)} leads to ((j,−k), (0, k)) ∈ (Lf × Lf )+.
Note that this example can be plunged in higher dimensions, e.g. the 3d-set
A = {(j, k, 0), (0,−k, 0)} leads to a non trivial (Lf × Lf )+.
Examples with hyperbolic directions

Here we give examples of normal forms with hyperbolic eigenvalues, first in dimension
two, then—in higher dimensions. That is, for the beam equation (1.1) we will find admissible
sets A such that the corresponding matrices iJK(ρ) in the normal form (4.5) have unstable
directions. Then the set F in (1.24) is non-empty and by Theorem 1.4 the time-quasiperiodic
solutions of (1.1), constructed in the theorem, are linearly unstable.

We begin with dimension d = 2. Let

A = {(0, 1), (1,−1)}.

We easily compute using (4.30), (4.30) that

Lf = {(0,−1), (1, 0), (−1, 0), (1, 1), (−1, 1), (−1,−1))},

and

(Lf × Lf )+ = {
(
(0,−1), (1, 1)

)
;
(
(1, 1), (0,−1)

)
}, (Lf × Lf )− = ∅.

So in this case the decomposition (5.19) of the Hamiltonian operator H(ρ) = iJK(ρ)
reads

H(ρ) = H1(ρ)⊕H2(ρ)⊕H3(ρ)⊕H4(ρ)⊕H5(ρ),

whereH1(ρ)⊕H2(ρ)⊕H3(ρ)⊕H4(ρ) is a diagonal operator with purely imaginary eigenvalues
and H5(ρ) is an operator in C

4 which may have hyperbolic eigenvalues. That is, now M = 5
and M0 = 4.

Let us denote ζ1 = (ξ1, η1) (reps. ζ2 = (ξ2, η2)) the (ξ, η)-variables corresponding to the
mode (0,−1) (reps. (1, 1)). We also denote ρ1 = ρ(1,0), ρ2 = ρ(1,−1), λ1 =

√
1 + m and

λ2 =
√

4 + m. By construction H5(ρ) is the restriction of the Hamiltonian 〈K(m, ρ)ζf , ζf 〉
to the modes (ξ1, η1) and (ξ2, η2). We calculate using (4.47) that

〈H5(ρ)(ζ1, ζ2), (ζ1, ζ2)〉 = β(ρ)ξ1η1 + γ(ρ)ξ2η2 + α(ρ)(η1η2 + ξ1ξ2), (B.1)
where

α(ρ) =
6

4π2

√
ρ1ρ2

λ1λ2
, β(ρ) =

3
4π2

1
λ1

(ρ1
λ1
− 2ρ2

λ2

)
, γ(ρ) =

3
4π2

1
λ2

(ρ2
λ2
− 2ρ1

λ1

)
.
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Thus the linear Hamiltonian system, governing the two modes, reads30
⎧
⎪⎪⎨

⎪⎪⎩

ξ̇1 = −i(βξ1 + αη2),
η̇1 = i(βη1 + αξ2),
ξ̇2 = −i(γξ2 + αη1),
η̇2 = i(γη2 + αξ1).

So the Hamiltonian operator H5 has the matrix iL, where

L =

⎛

⎜⎜⎝

−β 0 0 −α
0 β α 0
0 −α −γ 0
α 0 0 γ

⎞

⎟⎟⎠ .

We calculate the characteristic polynomial of L and obtain after a factorisation that

det(L− λI) =
(
λ2 + (γ − β)λ− βγ + α2

) (
λ2 − (γ − β)λ− βγ + α2

)
.

Both quadratic polynomials which are the factors in the r.h.s. have the same discriminant
Δ = (β + γ)2 − 4α2. If ρ1 ∼ 1 and 0 < ρ2 % 1, then Δ > 0. So all eigenvalues of L are real,
while the eigenvalues of H5 and H are pure imaginary (in agreement with Lemma 5.4). But
if ρ1 = ρ2 = ρ, then

γ − β =
3ρ

4π2

(
1
λ2
2

− 1
λ2
1

)
, β + γ =

3ρ

4π2

(
1
λ2
1

+
1
λ2
2

− 4
λ1λ2

)
, α =

6ρ

4π2

1
λ1λ2

,

and

Δ =
9ρ

(2π)4

(
1
λ2
1

+
1
λ2
2

)(
1
λ2
1

+
1
λ2
2

− 8
λ1λ2

)
≤ 9ρ

(2π)4

(
1
λ2
1

+
1
λ2
2

)(
1
λ2
1

− 7
λ2
2

)
.

Thus, Δ < 0 for all m ∈ [1, 2]. Since the eigenvalues of the matrix L = (1/i)H5 are
±(γ − β) ±

√
Δ, then all four of them have nontrivial imaginary parts for all values of

the parameter m ∈ [1, 2], and accordingly the operator H has 4 hyperbolic directions. By
analyticity, for all m ∈ [1, 2] with a possible exception of finitely many points, the real
parts of the eigenvalues also are non-zero. In this case the operator H has a quadruple of
hyperbolic eigenvalues.

This example can be generalised to any dimension d ≥ 3. Let us do it for d = 3. Let

A = {(0, 1, 0), (1,−1, 0)}. (B.2)

We verify that Lf contains 16 points, that (Lf × Lf )− = ∅ and

(Lf × Lf )+ = {((0,−1, 0), (1, 1, 0)); ((1, 1, 0), (0,−1, 0));
((1, 0,−1), (0, 0, 1)); ((0, 0, 1), (1, 0,−1));
((1, 0, 1), (0, 0,−1)); ((0, 0,−1), (1, 0, 1))}.

I.e. (Lf ×Lf )+ contains three pairs of symmetric couples (a, b), (b, a) which give rise to
three non trivial 2×2-blocks in the matrix H. Now M = 13, M0 = 10 and the decomposition
(5.19) reads

H(ρ) = H1(ρ)⊕ · · · ⊕ H13(ρ).

30 Recall that the symplectic two-form is: −i
∑

dξ ∧ dη.
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Here H1(ρ)⊕ · · · ⊕ H10(ρ) is the diagonal part of H with purely imaginary eigenvalues,
while the operators H11(ρ), H12(ρ), H13(ρ) correspond to non-diagonal 4× 4-matrices.

Denoting ρ1 = ρ(0,1,0) and ρ2 = ρ(1,−1,0) we find that the restriction of the Hamiltonian
〈K(m, ρ)ζf , ζf 〉 to the modes (ξ1, η1) := (ξ(0,−1,0), η(0,−1,0)) and (ξ2, η2) := (ξ(1,1,0), η(1,1,0))
is governed by the Hamiltonian (B.1), as in the 2d case. Similarly the restrictions of the
Hamiltonian 〈K(m, ρ)ζf , ζf 〉 to the pair of modes (ξ(1,0,−1), η(1,0,−1)) and (ξ(0,0,1), η(0,0,1))
and to the pair of modes (ξ(1,0,1), η(1,0,1)) and (ξ(0,0,−1), η(0,0,−1)) are given by the same
Hamiltonian (B.1). So H11(ρ) ≡ H12(ρ) ≡ H13(ρ) and for ρ1 = ρ2 we have 3 hyperbolic
directions, one in each block Y f11, Y f12 and Y f13 (see (5.17)) with the same eigenvalues.

We notice that the eigenvalues are identically the same for all three blocks, thus the
relation (5.32) is violated. This does not contradict Lemma 5.6 since the set (B.2) is not
strongly admissible. Indeed, denoting a = (0, 1, 0), b = (1,−1, 0) we see that c := a + b =
(1, 0, 0). So three points (0,−1, 0), (0, 0,±1) ∈ {x | |x| = |a|} all lie at the distance

√
2 from

c. Hence, it is not true that a∠∠ b.

Appendix C. Admissible and Strongly Admissible Random R-sets

Given d and n, let B(R) be the (round) ball of radius R in R
d, and B(R) = B(R)∩Z

d. The
family Ω = Ω(R) of n-sets {a1, . . . , an} in B(R), Ω = B× · · · ×B (n times) has cardinality
of order CRnd.

The family on n-sets {a1, . . . , an} in Ω such that |aj | = |ak| for some j �= k has cardinality
≤ C ′Rnd−1 (the constant C ′ as well as all other constants in this section depend, without
saying, on n, d). Its complement in Ω is the set Ωadm = Ωadm(R) of admissible n-sets in
B(R). Hence

#Ωadm(R)
#Ω(R)

= 1−O(R−1), R→∞.

We provide the set Ω with the uniform probability measure P and will call elements of
Ω n-points random R-sets. The calculation above shows that

P (Ωadm)→ 1 as R→∞. (C.1)
That is, admissible n-points random R-sets with large R are typical.
To consider strongly admissible sets, let S(R) be the sphere of radius R in R

d, i.e. the
boundary of B(R), and let S(R) = S(R)∩Z

d (this set is non-empty only if R2 is an integer).
We have that, for any ε > 0 there exists Cε > 0 such that

ΓR,d := |S(R)| ≤ CεR
d−2+ε ∀R > 0. (C.2)

Indeed, for d = 2 this is a well-known result from number theory (see [HW08], Theo-
rem 338). For d ≥ 3 it follows by induction and an easy integration argument. For example
for d = 3, then

S(R) = {a ∈ Z
3 : |a|2 = R2} =

⋃

a2
3≤R2

{a = (a1, a2, a3) ∈ Z
3 : a2

1 + a2
2 = R2 − a2

3}

so

ΓR,3 =
∑

n2≤R2

Γ√
R2−n2,2 ≤ Cε

∑

n2≤R2

(R2 − n2)ε/2 ≤ CεR
ε
∑

n2≤R2

(
1− (

n

R
)2
)ε/2

,

which is ≤ CεR
ε(2R + 1) ≤ C ′

εR
1+ε.



GAFA KAM FOR THE NONLINEAR BEAM EQUATION 1711

For vectors a, b ∈ Z
d we will write a∠∠ b iff a∠ a + b. Consider again the ensemble

Ω = Ω(R) of n-points random R-sets, Ω = {ω = (a1, . . . , an)}, and for j = 1, . . . , n define
the random variable ξj as ξj(ω) = aj . Consider the event

Ω∠∠ = {ξi ∠∠ ξj for all i �= j}.

Then Ωs adm = Ωadm ∩ Ω∠∠ is the collection of strongly admissible sets. Clearly

P (Ω\Ω∠∠ ) ≤ n(n− 1)(1− P {ξ1 ∠∠ ξ2}). (C.3)

So if we prove that
1− P {ξ1 ∠∠ ξ2} ≤ CR−κ, (C.4)

then, in view of (C.1), we would show that

P (Ωs adm)→ 1 as R→∞. (C.5)

Below we restrict ourselves to the case d = 3 since for higher dimension the argument is
similar, but more cumbersome. We have that

1− P {ξ1 ∠∠ ξ2} = |B(R)|−2C∗∗, C∗∗ = #{(a, b) ∈ B(R)×B(R) | not a∠∠ b}, (C.6)

and, denoting a + b = c, that

C∗∗ ≤ #{(a, c) ∈ B(2R)×B(2R) | not a∠ c}. (C.7)

Now we will estimate the r.h.s. of (C.7), re-denoting 2R back to R. That is, will estimate
the cardinality of the set

X = {(a, b) ∈ B(R)×B(R) | not a∠ b}.

It is clear that (a, b) ∈ X, a �= 0, iff there exist points a′, a′′ ∈ S(|a|) such that b lies
in the line Πa,a′,a′′ , which is perpendicular to the triangle (a, a′, a′′) and passes through its
centre, so it also passes through the origin. Let v = va,a′,a′′ be a primitive integer vector in
the direction of Πa,a′,a′′ . For any a ∈ Z

d, a �= 0, denote

Δ(a) =
{
{a′, a′′} ⊂ S(|a|)\{a} | a′ �= a′′}.

Then

|Δ(a)| < Γ2
|a|,3 ≤ C2

θR2θ, θ = θ3,

see (C.2). For a fixed a ∈ B(R)\{0} consider the mapping

Δ(a) � {a′, a′′} �→ v = va,a′,a′′ .

It is clear that each direction v = va,a′,a′′ gives rise to at most 2R|v|−1 points b such
that (a, b) ∈ X. So, denoting

Xa = {b ∈ B(R) | (a, b) ∈ X},

we have

|Xa| ≤ 2R
∑
|va,a′,a′′ |−1, if a �= 0,
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where the summation goes through all different vectors v, corresponding to various {a′, a′′} ∈
Δ(a). As |v|−1 is the bigger the smaller |v| is, we see that the r.h.s. is ≤ 2R

∑
v∈B(R′)\{0} |v|−1,

where R′ is any number such that |B(R′)| ≥ |Δ(a)|. Since |Δ(a)| ≤ Γ2
|a|,3, then choosing

R′ = R′
a = CΓ2/3

|a|,3 we get for any a ∈ B(R)\{0} that

|Xa| ≤ 2CR
∑

B(R′
a)\{0} |v|−1 ≤ C1R

∫
B(R′

a)
|x|−1 dx ≤ C2R(R′

a)2 = C3R Γ4/3
|a|,3.

Since 0∠ b for any b, then X0 = {0} and

|X| =
∑

a∈B(R)

|Xa| ≤ 1 + CR
∑

a∈B(R)\{0}
Γ4/3

|a|,3.

Evoking the estimate (C.2) we finally get that

|X| ≤ C1R
∑

a∈B(R)\{0} |a|
4
3 θ3 ≤ C2R

∫
B(R)

|x| 43 θ3 dx ≤ C3R
1+3+ 4

3 θ3 = C3R
5+1/3+ε′

,

with any positive ε′. Jointly with (C.6), (C.7) and the definition of the set X this implies
the required relation (C.4) with κ = 2/3 − ε′, and (C.5) follows. That is, n-points random
R-sets with large R are typical, for any d and any n.

Appendix D. Two Lemmas

D.0.2 Transversality

Lemma D.1. Let I be an open interval and let f : I → R be a Cj-function whose j:th
derivative satisfies

∣∣∣f (j)(x)
∣∣∣ ≥ δ, ∀x ∈ I.

Then,

meas{x ∈ I : |f(x)| < ε} ≤ C(
ε

δ0
)

1
j .

C is a constant that only depends on |f |
Cj(I).

Proof. It is enough to prove this for ε < 1. Let I1 = I, δ1 = δ and gk = f (j−k), k = 1, . . . j.
Let δ1, δ2, . . . δj+1 be a deceasing sequence of positive numbers.

Since g′
1 = f (j) we have |g′

1(x)| ≥ δ1 for all x ∈ I1 and, hence, the set

E1 = {x ∈ I1 : |g1(x)| < δ2}

has Lebesgue measure � δ2
δ1

. On I2 = I1\E1 we have |g′
2(x)| ≥ δ2 for all x ∈ I2 and, hence,

the set

E2 = {x ∈ I2 : |g2(x)| < δ3}

has Lebesgue measure � δ3
δ2

. Continue this j steps. On Ij = Ij−1\Ej−1 we have
∣∣g′

j(x)
∣∣ ≥ δj

for all x ∈ Ij and, hence, the set

Ej = {x ∈ Ij : |gj(x)| < δj+1}
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has Lebesgue measure � δj+1
δj

.
Now the set {x ∈ I : |f(x)| < δj+1} is contained in the union of the sets Ek which has

measure

� δ2
δ1

+ · · ·+ δj+1

δj
.

Take now δk = ηk−1δ. Then this measure is � η and δj+1 = ηjδ. Chose finally η so that
ηjδ = ε. ��

D.0.3 Extension

Lemma D.2. Let X ⊂ Y be subsets of D0 such that

dist(D0\Y,X) ≥ ε,

then there exists a C∞-function g : D0 → R, being = 1 on X and = 0 outside Y and such
that for all j ≥ 0

|g|Cj(D0) ≤ C

(
C

ε

)j

.

C is an absolute constant.

Proof. This is a classical result obtained by convoluting the characteristic function of X
with a C∞-approximation of the Dirac-delta supported in a ball of radius ≤ ε

2 . ��
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[BG06] D. Bambusi and B. Grébert. Birkhoff normal form for PDE’s with tame
modulus. Duke Mathematical Journal, (3)135 (2006), 507–567.

[BB12] M. Berti and P. Bolle. Sobolev quasi periodic solutions of multidimensional
wave equations with a multiplicative potential. Nonlinearity, 25 (2012), 2579–
2613.

[BB13] M. Berti and P. Bolle. Quasi-periodic solutions with Sobolev regularity of
NLS on T

d and a multiplicative potential. Journal of the European Mathemat-
ical Society, 15 (2013), 229–286.

[BK95] A. I. Bobenko and S. B. Kuksin. The nonlinear Klein–Gordon equation on
an interval as a perturbed Sine–Gordon equation. Commentarii Mathematici
Helvetici, 70, (1995), 63–112.

[Bou95] J. Bourgain. Construction of approximative and almost-periodic solutions of
perturbed linear Schrödinger and wave equations. GAFA 6 (1995), 201–235.

[Bou98] J. Bourgain. Quasi-periodic solutions of Hamiltonian perturbations of 2D
linear Shödinger equation. Annals of Mathematics 148 (1998), 363–439.

[Bou04] J. Bourgain. Green’s function estimates for lattice Schrödinger operators and
applications. Annals of Mathematical Studies, Princeton (2004).



1714 L. H. ELIASSON ET AL. GAFA

[CKSTT10] J. Colliander, M. Keel, G. Staffilani, H. Takaoka and T. Tao. Trans-
fer of energy to high frequencies in the cubic defocusing nonlinear Schrödinger
equation. Inventiones Mathematicae, 181 (2010), 31–113.
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