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1 Ciriteria for irrationality and for transcendence

1.1 Irrationality criterion

Most constants arising from analysis involve limits, infinite series or products,
integrals. For such numbers, the classical irrationality criteria using expansions
in a basis b > 2 or the continued fraction expansion are of no use. The most
efficient criterion involves rational approximation.

Proposition 1.1. Let ¥ be a real number. The following conditions are equiv-
alent

(i) ¥ is irrational.

(ii) For any € > 0 there exists p/q € Q such that

o<lp-2<t
q q

(iii) There exist infinitely many p/q € Q such that

1

0< ’19 - p’ <=

q q

(iv) For any real number @ > 1 there exists an integer q in the range 1 < g < Q
and a rational integer p such that

0<o-

The most useful implication is an easy one: (ii)=-(i). If ¥ is a rational
number, there is a positive constant ¢ = c(9) such that, for any rational number

p/q with p/q # 9,
‘19 _ p‘ s C
q q
Indeed, if ¥ = a/b, then an admissible value for ¢ is 1/b. This implication
(ii)=-(i) is the most efficient method so far to prove the irrationality of a number.
It is a kind of paradox that the easiest implication is at the same time the most
useful one. To prove that a number is irrational, it suffices to check (ii), namely



to prove that there exist rational approximation in €/g, but in fact there exists
much better approximation, in 1/¢2, as shown by (iii).

The implications (iv)=-(iii)= (ii)=-(i) in the irrationality criterion 1.1 are
easy. It only remains to prove (i)=(iv), which we are going to prove using the
box principle or pigeon hole principle, introduced by Dirichlet in this context.

Proof of (i)=(iv). Let @ > 1 be given. Define N = [Q]: this means that N is
the integer such that N —1 < @ < N. Since Q > 1, we have N > 2.

For © € R write # = |z| + {2} with |z| € Z (integral part of z) and
0 < {z} <1 (fractional part of ). Let ¥ € R\ Q. Consider the subset E of the
unit interval [0, 1] which consists of the N + 1 elements

0, {9}, {29}, {39}, ..., {(V —1)¥}, 1.

Since 1 is irrational, these N+1 elements are pairwise distinct. Split the interval
[0,1] into N intervals

i g+1 .
ILi=|+-, — <j<N-1).
J |:Na N:| (0_3_ )

One at least of these NV intervals, say I;,, contains at least two elements of

E. Apart from 0 and 1, all elements {¢¥} in F with 1 < ¢ < N — 1 are
irrational, hence belong to the union of the open intervals (j/N, (j + 1)/N)
with 0 < j < N — 1.

If jo = N — 1, then the interval

1
Ij():IN—lz |:1—7 1:|

contains 1 as well as another element of E of the form {¢¥} with 1 < ¢ < N —1.
Set p=[¢¥] + 1. Then we have 1 <¢ < N —1< @ and

11
p—qi=[qd] +1—|g9] —{qV} =1—{g¥}, hence 0<p—q19<N§§-

Otherwise we have 0 < jo < N — 2 and I, contains two elements {¢;9} and
{20} with 0 < ¢1 < g2 < N —1. Set

¢=q—q, p=|@d]-|ad]
Then we have 0 < ¢ =¢q2 —q1 < N —1 < @ and
g9 —p| = {29} —{@?} <1/N <1/Q.
O

There are other proofs of (i)=-(iii) — for instance one can use Minkowski’s
Theorem in the geometry of numbers, which is more powerful than Dirichlet’s
box principle.



Exercise 1. Let b > 2 be an integer, (a,)n>0 be a bounded sequence of rational
integers and (uy)n>0 an increasing sequence of positive integers. Assume
lim sup(up41 — up) = 00.
n—oo

Show that the number

Z apb™ "

n>0

is irrational if and only if the set {n > 0 ; a, # 0} is infinite.
Exercise 2. This exercise extends the irrationality criterion by replacing Q by
Q7). The elements in Q(i) are called the Gaussian numbers, the elements in
Z(i) are called the Gaussian integers. The elements of Q(i) will be written p/q
with p € Z[i] and ¢ € Z, ¢ > 0.

Let ¢ be a complex number. Check that the following conditions are equiv-
alent:

(i) ¥ & Q(z).
(ii) For any € > 0 there exists p/q € Q(7) such that

0<\ﬂ_p\<€.
q q

(iii) There exist infinitely many Gaussian numbers p/q € Q(%) such that

b5l <3

q <q3/2'

(iv) For any rational integer N > 1 there exists a rational integer ¢ in the range
1 < ¢ < N? and a Gaussian integer p such that

V2

0< ‘19 - p‘ < —-
q q
Exercise 3. Let ¥1,...,U,, be real numbers. Prove that the following conditions
are equivalent
(i) One at least of V1,..., 0y, is irrational.

(ii) For any € > 0 there exist p1,...,Pm,q in Z with g > 0 such that

€

q

0 < max

Di
9, — —
1<i<m

q

(iii) There is an infinite set of g € Z, q¢ > 0, for which there there exist p1, ..., Ppm
n 7 satisfying

1
qit1/m ’

0 < max 191-7&

1<i<m

(iv) For any integer Q > 1 there exists p1,...,Pm,q in Z such that 1 < ¢ < Q™

and

1
0 < max _
qQ

<
1<i<m

U
q




A refined version of the irrationality criterion is due to Adolf Hurwitz (1891).
One can prove it using either continued fractions or Farey sequences. We do
not give a proof here.

Lemma 1.2. Let ¥ be a real number. The following conditions are equivalent
(i) ¥ is irrational.
(if) There exist infinitely many p/q € Q such that

1
N2

Of course the implication (ii)=(i) in Lemma 1.2 is weaker than the impli-
cation (iii)=-(i) in the irrationality criterion 1.1. What is new is the converse,
and the estimate in (ii) with v/5 is optimal (see §2.1).

O<‘z9—p‘§
q

1.2 A transcendence criterion

There are (at least) two was of generalizing the irrationality criterion 1.1 into
a criterion for transcendence. Instead of considering rational approximations
p/q, one may consider algebraic approximations - for such a statement we refer
to [GL326, Theorem 15.6]. Here we consider another approach: instead of
considering only polynomials of degree 1, namely ¢ X — p, we allow polynomials
of any degree.

We denote by H(f) the naive (or usual) height of a polynomial f € C[X;, Xo, ...

that is the maximum of the moduli of the coefficients, and by L(f) the length
of f, that is the sum of the moduli of the coefficients.

Proposition 1.3. Let ¥ be a complex numbers. The following conditions are
equivalent.
(i) ¥ is transcendental.
(ii) For any k > 0 there exists a polynomial f € Z[X] and a positive integer T
with

deg f +log H(f) < T

and
0<|f)] <e ™.

(iii) For any positive real number ¢ < %, there exists a positive number Ty such
that, for any T > Ty, there exists a nonzero polynomial f € Z[X] of degree at
most T' and naive height at most T, satisfying 0 < |f(9)| < e=eT”,

(iv) For any H > 1 and D > 1 there exists a polynomial f € Z[X] of degree
< D and naive height H(f) < H such that

0 < [f(0)| < V201 + |9)PH-(P-V/2,

The proofs of (iv)=-(iii)= (ii) in the transcendence criterion 1.3 are trivial.
The proof of (i)=-(iv) rests on Dirichlet’s box principle (see for instance [[GL326,
Proposition 15.2]]). The useful part of Proposition 1.3 is (ii)=(i), which is
equivalent to the following statement:



Corollary 1.4. Given an algebraic number v, there exists a positive constant
¢ = c(vy) which satisfies the following property.

Let f € Z[X] and T be a positive number such that the the degree of f is at
most T and the naive height of f is at most eT. If f(y) # 0, then

[f()] = e

While the irrationality criterion 1.1 is directly used for irrationality proofs,
one main tool in transcendence proofs is not really the transcendence criterion
1.3, but rather explicit versions of Corollary 1.4, that we are going to discuss in

§2.

The proof of Corollary 1.4 will involve the next auxiliary result: in order
to prove a lower bound for a nonzero algebraic number, it suffices to prove an
upper bound for its height.

Lemma 1.5. If a € C* is a nonzero algebraic number which is root of a
polynomial with rational integer coefficients, the absolute values of which are
bounded above by some number H, then

o >
a —
T 1+H
In the statement of Lemma 1.5 the polynomial f needs not be the minimal
polynomial of o — this remark will be useful.

Proof. We first prove that if « is a complex number which is root of a nonzero
polynomial f(X) = agX" + -+ + an € Z[X] of degree n with [nax la;| < H,
then |a| < H+1. Indeed, this estimate holds trivially if |a] < 1, while if |a] > 1,
then

la] < apa| = |ar + (12&_1 4+ ana—n+1|

<H(+ a7+ +a| ™) < H1 = o)

Lemma 1.5 follows by applying this estimate to a~!, which is a root of the
polynomial X" f(1/X). O

When « is an algebraic number, we denote by H(«) the naive height of the
minimal polynomial of . From Lemma 1.5 one deduces that, if a is an algebraic
number, then |a| < H(a) 4 1. Further, if « is a nonzero algebraic number, then

> - .
ol 2 H(a) +1
Proof of Corollary 1.4. From the Theorem on symmetric polynomials, we de-
duce the following. Let v € C be root of a polynomial in Z[ X] of degree d,
leading coefficient ag, and complex roots v; (1 < j < d). Let f € Z[X] be



a polynomial with integer coefficients of degree at most T and naive height at
most e’. Then the polynomial

d
:gHX f’YJ

has coefficients in Z, its degree is at most ¢’T and it height at most e“T for
some constant ¢’ depending only on ~.

Corollary 1.4 follows from Lemma 1.5. O
Exercise 4. Let ¥ = (Y1, ...,9,,) be a m-tuple of complex numbers. Prove that
the following assertions are equivalent.

(i) One at least of the numbers V1, ..., %, is transcendental, that is

trdeggQ(9) > 1

(ii) For any k > 0O there exist a positive integer T and a polynomial f €
Z[X1,...,Xm] such that deg f < T, H(f) < el and

0<[f@)]<e .

(iii) For any k < 1/2 there exists a positive integer Ty such that, for any T > Ty
there is a polynomial f € Z|X1, ..., X] satisfying deg f < T, H(f) < eT and

0<|f(W)] <e T’

(iv) For any H > 1 and D > 1 there exists a polynomial f € Z[X4,...,X] of
total degree < D and naive height H(f) < H such that

0 < |f(®)] <V2(1 + |9)PH-P-V/2,

In transcendence proofs one needs explicit versions of Corollary 1.4 and its
generalisation in Exercise 4. A very useful tool is provided by the notion of
height which is a main character in Diophantine geometry. We introduce it in
the next course.

1.3 Criteria for linear independence, for algebraic inde-
pendence

The irrationality criterion 1.1 and the transcendence criterion 1.3 are the first
items of a vast subject which includes also criteria for linear independence and
criteria for algebraic independence. A reference is [GL326].
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2 Liouville type estimates

2.1 Liouville inequality
We start with an asymptotic version.

Lemma 2.1. Let o be a real algebraic number of degree d > 2 and minimal
polynomial P € Z[X]. Define ¢ = |P'(a)|. Let € > 0. Then there exists an
integer qo such that, for any p/q € Q with ¢ > qo,

p 1

Proof. Let g be a sufficiently large positive integer and let p be the nearest
integer to . In particular

1
_pl < .
lga — p| < 5

Denote ag the leading coefficient of P and by ai,...,qq its the roots with
a1 = «. Hence

P(X) :aO(X—al)(X—ag)--~(X—ad)

and
d
(2.2) qu(P/Q) = aoqdil;[l (]; - Oéi) .
Also
d
P'(a) = ao [ J(a — ai)
i=2

The left hand side of (2.2) is a rational integer. It is not zero because P is
irreducible of degree > 2. For i > 2 we use the estimate

1
ai—p’ §|ai—a|+—-
2q
We deduce 4
d p
1<q¢%g|a—= }:[2(|ai—a\+2—q)




For sufficiently large ¢ the right hand side is bounded from above by

qd

p /
o — q‘ (|P' ()] + €).

O

If « is a real oot of a quadratic polynomial P(X) = aX? + bX + ¢, then
P'(a)) = 2ac + b is a square root of the discriminant of P. So Hurwitz Lemma
1.2 is optimal for all quadratic numbers having a minimal polynomial of dis-
criminant 5. Incidentally, this shows that 5 is the smallest positive discriminant
of an irreducible quadratic polynomial in Z[X] (of course it is easily checked di-
rectly that if a, b, ¢ are three rational integers with a > 0 and b? — 4ac positive
and not a perfect square in Z, then b> — 4ac > 5).

It follows that for the numbers of the form (a® + b)/(c® + d) with integers
a, b, ¢, d having ad — bc = +1, one cannot replace in Lemma 1.2 the number
V5 by a larger number.

On the other hand, Hurwitz Lemma 1.2 shows that Lemma 2.1 is sometimes
optimal. This optimality will be one of the main topics of this lecture.

Exercise 5. Prove the nonasymptotic version of Liouville’s Theorem as follows.
Let a be a real algebraic number of degree d > 2 and minimal polynomial
P € Z[X]. Then there exists a positive constant x = k(c) such that, for any
p/q € Q with ¢ > 1,

a—=| > —-
q| ~ kq?

p' 1
(a) Prove this result with x given by

K= max{l ; ltr_n(i)il|p/(t)|}.

(b) Check also that the same estimate is true with « given by

d
r=ao[[(la; —al+1),
i=2
where ag is the leading coefficient and a;, . .., oy the roots of P with a; =

P(X)=ao(X —a1)(X —ag) - (X — aq).

Hint: For both parts of this exercise, one may distinguish two cases, whether
| — (p/q)| is > 1 or < 1.

Definition. A real number 9 is a Liouville number if for any k > 0 there exists
p/q € Q with ¢ > 2 and



It follows from Lemma 2.1 that Liouville numbers are transcendental. In
dynamical systems, an irrational real number satisfies a Diophantine condition
if is not Liouville: this means that there exists a constant x« > 0 such that, for
any p/q € Q with sufficiently large g,

1
‘a - p‘ > —
al  q°

Let b > 2 be an integer. Let us check that the number

-
n>0

is a Liouville number. Let k£ > 0 be a real number. For sufficiently large N, set

N
N! N!—n!
q=b", p= g b .

n=0
Then we have

p 1
0<dp— 7 > p(NTRI—NT
>1

For k > 1 we use the crude estimate
(N+k)!—N!'>NINN+1)---(N+k—1)> NIN(k—-1),

which yields

P 2
0<Yp —=< —-
q ¢

Exercise 6. Let (a,)n>0 be a bounded sequence of rational integers and (up,)n>0
be an increasing sequence of integers satisfying

Un+1

lim sup = +400.

n—oo  Un

Assume that the set {n > 0; a, # 0} is infinite.

Define
Y= Z a2 %",
n>0

Show that 9 is a Liouville number.

2.2 Heights

There are several definitions of heights for algebraic numbers. For each of them,
the set of algebraic numbers of bounded degree and height is a finite set. They
play an important role in Diophantine geometry. The most useful one is the
absolute logarithmic height.

We first introduce Mahler’s measure of a polynomial, and of an algebraic
number.



Lemma 2.3. Let f € C[X] be a nonzero polynomial of degree d:
d
f(X)=aoX"+ar X"+ +aa 1 X +aa = a H(X - ).
i=1

Then

d 1
ol [ Tvsc(t, oy = exo ([ 1og 7))
i=1 0

This is a special case of Jensen’s formula for analytic functions. Since both
sides of the conclusion of Lemma 2.3 are multiplicative functions of f, it is
sufficient to consider the case where f is either ag or else X —a. In the first case
the left hand side is |agp| and the desired equality plainly holds. In the latter
case, the left hand side is max{1,|«|}. Therefore Lemma 2.3 is equivalent to
the fact that, for any complex number «,

1
/ log €™ — a|dt = log max{1, |a|}.
0

Under the notation of Lemma 2.3, we define Mahler’s measure of f by

d
M(f) = lao| [ max{1, lal}.

i=1

This is a multiplicative function:

M(f1f2) = M(f1)M(f2)

for f1 and f in C[X], a fact which follows immediately from the definition of
M.

When « is an algebraic number with minimal polynomial f € Z[X] over Z,
we define its Mahler’s measure by M(a) = M(f).

For an algebraic complex number « of degree d, we define the absolute log-
arithmic height of « as

h(a) = é log M(«).

Lemma 2.3 gives two equivalent definitions of the absolute logarithmic height
of an algebraic number «. There is a third one, which is often the most useful,
which involves the archimedean and ultrametric places of the field Q(«). We
refere to [GL326, Chap. 3].
The house of an algebraic number is the maximum of the modulus of its
conjugates in C:
@ = max{lals. ., laal}

when the minimal polynomial of « is written in C[X] as

d
f(X) :aon—kn.—l—ad:aOH(X—ai).
i=1

10



The denominator den(a) of « is the positive generator of the ideal of D € Z for
which D« is an algebraic integer. It is a divisor of aqg.

Among several notions of size of an algebraic number, one of the most fre-
quently used is

s(a) = log max{den(a); [a]}.

Lemma 2.4. For a € Q of degree d, we have

1 1 1
p log H(a) — log 2 < h(a) < p log H(a) + 24 log(d + 1)

and
%s(a) < h(a) < logden(a) + log max{1,[a]} < 2s(a).

Proof. The first part of the conclusion can be written
27 (a) < M(a) < H(a)Vd + 1.

The left inequality follows from the identity which relates the coefficients of a
polynomial with the roots of this polynomial:

aj=(=D0ao > aycay, (1<j<d)
1§S1<"‘<Sj§d

The number of terms in the sum is (‘j) < 2? and each of these terms is bounded

from above by M(«)/ao.
The right inequality follows from the arithmetico-geometric inequality:

1 1
exp </0 log‘f(ezi””dt) < /0 ‘f(ezi”ﬂdt.

Using this bound for fP, with p positive real, we deduce

< ([ (e ar) "

For p = 2 we obtain the desired estimate.

The proof of the second series of inequalities does not involve any difficulty
and is left as an exercise. O
2.3 Explicit Liouville estimates

Here is an explicit lower bound for the value of a polynomial at an algebraic
point, involving the absolute logarithm height h(a) of an algebraic number a.

Let f € Z|X] be a polynomial of degree at most N. Let v € C be an
algebraic number of degree at most d which is not a root of f. Then

[f(3)] = L(f)! eV,

11



The next result is a generalisation to several variables.

Proposition 2.5 (Liouville’s inequality). Let K be a number field of degree D.
Let y1,...,70 be elements of K. Further, let f € Z[X1,...,X] be a polynomial
in € wvariables, with coefficients in Z, which does not vanish at the point v =

(%)19‘3@' Assume f is of degree at most N; with respect to X;. Then
14

log |f(7)] = —(D = 1)log L(f) = D> N;h(%).

=1

12



Update: 26/04/2021
April 12 - 23, 2021: Hanoi (Vietnam) (online)
CIMPA School on Functional Equations: Theory, Practice and Interaction.

Introduction to transcendental numbers
Maichel Waldschmadt

3 Thue Siegel Roth

Let a be an irrational algebraic real number of degree d > 2. Liouville inequality
states that there exists a constant ¢ = c(a) > 0 (explicit) such that

for all p/q € Q. Dirichlet’s box principle states that there exist infinitely many
p/q € Q with
1

o — p‘ < -5

q q
For d = 2 (a a quadratic irrational real number) we see that both estimates
are sharp. This is no longer true for d > 3. We discuss here improvements
of Liouville’s inequality; these improvements are deep, we will not give proofs.
They play an important role in Diophantine geometry.

Liouville’s estimate for the rational Diophantine approximation of /2 is

3 p 1
22> —
v2 Q‘ 5¢°

for sufficiently large ¢ (use Lemma 2.1 with P(X) = X3 — 2 ¢ = 34 < 5).
Thue was the first to achieve an improvement of the exponent 3: for the case of
cubic real numbers he replaced the exponent 3 of Liouville with %—i—e foralle >0
(and the constant ¢ depends on « and ¢, but the constant ¢ is not effective, an
admissible valuer cannot be computed using Thue’s proof). A explicit estimate
was then obtained by A. Baker in 1964:

%p‘> !

q 106q2.955

and refined by Chudnovskii, Easton, Rickert, Voutier and others, until 1997
when M. Bennett proved that for any p/q € Q,

1
4 q2,5'

\3/5—’)‘2
q

From his result, Thue deduced that for any fivzed k € Z \ {0}, there are only
finitely many (z,y) € Z x Z satisfying the Diophantine equation x3 — 2y = k.

13



The result of Baker shows more precisely that if (x,y) € Z X Z is a solution to
23 — 2y = k, then
|$‘ < 10137‘]€|23.

M. Bennett gave the sharper estimate: for any (x,y) € Z? with x > 0,
45— 2] > V.

The connexion between Diophantine approximation to v/2 and the Diophantine
equation 2% — 23 = k is explained in the next lemma.

Lemma 3.1. Let n be a positive real number. The two following properties are
equivalent:
(i) There exists a constant ¢; > 0 such that, for any p/q € Q with ¢ > 0,

w_p]yfl.
q

qn
(i) There ezists a constant ca > 0 such that, for any (z,y) € Z*\ {(0,0)},
2% = 2¢%| > ez max{|xl, ly[}*7".

Properties (i) and (ii) are true but uninteresting with n > 3. They are not
true with n < 2. It is not expected that they are true with n = 2, but it is
expected that they are true for any n > 2.

Proof. We assume 7 < 3, otherwise the result is trivial. Set a@ = /2.

Assume (i) and let (z,y) € Z x Z have (z,y) # (0,0). Set k = 23 — 2y3.
Since 2 is not the cube of a rational number we have k # 0. If y = 0 assertion
(ii) plainly holds. So assume y # 0.

Write

23— 2 = (x — ay)(2? + azy + a?y?).

The polynomial X2 + aX + o? has negative discriminant —3a?2, hence has a
positive minimum ¢y = 3a?/4. Hence the value at (z,y) of the quadratic form
X2 +aXY + a?Y? is bounded form below by coy?. From (i) we deduce

0100|y|3
ly|

k| = |y® (22 + azy + a’y?) > = csly]> .

Nopd
y

This gives an upper bound for |yl:
[yl < calk[V/7, hence [y?| < calk[>/ 77,

We want an upper bound for |z|: we use 3 = k + 2y® and we bound |k| by
|k[3/G3=m) since 3/(3 —n) > 1. Hence

|22 < es|k[¥/C™m  and |23 < cglk).

Conversely, assume (ii). Let p/q be a rational number. If p is not the nearest
integer to ga, then |ga—p| > 1/2 and (i) is trivial. So we assume |ga—p| < 1/2.

14



We need only the weaker estimate c;qg < p < cgq with some positive constants
c7 and cg. From

P’ —2¢° = (p — aq)(p” + apg + a’¢?),
using (ii), we deduce

cap®™" < coq®

:
o= =1,
q

and (i) easily follows.

O

Definition. Given a real irrational number 9, a function p = N — Rsq is an
irrationality measure for ¥ if there exists an integer qo > 0 such that, for any
p/q € Q with ¢ = qo,

p
9— 2> .
‘ q‘_sa(Q)

Further, a real number k is an irrationality exponent for U if there exists a
positive constant ¢ such that the function c/q" is an irrationality measure for .

If k is an irrationality exponent for ¥, then any number > x is also an irra-
tionality exponent for ¢. From Proposition 1.1, it follows that any irrationality
exponent x satisfies kK > 2. Irrational quadratic numbers have irrationality
exponent 2. It is known that 2 is an irrationality exponent for an irrational
real number ¢ if and only if the sequence of partial quotients (ag,aq,...) in
the continued fraction expansion of ¥ is bounded: these are called the badly
approximable numbers.

An important chapter in Diophantine approximation is the metric theory
which studies the properties which are satisfied by almost all (real or complex)
numbers for Lebesgue measure. We only quote the following result: for almost
all real numbers ¥, any k > 2 is an irrationality exponent for 9.

From Liouville’s inequality in Lemma 2.1 it follows that any irrational alge-
braic real number « has a finite irrationality exponent < d. Liouville numbers
are by definition exactly the irrational real numbers which have no finite irra-
tionality exponent.

For any k > 2, there are irrational real numbers ¢ for which « is an irrational-
ity exponent and is the best: no positive number less than x is an irrationality
exponent for 9. Examples due to Y. Bugeaud in connexion with the triadic

Cantor set are
o0

n=0
where A is any positive real number.

The first significant improvement to Liouville’s inequality is due to the Nor-
wegian mathematician Axel Thue who proved in 1909:

Theorem 3.2 (A. Thue, 1909). Let a be a real algebraic number of degree
d>3. Then any k > (d/2) + 1 is an irrationality exponent for c.

15



The fact that any irrational algebraic real number of degree d > 3 has an
irrationality exponent is < d has very important corollaries in the theory of
Diophantine equations.

Theorem 3.3 (Thue). Let f € Z[X] be an irreducible polynomial of degree
d >3 and m a non-zero rational integer. Define F(X,Y) =Y1f(X/Y). Then
the Diophantine equation F(x,y) = m has only finitely many solutions (x,y) €
Z X 7.

The equation F'(x,y) = m in Proposition 3.3 is called Thue equation. The
connexion between Thue equation and Liouville’s inequality has been explained
in Lemma 3.1 in the special case v/2; the general case is similar.

Lemma 3.4. Let o be an algebraic number of degree d > 3 and minimal poly-
nomial f € Z[X], let F(X,Y) =Yf(X/Y) € Z|X,Y] be the associated homo-
geneous polynomial. Let 0 < k < d. The following conditions are equivalent:
(i) There exists ¢; > 0 such that, for any p/q € Q,

(ii) There exists ca > 0 such that, for any (x,y) € Z* with x > 0,
|F(w,y)| > cp 27"

In 1921 C.L. Siegel sharpened Thue’s result 3.2 by showing that any real
number

K > min (d + j)
1<j<d \ j+1

is an irrationality exponent for a. With j = |v/d] it follows that 2v/d is an
irrationality exponent for a. Siegel’s generalization of Thue’s result played an
essential role in his proof' in 1929 that there are only finitely many integer
points on a curve of genus > 1.

Dyson and Gel’fond in 1947 independently refined Siegel’s estimate and re-
placed the hypothesis in Thue’s Theorem 3.2 by x > v/2d. The essentially best

possible estimate has been achieved by K.F. Roth in 1955: any « > 2 is an
irrationality exponent for a real irrational algebraic number a.

Theorem 3.5 (A. Thue, C.L. Siegel, F. Dyson, K.F. Roth 1955). For any real
algebraic number o, for any € > 0, the set of p/q € Q with |a —p/q| < ¢~ 27¢ is
finite.

An equivalent statement is :

For any real algebraic number « and for any € > 0, there exists
qo > 0 such that, for p/q € Q with q¢ > qo, we have |a—p/q| > q¢~27¢.

1U. ZANNIER (ed.), On some applications of Diophantine approzimations, a translation of
Carl Ludwig Siegel’s Uber einige Anwendungen diophantischer Approzimationen by Clemens
Fuchs. Edizioni Della Normale, Quaderni Monographs 2, 2014.
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It is expected that the result is not true with e = 0 as soon as the degree of
« is > 3, which means that it is expected no real algebraic number of degree at
least 3 is badly approximable, but essentially nothing is known on the continued
fraction of such numbers: we do not know whether there exists an irrational
algebraic number which is not quadratic and has bounded partial quotient in
its continued fraction expansion, but we do not know either whether there exists
a real algebraic number of degree at least 3, the sequence of partial quotients of
which is not bounded!

Here is an example of an application of Diophantine approximation to tran-
scendental number theory. Let (u,),>0 be an increasing sequence of integers
and let b be a rational integer, b > 2. Let us consider the number

(3.6) 9= b

n>0

This number is rational if and only if its sequence of digits in basis b is ultimately
periodic, which is the case when (uy, ), >0 is ultimately an arithmetic progression.

Assume that ¢ is irrational. A conjecture of Borel (1950) states that the
digits in the expansion in a basis b > 2 of a real algebraic irrational number
should all occur with the same frequency. For b > 3, the expansion in basis b of
the number (3.6) has no digit 2, hence Borel predicts that it is transcendental.
For b = 2, if the sequence of 1’s in the binary expansion of a number ¥ is
lacunary, then, again, Borel predicts that v is transcendental. We are very far
from such results.

For sufficiently large n, define

n
gn = bunv Pn = Zbun_uk and Tn = o — pi
b—0 dn

Since the sequence (uy,)n>0 is increasing, we have up4p — Unt1 > h — 1 for any
h > 1, hence

1 1 b 2
0 n < E = <
<Tn = HUn+1 = ph—1 b“"+1(b _ 1) -

Unt1/Un
n

q

Therefore if the sequence (uy, ), >0 satisfies

Un+1

lim sup
n—oo u’l’L

= —|—()O7

then 1 is a Liouville number, and therefore is transcendental. For instance the
sequence u,, = n! satisfies this condition: hence the number 9, = > ., b™™ is
transcendental (see § 2.1).

Roth’s Theorem 3.5 yields the transcendence of the number ¢ in (3.6) under
the weaker hypothesis

) U
lim sup it S 9,

n—oo un
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The sequence u,, = [2""| satisfies this condition as soon as k > 1. For example
with k£ = 1223 the transcendence of the number

log 2
> v

n>0

follows from Theorem 3.5.

A stronger result follows from Ridout’s Theorem 4.3 below, using the fact
that the denominators b"~ are powers of b.

Let S be a finite set of primes. A rational number is called an S—integer if
it can be written a/b where all prime factors of the denominator b belong to S.
For instance when a, b and m are rational integers with b # 0, the number a/b™
is an S—integer for S the set of prime divisors of b.

The set of S—integers is the subring of Q generated by the elements 1/p with
p € S. We denote it by S~'Z. The group of units of S~!Z is a multiplicative
subgroup (S™1Z)* of QX, its elements are the S—units. If S = {p1,...,ps},
then

(S_1Z)>< _ {pllﬁ .. .pISC.e

(kjl,...,k‘s) EZS} CQX

and a
s*z;:{g | acZ be (5*%)*} cQ.

Here is a result due to Ridout (1957) (see Corollary 4.4 below).

Let S be a finite set of prime numbers. Let o be a real algebraic
number. For any € > 0, the set of S—integers a/b such that

a 1
o= 5] < 5
is finite.

Therefore the condition
unJrl

lim sup >1

n—oo  Un

suffices to imply the transcendence of the sum of the series (3.6). An example
is the transcendence of the number

Z b2".

n>0

This result goes back to A. J. Kempner in 1916.
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4 Schmidt’s Subspace Theorem

The theorems of Thue—Siegel-Roth and Ridout are very special cases of Schmidt’s
Subspace Theorem (1972) together with its p-adic extension by H.P. Schlickewei
(1976). We do not state it in full generality but we give only two special cases.

The Subspace Theorem is one of the most powerful tools in Diophantine
geometry; it is a kind of paradox that for transcendence proofs, one does not
know how to replace the Liouville type estimates of §2.3 by stronger versions
arising from the Thue—Siegel-Roth—Schmidt theory.

For x = (x1,...,2,) € Z"™, define |x| = max{|z1],...,|zn|}-

Theorem 4.1 (Schmidt Subspace Theorem). Forn > 2 let Ly, ..., L, be inde-
pendent linear forms in n variables with algebraic coefficients. Let € > 0. Then
the set

{x=(z1,...,2,) €Z" ; |L1(x) - Lp(x)| < |x|7¢}

s contained in the union of finitely many proper subspaces of Q™.

We deduce the Thue-Siegel-Roth’s Theorem 3.5 from Theorem 4.1 as fol-
lows. Let a be a real irrational algebraic number and let € > 0. Consider the
set

1
Eo={lan €2 | dog—sl < }.
Use Theorem 4.1 with
n =2, Ll(«’ﬂl,wz) =1, Lz(iﬂl,xz) = ar; — T2.

Theorem 4.1 says that the set E. is contained in the union of finitely many
proper subspaces of Q2. A Q-vector subspace of Q% which is not {0} not Q?
(that is a proper subspace) is generated by an element (pg, qo) € Q*. There is
one such subspace with gp = 0, namely Q x {0} generated by (1,0), the other
ones have gy # 0. Mapping such a rational subspace to the rational number
Po/qo yields a 1 to 1 correspondence. Hence the set

D D 1
{ | <q,p>eEe}={ | q|aq—p<6}
q q q

is finite.
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For x a nonzero rational number, write the decomposition of = into prime

factors
r =4 Hp”p (I)’
P

where p runs over the set of prime numbers and v,(z) € Z (with only finitely
many v, (z) distinct from 0), and set

|$|p :pivp(z)-

The product formula is

o [T Il = 1
P

for all z € Q*.
For a nonzero rational number x, we have

x € Z <= vy(z) >0 for all primes p <= |z|, <1 for all primes p.

Given a finite set S of prime numbers, a nonzero rational number x is an S—
integer if and only if v,(x) > 0 for all primes p ¢ S, and z is an S—unit if and
only if v,(z) = 0 for all primes p ¢ S. For an S—unit «, the product formula is

jaf TT Il = 1.

peS

We now state a special case of Schmidt’s Subspace Theorem (1972) which
includes its p-adic extension by H.P. Schlickewei (1976).

Theorem 4.2 (Schmidt—Schlickewei Subspace Theorem). Let n > 2 be a pos-
itive integer, S a finite set of prime numbers. Let Ly,..., L, be n independent
linear forms in n variables with algebraic coefficients. Further, for each p € S
let Ly p,..., Ly, be n independent linear forms in n variables with rational
coefficients. Let e > 0. Then the set of x = (x1,...,2T,) € Z™ such that

L1(0) - Lo ()] [T 1L1p(x) -+~ Loy ()], < I
peS
18 contained in the union of finitely many proper subspaces of Q™.
Here is Ridout’s Theorem.

Theorem 4.3 (D. Ridout, 1958). Let o and 8 be two algebraic numbers with
(o, B) # (0,0). Forp € S, let o, and 5, be two rational numbers with (o, By) #
(0,0). Let e > 0. Then the set of rational numbers a/b such that

1
max{]al, b}

blba — af| H |bay, — afplp <

pES

is finite.
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Corollary 4.4. Let S be a finite set of prime numbers. Let . be a real algebraic
number. For any e > 0, the set of S—integers a/b such that

a 1
o= 3] < 5
1s finite.

Corollary 4.4 follows from Theorem 4.3 by taking 8 =1, o, =1 and 8, =0
forpe S.
Ridout’s Theorem 4.3 is the special case n = 2 of the Subspace Theorem: in
Theorem 4.2, take
Ly(wy,22) = Ly p(x1,22) = 21,

Lo(z1,22) = a1 — Bra,  Lop(z1,22) = aprr — Bpas.
For (z1,z2) = (b,a) with b an S—unit and p € S, we have

[Li(z1,22)[ = b, |La(21, 22)| = [ba — afi],

|Lip(21, 22)[p = [blp,  [L2p(@1,22)|p = [bay, — aByply

H by = b=t

pES

and

since b is an S—unit. As we have seen when we deduced the Thue—Siegel-Roth’s
Theorem 3.5 from Schmidt Subspace Theorem 4.1, a subset F of Z? is contained
in a finite union of hyperplanes of Q? if and only if the set of y/z € Q, where
(z,y) ranges over the set of elements in F with x # 0, is finite.

We derive a further consequence, dealing with exponential Diophantine equa-
tions, of the special case of the Subspace Theorem 4.2 where the linear forms
Lq,...,L, also have rational coefficients. We start with an exercise.

Exercise 7. Show that the only solutions of the equation 2% + 3° = 5¢ in non-
negative integers a, b and c are given by

243=5 2°+1=5 2'+3=5%

The finiteness of the set of solutions of such an equation is a general fact:
we deduce from Ridout’s Theorem 4.3 the following statement:

Corollary 4.5. Let S be a finite set of prime numbers and let n > 2. Then the
set of solutions of the equation x1 + x9 = 1 in S—units x1, o is finite.

The S—unit equation was introduced by C.L. Siegel in his seminal 1929 paper,
in the more general context of number fields.

Proof. Let (z1,22) be a solution of the equation 1 + 2 = 1 in S—units. Let yq
be the least common denominator of x; and xo. Set y; = yor1 and ys = yoxs.
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Then yo, Y1,y are relatively prime integers, they are S—units, and y; +y2 = yo-
Introduce the three linear forms in two variables Y7, Y5

A(Y1,Y2) =Y1, Ay(Y1,Y2) =Ys, Ag(Y1,Y2) =Y, + Y.

Notice that A;(y1,y2) =y, for j = 0,1, 2, and that any two linear forms among
Ao, A1, Ao are linearly independent. Recall the notation |y| = max{|yol, |y1], |y2|}-
Let k € {0,1,2} be an index such that |y| = |yk|, and let £, m be the two other
indices, so that {0,1,2} = {k, £, m}.

Since yg,y1,y2 are relatively prime rational integers, for p € S, we have
max{|yolp, [Y1lp, [Y2]p} = 1; let k, € {0,1,2} be an index such that |y, |, = 1,
and let £,,m, be the two other indices, so that {0, 1,2} = {kp, £,, m,}.

Consider the linear forms

Ll = AZ; LQ = Ama Llp = Afpa L2p = Am,, (p S S)

Notice that

0Y1Y2 0 2
Ly (y1, 42) Loy, y2) = Yo = L0282 _ 4 YoULY2
Yk ly|
while oy
091492
L1y (y1,y2) Lop (Y1, Y2) = Ye,Ym, =
Yk,
and

[L1p(y1,Y2) Lop (Y1, y2)|p = [Yov1y2]p-

From the product formula, using the fact that yoy;y2 is an S unit, one deduces

lwovrval T lvovavaly = 1.
peS

Therefore
1

|L1(y1,y2) L2(y1, y2)| H |L1p(y1, y2) Lop(y1, ¥2)|p = m

pES

From Ridout’s Theorem 4.3 with ¢ = 1, one deduces that the set of y;/ys is
finite. From y; + y2 = yo we deduce that the sets of y1/yo and ya/yo are finite.
Corollary 4.5 follows.

O

It turns out that the result of Corollary 4.5 is effective: one can bound
from above the (numerators and denominators of the) solutions x; and xs. The
proof rests on transcendence methods and lower bounds for linear combinations
of logarithms of algebraic numbers — see Corollary 5.5 in § 5.

We now consider the more general equation

(4.6) X+ 4 X =1,
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where n is a fixed positive integer and the values x1,...,x, taken by the un-
known Xi,..., X, are S—units in Q for a fixed given finite set S of prime num-
bers. This equation has infinitely many solutions as soon as n > 3 and S is
nonempty: for p € S and a € Z,

ry=p% wp=-p wz=1 p'-p'+1=1L
In view of this example, we will say that a solution (z1,...,2,) € ((S71Z)*)"
of equation (4.6) is non degenerate if no nontrivial subsum vanishes:

Ti4fa, =1

and

Zwi #0 for any nonempty subset I of {1,...,n}.

il
Without giving all details, we explain how to deduce, from the Subspace Theo-
rem 4.2, the following statement.

Corollary 4.7. Let S be a finite set of primes and n a positive integer. Then
the set of nondegenerate solutions (x1,...,2,) € ((STYZ)*)™ of equation (4.6)
1s finite.

Sketch of proof of Corollary 4.7 as a consequence of the Subspace Theorem 4.2.
The proof is by induction on n. A first remark is that the statement of Corollary
4.7 is equivalent to the next one (which only looks more general):

For any finite set S of primes, any positive integer n and any rational
numbers ci, ..., cn, the set of (x1,...,1,) € ((STYZ))™ satisfying

a1+t eparp =1

and
Z ciz; 20 for any nonempty subset I of {1,...,n}
iel

is finite.

This last statement is in fact a consequence of Corollary 4.7: we deduce it
by enlarging the set S of primes to a finite set S’ D S, so that cy,...,c, are
S’—units.

In the same vein, by reducing to the same denominator, one can phrase
Corollary 4.7 in an equivalent form by stating that the set of (y1,...,yn+1) €
(Z N (S~Z)* )"+, satisfying

Y1+ + Yn = Yn+1 and ng(ylv""ynJrl):]"

and
Z y; 70 when I is a nonempty subset of {1,...,n},
iel
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is finite.
Starting with a solution y of

Y1+ -+ Yn = Yn+1

using the assumption ged(ys,...,yn+1) = 1, we consider for each prime p € S
an index i, € {1,...,n 4+ 1} such that |y; |, = 1. We also consider an index
ip such that |y;,| = maxi<;<n+1|yi|. In other terms |y;,| = |y|- The tuple

(io, (ip)pe 5) can take only finitely many possible values — we fix one of them.
We introduce the following n+1 linear forms A; (1 < j <n+1)inYi,...,Y,:

Aj=Y; for 1<j<n and Ay =Y+ +Y,.

Clearly, any n distinct linear forms among Aq,...,A,4+1 are linearly indepen-
dent. We shall use the Subspace Theorem 4.2 with the following linear forms in
the variables Y7,...,Y,:

and, for any prime p in S,
{L1p7...,an}:{Aj ‘ 1§j§n+1,]7$zp}

We write
n+1

- 1

[Tz = ™ IT14;)

i=1 YIis
and, for each prime p € S,

n n+1

[T12a)l =TT 1)l

=1

For any prime p not in S and for j =1,...,n+ 1, we have |A;(y)|, = 1. From
the product formula

AT IO =1
p
for 1 < j <n+4 1, we deduce the estimate

1)+ L T 1Ean) -+ L)l = 1o
peS

which shows that we can apply Subspace Theorem 4.2 with € = 1.

It follows that the solutions (y1, ..., yn) we are considering belong to a finite
union of proper subspaces of Z". We are reduced to consider a finite set of
Diophantine equations of the form

aYi+--+e6Y, =0,
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where ¢y, ...,c, are fixed elements of Z, not all 0. We fix such an equation, we

fix an index j; € {1,...,n} with ¢j, # 0 and we write
—e: w
G Y _ 1.
1<i<n le yjl
i#i1

We use the preliminary remark of this proof (we enlarge S if necessary so that
¢;/cj, becomes an S—unit for ¢ = 1,...,n). We also select one such subsum
which is non degenerate. We deduce from the induction hypothesis that there
is an index jo, (1 < jo2 < m, jo # j1) such that the set of y;,/y;, is finite. We
now write the initial equation in the form

S YWy Vs
1<i<n Y Y Y,
TR

The right hand side is a nonzero constant, since y;, + y;, # 0 (here we use the
assumption on nonvanishing subsums for subsums of two terms only). Again,
we enlarge S if necessary, so that —1 — y;, /y;, becomes an S—unit. The left
hand side is a sum of n — 1 terms which are S—units. This sum is non degener-
ate (no nontrivial subsum vanishes): indeed it follows from the assumption on
nonvanishing subsums (here we need the full assumption, not only for subsums
of two terms) that no sum of the form

Zyi nor Zyi_ynJrl for 0#IC{l,...,n}\{i1, iz}

i€l i€l

can vanish. We obtain the final conclusion by using the induction hypothesis
once more. O

The proof of Corollary 4.7 is noneffective: in general, there is no method
(yet) to derive an upper bound for the size of the solutions. But upper bounds
for the number of solutions are available. To give an upper bound for the number
of subspaces in the conclusion of the Subspace Theorem 4.2 has been an open
problem from 1970 to 1980, when it has been solved by W.M. Schmidt.

The general case of the Subspace Theorem [LN1467, Chap. V, Th. 1D] in-
volves a finite set of places of a number field K, containing the places at infinity.
One replaces x € Z" with x € K™ with all components algebraic integers in K.
One replaces |x|~¢ with H(x)™¢, where

) =[] max lal.,
vEMg

where M is the set of places of K. And the linear forms L, , have coefficients
in K instead of Q.
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5 Effective methods

5.1 Linear combinations of logarithms

Let a1,...,an, b1,..., b, be rational integers with the a;’s all greater than one.
We assume

el £1,
and we ask for a lower bound for the distance between these two numbers.

There is a trivial estimate: a nonzero rational number is at least as large as
the inverse of a denominator:

aft-waly =1 = T a
b; <0

> exp{—z bi|logaz}

i=1
> exp{—nB log A},

where B = max{|b1],...,|b,|} and A = max{a1,...,a,}. This kind of estimate
extends to algebraic a’s. It belongs to the family of Liouville’s inequalities § 2.

The dependence in n and A in Liouville’s inequality is sharp, but the main
interest for applications is with the dependence in B. In order to see what
can be expected, it is convenient to give a connection with measures of linear
independence of logarithms of algebraic numbers. If

1
0< ‘all’ln-aff' —1‘ < -
2
then
1
3 b1 log ay +~~+bnlogan’ < ’aﬁl ~~~a’,’1" — 1‘ < 2|b110ga1 +-'-+bnlogan|

Therefore the problem of obtaining a lower bound for the distance between 1
and the product a?l ---abn is equivalent to obtaining a lower bound for the
nonzero number by logay + --- + by, loga,,.

An easy application of Dirichlet’s box principle now yields:
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Lemma 5.1. Let n, ay,...,a, be rational integers, all of which are at least 2.
Define A = max{ay,...,an}. Then for every integer B > 4log A, there exist
rational integers by, ..., by, with

0 < max |b;| < B
1<i<n

such that om log A
b b nlog
all...anr_l SF
If a1, ..., a, are multiplicatively independent, then the left hand side is not

zero. The upper bound is polynomial in 1/B, while Liouville’s inequality is
exponential in —B. We shall see that, as far as the dependence in B is concerned,
Lemma 5.1 is closer to the truth than Liouville’s lower bound.

It is often (but not always) the case that Dirichlet’s box principle is a good
guide to know what to expect. Another guide it metrical number theory: for al-
most all tuples of real numbers aq, ..., a,, Dirichlet’s box principle is essentially
best possible.

In 1935, one year after he had solved the seventh problem of D. Hilbert,
A. O. Gel'fond used his transcendence method in order to derive a lower bound
for a linear combination of two logarithms of algebraic numbers with algebraic
coefficients. Let us give a simple example of such an estimate: for a1, as mul-
tiplicatively independent positive rational integers, and for € > 0, there exists
a constant C; = Ci(a1, as,€), which can be explicitly computed, such that, for
all (by,by) € Z% with (b1, bs) # (0,0), if we set B = max{|by], |b2], 2}, then

‘alfla? — 1‘ > (] exp{ — (10gB)5+€}.

In 1939, A. O. Gel’fond refined the estimate and replaced the exponent 5 + €
by 3+ ¢, and in 1949 he 2 reached 2 + €. At the same time he gave an estimate
which is valid for any n > 2 :

Theorem 5.2 (Gel'fond’s Ineffective Estimate). Let (aq,...,a,) be a n-tuple
of positive multiplicatively independent rational integers. For every § > 0, there

exists a positive constant Cy = Co(ay, . .., an,d) such that, ifby, ..., b, are ratio-
nal integers, not all of which are zero, and if we set B = max{|b1],...,|bnl|, 2},
then

b b .y
ait - a, —1‘2026 .

For the proof of Theorem 5.2, A. O. Gel’fond used a result of his own, which
was a refinement of earlier results due to A. Thue, C. L. Siegel and F. Dyson
(see § 3). See [GL326, Theorem 1.9].

This proof produces a lower bound for |aZ{1 coeabn — 1| using a lower bound
for |a — (p/q)|. By means of similar arguments, one can go backwards and
deduce nontrivial measures of rational approximation for algebraic numbers

2Explicit estimates were provided in 1968 by A. Schinzel
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using measures of linear independence for logarithms of algebraic numbers (see
[GL326, § 10.4.1]).

The proof of Theorem 5.2 does not enable one to compute the constant Cs,
because one uses the Thue-Siegel-Roth Theorem which is not effective.

5.2 Baker’s transcendence results

In his book, A. O. Gel’fond emphasized the importance of getting a generaliza-
tion of this statement to more than two logarithms. Let logay,...,loga, be
n logarithms of algebraic numbers which are linearly independent over Q. The
question is to prove that they are also linearly independent over the field Q of
algebraic numbers. For n = 2, this is the Theorem of Gel’fond-Schneider. This
problem was solved in 1966 by A. Baker.

Theorem 5.3 (Baker). If logay,...,loga, are Q-linearly independent loga-
rithms of algebraic numbers, then the n + 1 numbers 1,logas,...,loga, are
linearly independent over Q.

From Baker’s Theorem 5.3, one easily deduces that if a number of the form
ePal . afn = exp{By + Bilogay + - + Bnlog oy}

(with 8; € Q, and «; € @X) is algebraic, then 5y = 0, and moreover, either
log a,...,loga,, are all zero, or else the numbers 1, 51, ..., 5, are linearly de-
pendent over Q.

Also Theorem 5.3 shows that any nonzero element in the Q-vector space

{Bilogar+ -+ Bulogan ; >0, B €Q, i €Q "}

spanned by the logarithms of algebraic numbers is transcendental.

At the same time when he proved these transcendence results, Baker pro-
duced effective nontrivial lower bounds for linear combinations of logarithms.
The main parameter is the maximum absolute value of the coefficients, B. The
best possible estimate was achieved by Feldman in 1968.

Ultrametric analogs were developed (work of Mahler, Coates, van der Poorten,
Yu Kunrui). In terms of B, the following best possible estimates have been
achieved.

Theorem 5.4. Let ay,...,a, be positive multiplicatively independent rational
integers and by, ...,b,, rational integers, not all of which are zero; let B =
max{2, |b1],...,|bn|}. Assume

alfl---ab";él

n

(a). There exists a positive effectively computable number C3 = Cs(aq,...,a,)
such that
alil ~~afl" -1} > B~Cs,
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(b). Let p be a prime number. There exists a positive effectively computable
number Cy = Cy(ay,...,an,p) such that

abv gl —1| > BT,
P

Such estimates are valid more generally when the integers aq, . . ., a,, are replaced
by algebraic numbers aq, ..., a,.

5.3 The S—unit equation

Here is a corollary to Theorem 5.4, which is an effective version of Corollary
4.5. Let S be a finite set of prime numbers. We consider the so—called S-unit
equation

rT+y==z
where the unknown x,y, z are S—units. If (z,y,2) is a solution, then for each
p € S, (px,py,pz) is a solution, as well as (p~tx,p~ly,p~tz). Therefore it is
natural to assume that z, y, z are in Z and are relatively prime.

Corollary 5.5. Let S = {p1,...,ps} be a finite set of prime numbers. Then
there exists an effectively computable constant Cs = Cg(p1,...,ps) such that
any solution (z,y,2) in (Z N (STZ)*)? with ged(z,y, 2) = 1 satisfies

max{|z|, [y, 2]} < Cé.

Proof. Let M = max{|z|, |y, |z|}. By symmetry, there is no loss of generality
to assume M = |z|. Each of z, y, z is of the form p’fl -pks with k; € Zso. Let
B be the maximum of these exponents. Clearly,

22 <M < (proops)”
Let p € S be such that |z|, < 1. Since ged(z,y, z) = 1, we have |z|, = |y|, = L.
We use part (b) of Theorem 5.4 with %' - - - alr = —% which is # 1:

> B,
p

T
Zp=|—r—ylp=|———-1
[2lp = | v ’ ”

The inequality |z|, > B~ is also valid if |z|, = 1. Since z is an S—unit, the
product formula yields
2l =[] I2l, " < B,

peES
Hence
28 < B¢
which produces an upper bound for B,
B SC4
< ?
log B ~ log2
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hence an upper bound for M.
O

Similar results hold for the S—unit equation where the unknown are S—units
in an algebraic number field. They play a crucial role in Diophantine Geometry.
5.4 An explicit lower bound

We give only one example of an explicit estimate which can be proved by means
of transcendental number theory. Here is the main result from [LN1819].

Theorem 5.6 (Yu. V. Nesterenko). Let ay,...,a, be positive rational numbers
such that the real values of logarithms logay, ... ,loga, are linearly independent
over Q. Then for any set of integers by,...,b, with B = max|b;| > 0, the
following inequality holds:

b1 log ay +- - -4 by log a,| > exp{—2.9(2¢)2"(n+2)°/?h(a;) - - - h(ay,) log(eB)}.

5.5 Conjectures

The second part of Lang’s book [ECDA] deals with measures of linear indepen-
dence for logarithms of algebraic numbers (not only for the usual exponential
function, but also for elliptic functions). The introduction to Chap. X and XI
of [ECDA, pp.212-217] proposes far reaching conjectures. For instance:

Conjecture 5.7. For any € > 0, there exists a constant Cs(e) > 0 such that,
for any nonzero rational integers ay,...,ay, by,...,b, with a’{l ceabn £1

abl...abn _1 > &
1 n = Bn—l+egn+e’

where A = maxi<i<n |a;| and B = maxi<;<n |b;|.

See also [GL326, § 1.2] for further comments including the abe-Conjecture.
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