ARITHMETIC OF BRUHAT-TITS GROUP SCHEMES OVER A
SEMI-LOCAL DEDEKIND RING

ANIS ZIDANI

ABsTRACT. The aim of this paper is to lay the foundations for the cohomological study
of Bruhat-Tits group schemes over a semi-local Dedekind ring. In particular, we obtain
a simplified proof of the Grothendieck-Serre conjecture in this case and also an analogous
result for Bruhat-Tits group schemes of a semisimple simply connected group.

Keywords: Algebraic groups, Reductive groups, Bruhat-Tits theory, Grothendieck-Serre
conjecture, Torsors, Integral models, Semi-local Dedekind rings, Weak approximation.

MSC: 20G10, 20G15, 14L10, 14L15.

CONTENTS
Introduction 1
Notations and conventions 4
1. Problem splitting and patching techniques 6
2. Approximation techniques 12
3. Main Results 16
References 22
INTRODUCTION

The starting point of this article comes from the question posed by Eva Bayer-Fluckiger
and Uriya A. First in | | concerning objects that generalize Bruhat-Tits group schemes
over semi-local Dedekind rings.

Let us therefore consider R, a connected semi-local Dedekind ring of dimension 1, and
K its field of fractions. By definition, a maximal ideal m of R defines, by localization, a
discrete valuation ring Ry, whose completion is denoted Em. Also denote by I?m the field
of fractions of }Afm.

Let us introduce the following definition:

Definition 0.1. Let G be a reductive algebraic group over K and G a smooth group scheme
over R such that G := Gi. We say that G is a facet stabilizer group scheme (resp.
parahoric group scheme) of G if for every mazimal ideal m of R, the group scheme gﬁm
is the stabilizer of a facet in the Bruhat-Tits building %’(Gf{m), cf. [Zid, Définition 3.9.]
(resp. is parahoric, cf. [Zid, Définition 6.2.]).
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Thanks to | , Proposition A.15.] and | , Proposition A.16.], this definition is
compatible with our definition in the henselian case (i.e. compatible with |[Zid, Définition
3.9.] and [Zid, Définition 6.2.]).

Note also that this definition coincides with the one taken by Heinloth in | |, in the

semisimple case, and in the case where the base is a smooth projective curve over a field.

Moreover, in the case of tori, a facet stabilizer group scheme can correspond to the Néron
model of the torus (knowing that the building of a torus is reduced to a single vertex). Note
also that this is an example where the considered model is not necessarily affine.

The question of Bayer-Fluckiger and First on rationally trivial torsors is thus stated as
follows:

Question 0.2 (| , Question 6.4]). Let G be a group scheme over R such that G := Gk
1s reductive. Is the base change morphism:
H(R,G) — Hy (K, G)
injective when G is:
(1) a facet stabilizer group scheme of G?
(2) a parahoric group scheme of G?

In the article, the authors also assume that the residue fields of R are perfect, but specify
that this is simply a simplifying hypothesis.

In | |, the same authors found a counterexample in the case where the group G is
non-connected and has adjoint neutral component. This counterexample is more precisely
constructed in | , §4.]. This led them to formulate a weaker conjecture in the last
paragraph of | , §5.]: is the case (1) of Question 0.2 satisfied when the considered
facet is a chamber and G is residually quasi-split over each IA(m? (cf. |Zid, Définition 3.4.]).
This was already known to Bruhat and Tits in the complete case with perfect residue field
(cf. | , 3.9. Lemmel). We answer this conjecture positively in this article. This is the

subject of Theorem 3.9.

As mentioned in [Zid], it turns out that a counterexample where G is connected had
already been found for case (1) of Question 0.2 in the case of a complete discrete valuation
ring and a quasi-split adjoint group of type 2As3 split by an unramified extension by Bruhat
and Tits in | , 5.2.13.].

In the article [Zid], we then generalized this counterexample and computed all possible
kernels in the quasi-split and adjoint case over a henselian valued field (cf. [Zid, Théoréme
6.15.]). We also showed that the kernel of the morphism in Question 0.2 in case (2) is trivial
in this setting. We propose in the present article to generalize these results for any adjoint
group G over K and quasi-split over each I?m (cf. Theorems 3.13 and 3.12).

Despite our efforts, case (2) of Question 0.2 is still an open question when R is a henselian
discrete valuation ring. When it is not necessarily henselian, we construct counterexamples
in | , Chapter 3].

Note also that Question 0.2 is a generalization of the Grothendieck-Serre conjecture in
the case of a discrete valuation ring. Indeed, it is the case where the parahoric group scheme
is associated to a hyperspecial vertex (in this case, the group scheme is reductive, cf. [Zid,
Lemme 5.2.]).

The first attempt to prove this case is due to Nisnevich in his thesis | |. The idea is
to use patching techniques to show that the problem reduces to the complete case and to a
decomposition problem.
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In our setting, using the notations of Question 0.2, a decomposition problem would amount
to asking whether the following equality is satisfied:

HG(I?m) = G(K) Hg(ﬁm) = {(gKgm)m | (9K (gm)m) € G(K) X Hg(ﬁm>} .

Nisnevich’s decomposition problem is then the case where G is assumed to be reductive.

Note moreover that obtaining this decomposition also means that the class group (which
is a priori only a pointed set) ¢(G) := ng(ﬁm)\]_[m G(Kw)/G(K) is trivial. This object
was also studied by Nisnevich in his thesis (cf. | , Chapter I|).

Then, in the note | |, Nisnevich brings improvements to his attempt and indicates a
result of Bruhat and Tits not yet published at the time which gives the complete semisimple
case.

This result (and its proof) would later be published in | , 5.2.14. Proposition.|,
although it is not formulated in a cohomological way. We showed in [Zid] that it is indeed
equivalent to the statement of the complete case, and that the reductive case can also be
obtained by adjusting the proof (cf. [Zid, Proposition 5.5.]).

The case of tori was later proved by Colliot-Théléne and Sansuc in | , Theorem.
4.1.] but in a much more general context. It turns out that in our context we can provide
a much simpler proof in the complete case: this is the subject of |Zid, Lemme 5.4.(2)].

Finally, Guo in | | clarifies Nisnevich’s proof while this time opting for another proof
of the complete case by using a reduction to the anisotropic case. He also adds the case
where the ring is moreover semi-local.

We also propose in this article to obtain a simplified and new proof of this result by
obtaining another proof of the decomposition problem, and combining this with the complete
case that we have already treated in [Zid, Proposition 5.5.].

Our main objective is therefore to answer Question 0.2 as exhaustively as possible. The
residue fields of R are then not assumed to be perfect (unless explicitly stated otherwise).

Our strategy essentially follows that of Nisnevich. We use patching techniques to split the
problem into two parts: solve the complete case (which has already been explored in [Zid])
and solve a decomposition problem. However, leaving the reductive case requires using new
methods (or using the known ones more cleverly).

Let us now discuss the decomposition problem. The strategy we adopt in this paper
uses, for every m, the group G(Kpn)' generated by the Ky-points of the root subgroups of
G - It relies on showing that [, G(Km)™ C G(K) ][, G(Rw), which greatly simplifies

the problem, because [],, G(.FA(m)Jr is in practice large enough to conclude in a number of
cases.

When G is K-isotropic, it was already known in the literature that one could approxi-
mate [ [, G(Kyw)*t with elements of G(K)* (cf. | , Lemme 5.6.]). The case where G is
K-anisotropic and where there exists a m € Specm(R) such that G is I?m—isotropic is signif-
icantly more delicate and has not been studied in the literature.

The innovative idea in this article then lies in the use of Prasad’s theorem (cf. Propo-
sition 2.1) to show that [],, G(Kw)™ C G(K) ng(ﬁm), even if G is K-anisotropic: the
decomposition problem is thus simplified in all cases.
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The plan of this article is as follows:

(1) The first part is dedicated to patching techniques. We generalize what has already
been done by Nisnevich and Guo to include the case of more general group schemes
not necessarily affine (in particular those that interest us).

(2) The second part is dedicated to approximation techniques. We develop results that
considerably simplify the study of the decomposition problem.

(3) The third part is dedicated to establishing crucial lemmas and the main theorems
of the article.

We can already announce that in the case where the residue fields are perfect, and the
group G is semisimple simply connected, Question 0.2 admits a positive answer:

Theorem 0.3. Suppose the residue fields of R are perfect. Let G be a semisimple simply
connected group. Then the facet stabilizer group schemes and the parahoric group schemes
for G coincide and when G is one of them, the base change morphism:

Hg (R, G) — H (K, G)
18 1njective.
Note also that, although we have essentially uniform proofs, what limits our results in
this article (and more generally in this subject), is the fact that Bruhat-Tits theory has been

poorly examined in the case of a group over a complete discretely valued field that is not
quasi-split by an unramified extension.
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NOTATIONS AND CONVENTIONS
For any field k, the notation k° denotes a separable closure of k.

Recall that any scheme X locally of finite presentation and separated over an integral
scheme S with function field & is such that X (S) — X (k) is injective. This inclusion is
implicit throughout the document (cf. | , Corollary 9.9.]).

We use the definition of reductive group by Chevalley and Borel (cf. | |). In partic-
ular, they are affine, smooth and connected.

The first non-abelian set of étale and fppf cohomology considered in this article is defined
by Milne in | , II1.§4.] by the Cech procedure. Equivalently, they are given by the
isomorphism classes of sheaf torsors, and are therefore a priori not necessarily representable
by schemes (cf. | , IT1. Proposition 4.6.]).

In what follows, we consider R a connected semi-local Dedekind ring of dimension 1 and
K its field of fractions. Everything that follows in this article trivially generalizes to the
non-connected case and to the case where a component is of dimension 0.
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The set Specm(R) denotes the maximal spectrum of R, i.e., the set of its maximal ideals.
Note that in the case of R, these are also the non-zero prime ideals.

For every m € Specm(R), note that Ry is a discrete valuation ring and thus endows K

with a discrete valuation. His residue field is denoted by k. We denote by I?m and ﬁm the
respective completions of K and Ry. Also denote by Rl the henselization of Ry and K[!
its field of fractions (cf. | , Tag 0BSK]).

Given m € Specm(R), we consider a field valued by m, denoted Ku, lying between K and
K The field K is thus dense in K for the m- adlc topology. This field is also assumed
to be henselian. We thus have: K C K C K C K Its ring of integers is denoted R
His residue field is xy, as well. _

It sometimes happens in the article that the hypotheses on the Ky, are relaxed. This is
then explicitly mentioned.

Also denote:

e by K= Hmespecm(R) I?m, the product of the chosen valued fields,
by R := Hmespecm(R) Ry, the product of their ring of integers,
by k := HmESpecm(R) Km, the product of the residue fields,
by Ifunr = HmeSpecm(R
by R"™ := Hmespecm( )Runr the product of the strict henselizations,
by k® = HmESpecm( R K =, the product of the separable closures,

and finally by I := Hmespecm(R) I := [Tnespeem(r) Gal(Kg /K™, the product of
inertia subgroups.

)K unr s the product of the maximal unramified extensions,

Note that R C R and K C K via the diagonal inclusion. This inclusion is implicit
throughout the document.

In the case where we have Ry = ﬁm for every m € Specm(R), note that R:= R is also
the completion of R by its Jacobson radical (cf. | , Theorem 8.15.]). In this case, we
will also use the notation K := K.

—

Take m € Specm(R). Observe that K™ C I?ﬁm C K so that K™ is dense in
IA(,%m". This implies that any element of Gal(K™ /K,) uniquely lifts to an element of
Gal(K™r /Ky). In fact, the induced map Gal(K' /Ky ) — Gal(K /Ky,) is bijective, and
both are naturally isomorphic to Gal(ky,/fm)-

Note that the maximal unramified extension of a complete field is not always complete.
For example, the maximal unramified extension of x((¢)) is not x*((¢)) if °/k is infinite.

Given a reductive group G over K (which is equivalent to giving reductive groups
over the fields Kn), we denote #(G) = [lnespeemr) Z(Gf, ), the product of the
Bruhat-Tits buildings of the Gz (they exist by |[Zid, Proposition 1.1.]). The group

G(K) = Ilmespeem(r) G(Km) acts naturally on B(G) = [lnespeem(r) Z(Gg, ) A facet
(resp. chamber, resp. apartment) in #(G) is the product of facets (resp. chambers, resp.
apartments) in each of the factors.

Similarly, by considering each factor separately, we generalize the notion of parahoric
subgroups, stabilizer subgroups, Bruhat-Tits group schemes, etc.

Also note that "™ =[] TUnr aets naturally on G(K™) := [Tnespeem(r) G(K 1),

meSpecm(R)


https://stacks.math.columbia.edu/tag/0BSK
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1. PROBLEM SPLITTING AND PATCHING TECHNIQUES

The objective of this part is to use patching techniques to separate the problem that
interests us into two intermediate questions.

More precisely, we take up the idea developed by Nisnevich (| ], [ ]) and Guo
(l |). In other words, try to reduce to the case where R is local and complete (or any
other more elementary situation) and understand the injectivity in that case. This therefore
uses patching techniques.

Moreover, we have chosen in this section to work with algebraic spaces instead of affine
schemes. Indeed, since patching techniques are not available for arbitrary schemes, working
with algebraic spaces allows us to circumvent this difficulty and still obtain useful results
for our problem. In a first approach, the reader can therefore consider only affine schemes.

In this part, the valued fields IN(m are only assumed to contain K and to have the same
residue fields as K under the m-adic valuations (i.e., the ky). They are therefore neither
necessarily henselian, nor necessarily contained in K.

Let G be a group scheme over R, separated and locally of finite presentation. Also denote

G :=0gk.

Question 1.1. Consider the following commutative diagram:

H!(R,G) — HYR,9) —— [ H!(Bw0)
‘/ meSpecm(R)

HNK.G) — H(K.G) =[] H!(KuwG)
meSpecm(R)

with x € {fppf, ét}. What is the obstruction for this diagram to be cartesian?
Let us recall some patching techniques:

Recall 1.2 (Patching techniques). The following functor is an equivalence of categories:

. ! At v/ /
Category of separated Category of triples (X', X', 7 : Xe— %f{)
R-algebraic spaces locally % — where X’ (resp. X') is a separated algebraic space
of finite presentation loc. of fin. pres. over K (resp. }Aé) and 7 an isomorphism

X (aeK,aeﬁ, (XK)g S (aeé)f() :

Proof. This is a consequence of | , Corollaire 5.6.(1)], since Spec(R) — Spec(R) is flat
by | , Corollary 1.2.14.] and induces an isomorphism at the level of closed points, since
R and R have the same residue fields. O

By functoriality, one checks that such a functor restricts and corestricts to group algebraic
spaces. By | , 4.B. Théoréme|, the considered group algebraic spaces are representable
by schemes. We thus obtain:
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Proposition 1.3. The following functor is an equivalence of categories:

Category Of Separated Category Of triples (G,, @l, T ! G;’% — @lg,)
R-group schemes locally % — where G’ (resp. @) is a separated group scheme
of finite presentation loc. of fin. pres. over K (resp. ]A%) and 7 an isomorphism

G (@K,%, (Gr)p (@E);{) .

What can we say now about torsors? We need a few lemmas which are moreover valid
over an arbitrary base S (which is a scheme); G is thus assumed to be a group scheme over
S not necessarily separated, nor necessarily locally of finite presentation.

Definition 1.4. We say that X, an fppf sheaf on S, is a pseudo G-torsor over S if X
is endowed with a free and transitive action of G. In other words, an action such that
GxsX—XxsX, (9,2) — (g.z,x) is an isomorphism.

We denote by Hp.. 1,(S:G) (resp. HY; pp(S,G)) the set of isomorphism classes of pseudo
G-torsors over S representable by algebraic spaces (resp. of pseudo G-torsors over S repre-
sentable by separated algebraic spaces locally of finite presentation).

Furthermore, we define a G-torsor over S for the fppf (resp. étale) topology as being
a sheaf endowed with an action of G, locally isomorphic to G endowed with its action by
translation (on the left or right depending on the convention we take).

We denote by [X] the isomorphism class of X. Note that there is no ambiguity (neither
here nor in the sequel) about the ambient category in our situation.

Remark 1.5. A pseudo G-torsor over S is isomorphic to the trivial pseudo torsor (G endowed
with its action by translation) if and only if it admits a section over S (cf. | , Tag

03A1]).

Lemma 1.6. Every torsor for the fppf/étale topology is representable by an
algebraic space which s a pseudo-torsor. We thus have the natural inclusions
HA(S,G) C Hflppf(S, G) C Hp..40(5:G). More precisely:

(1) If G is flat and locally of finite presentation (resp. and also separated), the pointed
set Hflppf(S,g) 1s equal to the pointed set of isomorphism classes of algebraic spaces
pseudo G-torsors over S faithfully flat and locally of finite presentation (resp. and
also separated).

(2) If G is smooth (resp. and also separated), the pointed set H (S, G) is equal to the
pointed set of isomorphism classes of algebraic spaces pseudo G-torsors over S smooth
and surjective (resp. and also separated).

Proof. Note that torsors for the fppf/étale topology are representable by algebraic spaces
because fppf/étale descent is always effective for them (cf. | , Tag 0ADV]).

Showing that G x g X — X x gX is an isomorphism can be done after fppf/étale localization.
Since fppf/étale torsors are trivial fppf/étale locally, we obtain the result.

Since being flat, locally of finite presentation, smooth or separated is local for the fppf or
étale topology, if G is so, then the fppf or étale torsors are so. Note also that G is always
surjective over S since the morphism G — S admits a section.

Conversely, let X be a pseudo G-torsor over S. Note that X xgX — X is a trivial G¢-torsor
since it possesses a section.

Now consider an étale surjective morphism U — X where U is representable by a scheme.
We deduce that (X xgX) xx U =X xgU — U is also a trivial Gy-torsor over U.


https://stacks.math.columbia.edu/tag/03AI
https://stacks.math.columbia.edu/tag/03AI
https://stacks.math.columbia.edu/tag/0ADV
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Therefore U — S is a trivializing cover for X. If X is faithfully flat and locally of finite
presentation, then U is also by composition. Therefore X is trivialized by an fppf cover.
Similarly, if X is smooth and surjective, then U is also and therefore X is trivialized by a
smooth cover. Since every smooth cover can be refined to an étale cover (cf. | , Tag
055V]), we have the result. O

We thus deduce the following result:
Corollary 1.7. If G is smooth, then HZ(S,G) = Hflppf(S, Gg).

Proof. An fppf torsor X is fppf locally isomorphic to G. By fppf descent, X is also smooth
and surjective. By the previous lemma, [X] € HL (S, G). O

Let us now return to the case where S = Spec(R) and G is separated and locally of finite
presentation. We can finally state the patching techniques for torsors:

Proposition 1.8. The following functor is an equivalence of categories:
Category of R-alg. spa. Category of triples (X', X', 7: X}? — %’f()
pseudo G-torsors, sep. » — { where X’ (resp. X') is an alg. spa. pseudo torsor over G (resp. G%)

and loc. of fin. pres. sep. loc. of fin. pres. over K (resp. E) and 7 an isomorphism

X (xK,aeﬁ, (Xx)p > (xﬁ)f() .

If moreover G is flat (resp. smooth), then the previous equivalence of categories also
induces one at the level of fppf torsors (resp. étale torsors).

Proof. The first result is obvious by definition of pseudo torsors and by functoriality of
patching techniques (Recall 1.2): we can restrict and corestrict without difficulty.

For the second result, when G is flat (resp. smooth) we can also restrict and corestrict to
pseudo torsors that are moreover faithfully flat (resp. smooth and surjective). Indeed, since
Spec(lgb) — Spec(R) is faithfully flat and quasi-compact, if a pseudo torsor is such that Xz
is faithfully flat (resp. smooth and surjective), then X is also by fpqc descent.

We therefore have the result by Lemma 1.6. O

Let us therefore use patching techniques to reformulate our problem. We then give a
variant of | , Théoréme 2.1.|, or again of | , Proposition 10.]:

Theorem 1.9. Take x € {SLFP, fppf, ét} (assuming moreover that G is flat (resp. smooth)
if x = fppf (resp. ét)). Denote by 7, : G = Gy the isomorphism of torsors obtained

by translating (to the left) by an element g € G(f() The map g — (G,Gg,74) induces by
patching the following pointed set bijection:

G(R\G(K)/G(K) = Ker (Hj(R, G) — HL(K,G) %y .y HA(R. g)) .

Consequently, we have the natural exact sequence:

1 —— G(R\G(K)/G(K) — HY(R,G) — HY(K,G) x HY(R,G) — 1.

HN{K,G)
Proof. We have a natural morphism H!(R,G) — HL(K,G) X i(R.G) HX(R,G) given by
[X] — ([Xg], [Xz]). This morphism is in fact surjective. Indeed, take ([X], [X']) in the fiber

product. By definition, X and ¥’ have the same class in H!(K,G). This means that there
exists an isomorphism of torsors 7 : X — f{’f( We can therefore use patching techniques


https://stacks.math.columbia.edu/tag/055V
https://stacks.math.columbia.edu/tag/055V
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(Proposition 1.8) to obtain an R-torsor X over G that patches X and X’ and thus such that
[X] maps to ([X],[X']) as desired. Hence the surjectivity.

What can we say about the kernel of this morphism? We are looking for R-torsors over
G that are trivial over R and K up to isomorphism. By patching techniques, this amounts
to understanding triples of the form (G,Gg,7: G = (G )iz = G) up to isomorphism.
The isomorphism 7 is moreover determined by the image of the neutral element which is an
element of G(K). Conversely, every element g € G(K) determines an isomorphism 74 by
translating by this element. The triples we are looking for are therefore exactly determined
by an element of G(K).

Let us now understand isomorphic triples. A triple (G, QE,T/Q\) is isomorphic to a triple

(G,Gg, 77) if and only if there exists g € G(K) and p € G (R) such that the following square
commutes:

Gr — Gpx

| |

Gk = Upk

In other words, 75 = 7, 0 750 7'9_1
Evaluating at the neutral element, we then have ¢’ = pgg~!, assuming that we are manip-

ulating left torsors. The isomorphism classes are therefore given by G(R)\G(K)/G(K). O

Remark 1. 10 Note that G(R)\G(K)/G(K) is in bijection as pointed sets with G(K)\G(K)/G(R)
via g — ¢g~. We actually obtain one or the other set by the previous calculations depending
on whether we wish to work with left or right torsors. This choice has no importance.

Remark L11. It is interesting to note that when G is affine, G is smooth, and
K = K, the double quotient G(R)\G(K )/G( ) is isomorphic to H (R,G) by
[ , 2.8. Theorem|. If g is moreover flat, then by | , 1.3. Proposition|, we have

G(RM\G(K")/G(K) = G(R)\G(K)/G(K).
Note that saying that the diagram of Question 1.1 is cartesian is equivalent to saying that
we have a pointed set bijection H'(R,G) = HY(R,G) x Hl(f( ) H'(K,G). In particular,

Ker (Hl(R G) — HY(R,G) x H(R.G) HY(K, G)) hence G(R)\G(K)/G(K), must be trivial.

However, recall that we are manipulating pointed sets and not groups a priori. Conse-
quently, the kernel is not sufficient to understand the fibers of the morphism.

Nevertheless, the so-called twisting techniques allow us to understand its fibers. Assume
from now on that G is flat. It can then be identified with the fppf sheaf it represents.
Moreover, in what follows, we take x € {fppf,ét} (assuming that G is moreover smooth if
* = ét). Let us recall some facts:

Take a torsor X with thus [X] € H}(R,G), and consider the twisted group of G by X by

inner automorphisms, denoted G* (cf. | , 2.1.]). It is an fppf (or étale) form over R
of G such that its class in H}(R, Aut(G))) is given by the image of [X] by the natural map
HY(R,G) — HY(R, Aut(G))) (cf. | , Chapitre ITI, Corollaire 2.5.4.]). Consequently, two

isomorphic torsors induce isomorphic twists.
It is also such that there exists a canonical bijection @y from H!(R,G%) to
HL(R,G) that sends the class of the trivial torsor to [X] (cf. | , Chapitre III, 2.6.]).
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Note moreover that twisting G* by a torsor 9 with thus [9)] € H!(R,G*) gives, up to
isomorphism, the same group as if we twisted G by a torsor in the class ¢x([9)]) € H(R,G).

Finally, observe that thanks to | , 4.A. Théoréme|, an fppf/étale twist of a group
scheme over R, flat, separated and locally of finite presentation (which, by descent, is an
R-algebraic space in groups flat, separated and locally of finite presentation) is in fact
representable by an R-group scheme. In the sequel, we can then reuse for the twists of G
what we have already done.

From this, we deduce the following lemmas:
Lemma 1.12. Let be [X] € H}(R,G). We have:
Ker (H!(R.G%) > HA(K,G%)) = g~ (g(1X])),
where g denotes H(R,G) — H(K,G).
Proof. We have the following commutative diagram with vertical arrows bijective:

1 —— Ker (H}(R,G%) —» H{(K,G%)) —— HYR,G*) —— H}(K,G¥) —— 1

l lmm im[%K]

1 g (g([X))) HY(R,G) —L— HNK,G) — 1.

The first line is exact. The second line is also exact by choosing [X] and [Xk] as neutral
elements. Hence the result. g

Lemma 1.13. Let be [X] € HL(R,G). We have:

(G RNGE)E)/(GN)(K) = fH(F(1X])),

where f denotes HY(R,G) — HL(R,G) x H1(R.G) HI(K,G).

Proof. We have the following commutative diagram with vertical arrows bijective:

( )( ) g%)(K )( ) I Hi(Rvgx) — Hi(fi’ g%) XH}(;}QX) Hi(Kvgx) — 1

l Jle[%] J{(IJ)H([%,;@],[XK])

L fUAR]) —— HYR.G) —T s HAR.G) %y . ) HL(K, ) — L.

The first line is exact. The second line is also exact by choosing [X] and ([Xg], [Xk]) as

neutral elements. Hence the result. O

This allows us in particular to have results on the kernels of the arrows in the diagram of
Question 1.1:

Proposition 1.14. Denote by € the set of G¥ for [X] running over the set
Ker (H}(R,G) — H}(K,G)) (choosing only one representative for each isomorphism class).
We have:

Vg e ¢, the kernels of H!(R,G) — H(K,Q)
G(R\G'(K)/G(K) = and H;(R,G) — H}(K,G)
is trivial. are in natural bijection.

Proof. Let be [X'] € Ker (Hi(ﬁ, G)— Hi([?,g)) By the previous theorem, the pair
(1,[X]) in HY(K,G) X y1(R.G) H(R,G) comes from a class [X] € H}(R,G). By definition,
its image in H!(K,G) is trivial. Hence the surjectivity.
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Let be an element [X] € Ker (H}(R,G) — H}(K,G)). By Lemma 1.13, we have the
isomorphism (GX)(R)\(G¥)(K)/(GX)(K) = f~1(f([X])). Consequently, the double quotient
is trivial if and only if f=1(f([X])) is trivial; that is, if and only if [X] is the unique element
of HY(R,G) that maps to ([X zl, 1) by f, or again, if and only if it is the unique element
of Ker (H}(R,G) — H}(K,G)) having value [Xz] in HL(R,G). This proves the equivalence.

]

We finally deduce:

Theorem 1.15. Denote by € the set of G* for [X] running over the set HX(R,G) (choosing
only one representative for each isomorphism class). We have:

Vo' e ¢ VG’ € €, the kernels of the fibers of
~ = HYR,G") — HNK,G") HX(R,G) - H{K,G)
/ / / * )’ I * ) I * ) I * ’ -
TG T ) Hl(RG) - HAR.0) T and BU(R.G) > HNE.G) 7
' are in natural bijection. are in natural bijection.

Proof. The first equivalence is an immediate consequence of Proposition 1.14. The second
equivalence comes from Lemma 1.12. Finally, the last equivalence is a classical result on
cartesian diagrams. O

In summary, to answer positively Question 0.2 for a certain class of Bruhat-Tits groups,
thanks to Theorem 1.15, the strategy is to establish the following three facts:

(1) The class of Bruhat-Tits groups we study is stable under inner twisting
(these groups are always smooth and separated);

(2) The double quotient is trivial for every element of this class;

(3) The triviality of the kernel is realized over R for every element of this class.

Of course, one can envisage an analogous strategy if one is only interested in the triviality
of the kernel thanks to Proposition 1.14.

Remark 1.16. As announced at the beginning of the section, the reader can avoid the notion
of algebraic space by limiting themselves to affine schemes (for example if the studied group
is semisimple). The proofs can then be simplified. Indeed, we use on one hand that every
fpqc descent is effective for affine schemes, and on the other hand patching techniques at

the level of affine schemes (cf. | , Theoréme 1.1]).
Remark 1.17. The viewpoint of ind-quasi-affine schemes (| , Tag 0AP5]) does not cover
all the cases that interest us either, although they also satisfy fpqc descent (| , Tag

0APK]) and patching techniques (cf. below). Indeed, the Néron model G, of the torus G,
(simple example of a non-affine Bruhat-Tits group scheme) is not ind-quasi-affine as we will
establish below (proof communicated by Gabber).

Take R local with uniformizer 7 for simplicity. It suffices to see that the union, which we
denote U, of Gy g, Wme,R and Gy, g in G, for a choice a, b, c of all distinct integers, is
not quasi-affine. Indeed, U is quasi-compact, so the ind-quasi-affine character should imply
that U is quasi-affine by definition. This would mean that U — Spec(Oy(R)) is an open
immersion (cf. (4) of | , Tag 01SM]) and thus that 7°G,, g — U — Spec(Op(R)) is
also.

For example, in the case where (a,b,c) = (0,1,2), the ring of global functions of U is
R[X, 72X 1. Indeed, the function field of G,, is exactly K (X, X~1). The functions defined
on Gy, g are then R[X,X~!. To be also defined on 7Gp,,r and WQGmyR, it is necessary
to preserve mR* and m?R*. We then realize that the functions in question are exactly
R[X, 72X ~1.

the diagram of
Question 1.1
is cartesian.


https://stacks.math.columbia.edu/tag/0AP5
https://stacks.math.columbia.edu/tag/0APK
https://stacks.math.columbia.edu/tag/0APK
https://stacks.math.columbia.edu/tag/01SM
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As for 7Gyy, g, we realize that it is R[7~*X, 7X ~!]. The morphism 7G,, r — Spec(Op(R))
is then given at the algebra level by the inclusion R[X,7?/X] C Rl 'X,7X1].

A bit more formally, this gives the following morphism:

RIY1,Ya]/(Y1Ys — 7%) 5 R[Zy, Zo) /(2125 — 1)
Y1,Yo = w2y, 725
At the level of special fibers, we then have:
kY1, Ya)/(V1Ya) 5 K[ 21, Zo) /(2122 — 1)
Y1,Y2 = 0,0

In other words, we have the factorization: (7G,, ). — Spec(r) — Spec(Op(R))x.

The morphism 7G,, r — Spec(Oy (R)) cannot therefore be an open immersion, since this
is not the case over k.

Proposition 1.18 (Patching  techniques on  ind-quasi-affine  schemes).
Denote by INDQAFF the fibered category of ind-quasi-affine algebraic spaces and take up the
context of [ , 0.9] and the flatness hypothesis in [ , 1.0]. The functor ®xpqarr/s
is an equivalence of categories.

Proof. This is an immediate consequence of | , Corollaire 5.4.4.] since ind-quasi-affine
schemes are separated, satisfy fpqc descent (| , Tag OAPK]) and this is a local property
on the base for the fpqc topology (| , Tag 0APS]). O

2. APPROXIMATION TECHNIQUES

In this section, K denotes an infinite field (not necessarily the field of fractions of a
semi-local Dedekind ring). Let G be a reductive algebraic group over K.

We consider ¥ a non-empty set (possibly infinite) of non-trivial discrete valuations of
K, pairwise non-equivalent. Set Ky := [[,cx Ky, where the K, are henselian fields for
the valuation v containing K. We also assume that K is dense in each K,. Then set
G(Kyx) := [ ey G(Ky). For every v € X, we also view G(K,) in G(Kx) by identifying it
with G(Ky) X [ e o {1}-

Note also that the G(K,) are endowed with the adic topology (cf. | , 3.1]).

Recall that the notation G(K )™ denotes the subgroup of G(K) generated by the K-points
of the root groups of G (reduced to {1} if there are none), or also by the K-points of the
split unipotent subgroups of G, and that RG(K') denotes the set of elements R-equivalent
to the neutral element in G(K) (cf. | , §3]). Then set G(Kx)" :=[[,ex G(K,)T and
RG(Kx) =[] ex RG(Ky).

The objective of this part is to show that G(Kx)* C G(K). The underlying motivation
being that G(Kx)T is an object both very manageable and sufficiently large in G(Ky) to help
us show the triviality of the double quotient from the previous part. We even have better.

Denote by RG(K) the closure of RG(K) in G(Ky). We will show that G(Kx)" C RG(K).

For every v € 3, consider therefore the K,-almost simple subgroups G, ; of D(G)g,, for
i in a finite set I,, (cf. | , Theorem 21.51.]).

The following proposition of Prasad will play a crucial role:

Proposition 2.1 (] , Proposition 2.2.14]). Let L be a discretely valued henselian field
and H an L-almost simple L-group. Every non-bounded open subgroup of H(L) contains the
subgroup H(L)".


https://stacks.math.columbia.edu/tag/0APK
https://stacks.math.columbia.edu/tag/0AP8
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We will therefore show that we are indeed in the validity framework of this proposition.
For this, we need to show a few lemmas.

Let’s start with the following well-known lemma whose proof we recall.

Lemma 2.2. Let H be a reductive group over an infinite field L and T a maximal torus of
H. There ezist hy,..,h, € H(L) such that Lie(H) = Y 1 hiLie(T).

Proof. In the following, we use boldface to denote the underlying vector scheme of a vector
space. Consider the map:

H x Lie(T) 5 Lie(H)
(h,t) — ad(h)(2)

It is dominant by the implication (i) == (iv) of | , Exp. XIII, Théoréme 5.1.]
since the Cartan subgroups in a reductive group are exactly the maximal tori.

Consequently, the H-envelope of Lie(T'), - that is the smallest vector subscheme of Lie(H)
containing Lie(T) on which H acts -, is exactly Lie(H).

Set E =} hen(n) "Lie(T). This is the H(L)-envelope of Lie(T). Let us then show that
E is H-stable. By definition, E is H(L)-stable. Since H-stability is a closed condition and
H(L) is dense in H (because H is unirational), we have the H-stability of E as desired.

Consequently, E = Lie(H), and so E = Lie(H). Since Lie(H) is finite-dimensional, the
sum defining Ejy contains a finite number of terms. This proves the result. O

Let us now show that G, ;(K,) N RG(K) is open for all the G, ;.

Lemma 2.3. Let be v € ¥. The subgroup RG(K) N G(K,) is open in G(K,)

(and thus RG(K) is open in G(Kyx) when ¥ is finite).
In particular, for every i € I,,, G, i(K,) N RG(K) is an open subgroup of Gy ;(Ky).

Proof. We use Raghunathan’s trick (which comes from | , 1.2]). Consider a K-split
maximal torus T of G. By Lemma 2.2, there exist g1, ..g, such that Lie(G) = "7, 9Lie(T).

Take an exact sequence of tori 1 — S — E = T — 1 where E is quasi-trivial (e.g., a flasque

resolution of T, cf. | , Proposition 1.3.(1.3.3)]).
We can therefore consider the morphism (only of schemes!):
fE"—G
() — Nr(xy) - - I ()

We then have the following commutative diagram:

Lie(E") 29 Lie(a)

Lie(T™)

where we know on one hand that Lie(E) — Lie(T) is surjective because 7 is smooth since S' is
smooth; and on the other hand Lie(T") — Lie(G) is surjective because
Lie(G) = @), %Lie(T). We deduce then that Lie(f) is surjective. This shows that f
is smooth in a neighborhood of the neutral element.

According to | , 3.1.2 Lemme]|, for every v € X, there exists an open set

Q, C G(K,) such that f~1(Q,) — Q, admits a section. So Q, C f(E(K,)").
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Since E is quasi-trivial, it is K-rational (cf. | , Proposition 12.64.]). Consequently,
by | , Proposition 2.1.], E(K) is dense in [ ], .5, F(kK,). We deduce that f(E(K)") is
also dense in [[, o5 f(E(K,)"). So since f(E(K)") C RG(K), the group RG(K) contains
[Les f(E(K,)") and in particular [], 5, Q0.

Since RG(K) N G(K,) contains the non-empty open set 2, it is an open subgroup of
G(Ky). O

We next propose to show that G, ;(K,) N RG(K) is non-bounded for a potential G, ;
isotropic over K,. For this, we will use a lemma on tori:

Lemma 2.4. Let T be a K-torus. We have RT(Ky) C RT(K).

Proof. Take a flasque resolution 1 — S — E — T — 1 of T. We know that E(K) is
dense in F(Ky) by quasi-triviality. Since the image of F(K) in T(K) (resp. of E(Kyx) in
T(Kyx)) is RT(K) (resp. RT(Ky)), we have RT(Kyx) C RT(K) (because E(Kyx) — T(Kx)
is continuous for the adic topology by | , 3.1.(1i1)]). O

Corollary 2.5. G, ; is K,-isotropic if and only if RG(K) N G, ;(K,) is non-bounded.

Proof. The reverse implication is obvious by | , Theorem 2.2.9|. Let’s look at the direct
implication.

Take T; C G; an isotropic torus of G, ;. It is included in a maximal torus T" of D(G), .
Since D(G) is defined over K, by weak approximation for tori (cf. e.g., the proof of
| , Lemma 2.]), there exists g € D(G)(K,) such that T' := gTg~ ! is defined over K.
Set T/ := gT;g~!. Since Gy; is normal in D(GQ)k,, T} is a torus of G,; which is more-
over isotropic since T; is. Take a Gy, included in T]. Since Gy, is split, it is R-trivial.
Consequently, we have the chain of inclusions by Lemma 2.4:

K = Gn(K,) C RT/(K,) C RT/(Ks) C RT'(Kx) C RT'(K).

v

Since T'(Ky) is closed in G(K7y), the notation RT'(K) denotes the same object, whether
we place ourselves in T(Ky) or in G(Ky). Since we obviously have RT'(K) C RG(K), we

have RT'(K) C RG(K). But then, K belongs to RG(K) N G, ;(K,), we deduce that the
latter is non-bounded as desired! O

We have therefore finally proven the lemmas necessary for our theorem:

Theorem 2.6. Let G be a K-reductive group. We have:
G(Ks)™ = D(G)(Ks)* C RD(G)(K) C RG(K) C G(K) C G(Kx).

Proof. Take v € ¥. We have that G, ;(K,) N RG(K) is an open subgroup (by Lemma 2.3)
non-bounded (by Corollary 2.5) of G, ;(K,) for every isotropic G, ;. This then implies that
Gyi(Ky)"T C RG(K) by Proposition 2.1.

Observe mnext that, by | ,  Theorem 21.51.], the mnatural morphism
[Licr, Gvi = D(G)k, is an isogeny. By | , Corollaire 6.3.], it sends [[;c;, Gui(Ky)*
surjectively onto D(G)(K,)". In other words, the G, ;(K,)" generate D(G)(K,)". More-
over, note that D(G)(Kx)" and G(Kx)" are the same groups in G(Ky) thanks to | ,
Corollaire 6.3.] applied to D(G) — G.

We conclude therefore from the two previous paragraphs that G(Kx)™ € RG(K). Ap-
plying what we just did for G = D(G), we find D(G)(Kx)t € RD(G)(K). Tt then suffices
to use that RD(G)(K) € RG(K) C G(K) and that the inclusions pass to the closure to
deduce the theorem. g
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Remark 2.7. Obviously, RG(K) and thus RG(K) is included in [], .5 RG(K,) (an ar-
bitrary product of closed sets is closed). Consequently, if G is semisimple simply con-
nected, the previous theorem says that, if for every v € ¥, Gk, is strictly isotropic, then

[I,es; RG(K,) = G(Kx)t = RG(K) (by | , Théoréme 7.2.]). In the case where we have

an anisotropic Gy ;, we do not know if RG, ;(K,) C RG(K); this would imply the equality

[[,cx RG(K,) = RG(K) in full generality (since in this case, Gk, = [[;c;, Gv.i» cf. | ,
Theorem 24.3.]).

There is however a case where we can conclude that the equality is indeed achieved:

For a group of type '4,, i.e., of the form G := SL;(D), where D is a finite-dimensional
division algebra over K, we have RG(K,) C RG(K). Indeed, RG(K) = [D*,D*] by
| |. Similarly, setting D, := D ®k K,, RG(K,) = [D),DJ)]. Consequently, the fact

that [D), D)X] C [D*, D*] (since D* satisfies weak approximation) gives the result.

We also have the following complementary proposition:

Proposition 2.8. Let T be a K-torus of G. We have RT(Kx) C RG(K). In particular, if
T is R-trivial (e.g., if T is split), then we have T(Ky) C RG(K).

Moreover, for T a Kx-torus included in Gk, (i.e., the data of tori in each G, ), there
ezists g € G(Kx) such that we have gRT(Kx)g~! C RG(K). In particular, if T is R-trivial,

then we have gT(Kx)g~! C RG(K).

Proof. Let T be a K-torus of G. We already know by Lemma 2.4 that RT(Kx) C T(K).
Since T'(Ky,) is closed in G(Ky), the notation RT'(K') denotes the same object, whether we
place ourselves in T'(Ky) or in G(Ky). Since we obviously have RT(K) C RG(K), we have
RT(K) C RG(K). Hence RT(Ky) C RG(K).

Now take T' a Kx-torus of Gg,,. We write T = HvEZ T, such that for every v € ¥, T,
is a K,-torus. Take v € ¥. By weak approximation for tori (cf. e.g., the proof of | ,
Lemma 2.]), there exists g, € G(K,) such that T}, := g,T,g, ! is defined over K.

Observe then, by the beginning of the proof, the following inclusions:

g RT,(Ky)g, ' = RT,(K,) C RT,(Ks) € RG(K).

Hence gRT(Kyx)g~' C RG(K) by setting g = (gy)ves- O

Remark 2.9. It is unknown in general whether RG(K) (or G(K)) is a normal subgroup of
G(Ky).

Let’s end this part with the following general lemma.

Lemma 2.10. Let H be a topological group, E a subset of H and U an open subgroup of
H.

(1) The set EU := {eu | (e,u) € E x U} is open and closed in H.
(2) We have EU = EU, where E is the closure of E in H.

Proof. By | , Chapitre III, §2, 5., Proposition 14.], H/U seen as a homogeneous topo-
logical space is discrete. Denote p : H — H/U the projection. In particular, p(F) is open
and closed in H/U. Consequently, EU = p~!(p(E)) is open and closed in H by continuity
of p.

The second point follows from the previous one. Indeed, we then have:
EU C EU C EU = EU. O

As seen in part 3, this lemma allows us to bridge the gap between G(K) and the double
quotient obtained by the patching methods.
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3. MAIN RESULTS

Let us now return to our general context, that is, R a semi-local Dedekind ring, K
its field of fractions, R and K, etc. Moreover, all the definitions from [Zid] generalize to
K= HmESpecm( R) Kn by considering each factor Separately

Recall in partlcular that a subgroup H of G(K ) is said to be global if it is open and

contains G(K)*. Such a group is also said to be conformal if its action on Z(G ) preserves
the types (cf. |Zid, Définition 2.1.]).

Let’s start by gathering information related to the double quotient.

Lemma 3.1. Let G be a group scheme locally of finite presentation and separated over R.
Assume that G = G is reductive. Take H a global subgroup of G(K), an apartment A of

B(G) and C, a chamber in A. Assume that Hi4cy C G(R).

(1) We have H C G(K)* G(R).

(2) If moreover G is defined over R, and thus G over K, for g € G(K K),
we also have G(K)gG(R) = G(R) g G(R), gG(R)*G(R) C G(K)g G(R), and
gH C G(K)gG(R).

Proof.

(1) Note that G(K)* G(R) is a subgroup of G(~) since G(K )+ is normal in G(K) (cf.
[ , 6.1.]). We therefore have H = G(K)* H 40y C G(K)* G(R R) by |Zid, Lemme
2.8.].

(2) By Lemma 2.10, we have G(K)g G(R) = G(K)g g(ﬁl = G(K) g G(R). Indeed,
it suffices to see that G(R) is an open subgroup of G(K). This is indeed the case

because the G(Ry) are open in the G(Ky) by | , 3.5.1 Lemme.|.
This being established, we can use Theorem 2.6 which tells us that
G(K)*t C G(K). In particular,

9G(K)* G(R) = G(K)" g G(R) € G(K) g G(R) = G(K) g G(R).
Hence the result by the first part of the lemma.

We therefore deduce:

Proposition 3.2. Return to the context of the previous lemma (G assumed defined over
R). When it makes sense (for example when G(K K)G(R) is a subgroup of G(K)), we denote
d(G) := G(K)/G(K)G(R). Assume that D(Z(K)) C H, where Z is a Levi subgroup of Gf.
(1) H and G(K)H are normal subgroups of G(K) with abelian quotient.
We denote ci(G) := G(K)/G(K) H the quotient of G(K) by G(K)H
(2) If Hac) C G(R) (resp. H = G(K)* G(R)), then G(K)G(R) is a normal subgroup
of G(K) containing G(K) H (resp. is equal to G(K) H) and with abelian quotient.
Hence a surjective (resp. bijective) map cg(G) — ¢ (G). Moreover, we have a
canonical bijection:

¢(G) == GIK)\G(K)/G(R) = G(K)/G(K) G(R) =: ¢(G).

In particular, ¢(G) has a natural structure of abelian group.
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Proof.
(1) By [Zid, Lemme 1.5.], we have D(G(K)) = G(K)" D(Z(K)). Consequently:

D(G(K)) = G(K)" D(Z(K)) c H Cc G(K)H

Since the image of H and of G(K)H in G(K)* are normal subgroups (because
abelian), the same holds for H and G(K) H, and their quotients by G(K) are of
course abelian.

(2) By Lemma 3.1, we have H C G(K)* G(R). We then observe:

D(G(K)) c H c G(K)* G(R) c G(K)G(R) = G(K)G(R).
We then conclude as before.

For the last point, it suffices to observe that, given g € G(IN( ), we have:

G(K) (9G(R)T 9(R)) = G(K) (G(R) 9(R)) = G(K) G(K)* g G(R) = G(K) g G(F).

Hence finally:

G(K) gG(R) = G(K) g9(R) = G(K) g (6(B) G(K)*) = (9(R) G(K)*) G(K) g = GRIG(K) g = G(R) G(K) g

since G(K)*G(R) is a normal subgroup of G(K) (because it contains D(G(K))) and

GK)gG(R)=G(K)gG(R )byLemmaS.l.

0

Lemma 3.3. Let G be a K-reductive group, S a K-split torus of G and Z := ZGR(S)
(therefore, Z mnow denotes a mnot necessarily minimal Levi subgroup of Gf).
Denote p : Z(K) — (Z/S)(K) the canonical projection. Also take H a global subgroup
of G(K) such that D(Z(K)) C H.

(1) The subgroup H N Z(K) is global in Z(K).

Moreover, p is open and p(H N Z(K)) is global in (Z/S)(K).
(2) We have:

(Z/S)(K)/p(H N Z(K)) & Z(K)/S(K) (HN Z(K)) - cx(G).
(8) If moreover S is defined over K, then Z also is, and we have:

iy (21S) = (2/8)(K)/(p(H 1 Z(K)) (2/8)(K))
& 2R )((H 0 Z(R)) Z(K) S(K)) = ¢yt 2) = e (G,

Proof.

(1) Since Z(K) and (Z/S)(K) have no root subgroups (because they have no non-central
cocharacters), we have Z(K )Jr and (Z/S)(K)* which are trivial. Consequently, a
subgroup of Z(K) (or (Z/8S)(K)) is global if and only if it is open.

The subgroup H N Z(K) is certainly open in Z (K) since the latter is endowed
with the topology induced by that of G(K) and H is open in G(K ~)

Moreover, p is open by | ; 3.1.2 Lemme] since Z — Z/S is smooth (be-
cause its kernel S is smooth). Consequently, p(H N Z(K)) is open in (Z/S)(K).

(2) Hilbert’s Theorem 90 shows that (Z/S)(K) = Z(K)/S(K). The isomorphism is
therefore a consequence of the third isomorphism theorem (| , §4, 6., Théoréme
4.b))).
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Moreover, by Proposition 2.8, we have S(K) c G(K)H = G(K)H. So
(HN Z(K)S(K) C G(K) H. The surjectivity Z(K) — cg(G) comes from the fact
that G(K) = G(K)" Z(K) and that G(K)* C H. It therefore suffices to quotient
by (HN Z(K))S(K) to obtain the desired surjective map.
(3) Again, Hilbert’s Theorem 90 and the third isomorphism theorem give the isomor-

phism. It then suffices to see that

S(K)c (HNZ(K))Z(K) = (HN Z(K)) Z(K)
by ~Lemma 2.10 and  Proposition 2.8 to obtain the equality
Z(K)/(HNZ(K))Z(K)S(K)) = chZ(f()(Z). Finally, the surjective map is con-
structed as before by observing that (H N Z(K)) Z(K) c H G(K).

O

Let us next bridge the gap between Galois cohomology and étale cohomology by the
following simple lemma:

Lemma 3.4. Let G be a smooth group scheme over R. Denote G = gf(. Recall that

runr . — Hmespecm(R) 'yt acts naturally on G(K) = HmESpecm(R) G(Kw). We have:

Ker (Hélt(ﬁ, G) — HL(K, G)) = Ker (Hl(rum, G(R™)) — H'(D", G(f{unr))) .

Proof. Obviously, the equality can be shown factor by factor. In other words,
we can reduce to the case where R is a henselian discrete valuation ring. Observe that
HY(I',G(K*)) = HL(K,G) by | , VIII, Corollaire 2.3.] (where I denotes the absolute
Galois group of K). Moreover, H ("™ G(R™)) equals H, & (R,G). This is a consequence
of [Gil15, 2.9.2.(2)] and the fact that HX(R"™ G) = 1 since H}(R"™ G) = HL (x%,G) by
| , XXIV, Proposition 8.1.].

Observe next that the natural map H (I, G(R™)) — H (', G(K*)) factors through
HY(T"™r G(K™)). By the inflation-restriction exact sequence (| , 1.§5.8.a)|), we have
the injection H! (I G(K")) — H*(I', G(K*®)). This allows us to conclude. O

In the previous proof, we also showed that H (I, G(R"™)) = H} (R, G). In fact, every
R-torsor over G comes from a unique cocycle in Z1(I'™, G(R™)) (cf. | , Lemme 2.2.1.]
and | , 2.9. Calculs galoisiens.|). As in the end of section [Zid, 4.], we then define the
twist ?G of G by a cocycle z € Z(I'"™, G (fium)) as being the twist through the torsor that
z defines.

Let us now prove the main theorems of this article. In order to be faithful to Definition
0.1, we are now working with completions (i.e. K instead of K). We first have the following
theorem:

Theorem 3.5. Let G be a reductive group over K such that G’(IA(‘”“) is conformal.
The following map is injective:

He(R,G) = Ha (K, G)
where G is a facet stabilizer R-group scheme of G.

Proof. By Theorem 1.15, it suffices to show that the class of Bruhat-Tits groups under study
is stable under inner twisting, that the double quotient is trivial for every element of this
class, and that the triviality of the kernel of the map is achieved over R.



ARITHMETIC OF BRUHAT-TITS GROUP SCHEMES (SEMI-LOCAL CASE) 19

Let’s look at the stability. For X, a G-torsor over R, the twist G¥ is a group scheme
with generic fiber GXk . The latter group is moreover isomorphic over Kunr ¢ Goune- In
particular, (G¥K)(K"™r) =~ G(K™) is conformal. Now consider Xp. It comes from a
unique cocycle z € Z1(I'™, G(R"™)). By [Zid, Proposition 4.14.(3)], the twist *Gpisa
facet stabilizer group scheme of (G%)
for the stability.

Pa By definition, G is therefore such. This concludes
The double quotient is trivial. Indeed, take C, a chamber of #(G ) containing the facet

from the theorem statement. Since G (I? ") is conformal, G(I? ) is therefore K-conformal.
Consequently, G(K)¢ fixes C and thus the facet. So G(K)¢ C G(R). By Lemma 3.1,
G(K) C G(K)G(R).

Finally, let’s show that the triviality of the kernel is achieved over R. By Lemma 3.4,
the statement in terms of étale cohomology is equivalent to a statement in terms of Galois
cohomology over I'™. The result then follows from [Zid, Corollaire 4.7.] since G(K™) is
conformal. 0

From Theorem 3.5, we deduce:

Corollary 3.6. Let G be a semisimple simply connected group quasi-split over Junr (that
is, such that, for every m € Specm(R), G pun 15 quasi-split). The following map is injective:

He(R,G) = Ha (K, G)
where G is a facet stabilizer group scheme of G (or also parahoric of G, the two coincide).

Proof. By Theorem 3.5, it suffices to see that G(I? i) is conformal. This is a consequence
of | , 5.2.10.(1)]. The result | , 5.2.9.] also ensures that G has connected fibers. O

This allows us to deduce Theorem 0.3:

Proof of Theorem 0.3. By the previous corollary, it suffices to show that every semisimple
simply connected group over a henselian valued field with perfect residue field is quasi-split
over the maximal unramified extension. This is indeed the case by | , 5.1.1.]. O

Remark 3.7. It is reasonable to wonder if the corollary extends to semisimple simply con-
nected groups not quasi-split over K""*. This is a delicate question that requires a separate
study which will be carried out in a subsequent article.

This result gives in particular the semisimple simply connected case of the Nisnevich-Guo
theorem. With a bit more effort, we can also prove the reductive case:

Theorem 3.8. Let G be a reductive group over R. The following map is injective:
Hg (R, G) — Hg (K, G).

Proof. As before, thanks to Theorem 1.15, it suffices to show that the class of reductive
groups over R is stable under inner twisting, that the double quotient is trivial for every
element of this class, and that the triviality of the kernel of the map is achieved over R.

Stability comes from the fact that being reductive is local for the étale topology (cf.
[ , Exp. XIX, Définition 2.7.]).
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Let us now show that the double quotient is trivial. Since G is reductive over R, we
can take a maximal R-split torus S (with generic fiber §) and Z (with generic fiber Z) the
associated minimal Levi subgroup (and Z is a minimal Levi subgroup of Gk for S). The
quotient Z/S is then a reductive model of Z/S and

(Z/8)(R) = (2/S)(K) = (Z/S)(K)

by [Zid, Lemme 5.2.], such that Hilbert 90 gives that Z(R)S(K) = Z(K). Now, [Zid,
Lemme 5.2.] gives that Z(R) = Z(K)*. So:

D(Z(K)) c D(Z)(K) c Z(K)' = Z(R) C G(R) C G(K)" G(R).

By the pomt (2) of Lemma 3.3 and the obtained decomposfmon we therefore have
G(K (G ) But Lemma 3.1 gives that G(K)* G(R) C G(K)G(R).

Hence ﬁnally G(K) = G(K) G(R) as desired.

Finally, let’s show the henselian case. By [Zid, Lemme 5.2.], we can return to the study of
hyperspecial points. By Lemma 3.4, as before, we reduce to a statement in terms of Galois
cohomology over I'™™*. The result is then a consequence of [Zid, Proposition 5.5.]. (Il

The particular case where the facet is a chamber also gives a positive result:

Theorem 3.9. Let G be a reductive group over K. Let G be a chamber stabilizer R-group
scheme of G. Consider the following map:

Hélt(R’ g) - Hé}t(Kv G)

(1) The map has trivial kernel.
(2) If moreover G 1s residually quasi-split, then the map is injective.

Proof.

(1) By Proposition 1.14, we must show that twisting G by an element of a class in
Ker (H4(R,G) — H{ (K, G)) always gives a chamber stabilizer group scheme, then
that the triviality of the double quotient and of the kernel over R is achieved for
these groups.

The triviality of the kernel over R reduces again to Galois cohomology over """
by Lemma 3.4. We then conclude by using [Zid, Corollaire 4.8.].

From this, we also deduce stability, because being a chamber stabilizer group
scheme is verified over R. Now, by triviality of the kernel over R every twist of G
by an element of Ker (H% (R,G) — H (K, G)) is isomorphic over R to Gpa-

Finally, the double quotient G ( NG(K)/G(K) is trivial by Lemma 3.1. Indeed,
since G(K )(AC) C G(K)¢ = G(R) point (2) gives G(K) C G(K)G(R).

(2) Again, thanks to Theorem 1.15, it suffices to show that the class of groups over R
that we consider is stable under inner twisting, that the double quotient is trivial
for every element of this class, and that the triviality of the kernel of the map is
achieved over R.
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__ Consider C, the K-chamber associated to G and the corresponding I'""-chamber
C. Take X, a G-torsor over R and a cocycle z € Z1(T'™™, G(K"™)z) corresponding

to X5. The crucial point to observe is that C is T"_invariant in *B(G ppane) by [Z1d,
Proposition 4.13.(1)]. Since G5 is residually quasi-split, C is a K""-chamber. This

therefore means that G is also residually quasi-split, that *C is a K-chamber of
#(*G), and that G is a group scheme stabilizer of *C by [Zid, Proposition 4.14.].
The same therefore holds for G*.

The triviality of the double quotient and the injectivity in the case of R is then
done as before.

0

Let us finally end this article by computing exactly the kernel:
Ker (Hg (R, G) = He (K, G))

for the K-groups G semisimple adjoint and quasi-split over K , and where G is a facet
stabilizer group scheme of G or a parahoric group scheme of G.

~ ~

Let’s start by showing that the double quotient G(R)\G(K)/G(K) is trivial:

Lemma 3.10. Let G be a semisimple adjoint group over K and quasi-split over K.
We have G(K) = RG(K). In particular, G(K) = G(K)G(R) for any group scheme G
locally of finite presentation and separated over R such that Gx = G.

Proof. By Theorem 2.6 and Proposition 2.8, we have on one hand G(K)* C RG(K), and
on the other hand the existence of a g € G(K) such that ¢T(K)g~! € RG(K), where T
is the centralizer of a maximal K-split torus of G . Indeed, since G is adjoint and quasi-

split over K , the centralizer T is an induced torus, and thus R-trivial (cf. | , 4.4.16.
Proposition.|). We then conclude that

G(K) = gGE)" T(K)g~ = G(K)* g T(K)g~" € RG(K)
thanks to | , 6.11.(i) Proposition.|. N B N
Let’s next use point (2) of Lemma 3.1 to deduce G(K) = G(K)G(R) = G(K)G(R). O

This therefore allows us to immediately reduce to the henselian case, and thus to Galois
cohomology:

Corollary 3.11. Return to the notations of the previous lemma and assume moreover that
G is smooth. We then have:

Ker (HA (R, G) — HL(K,G)) = Ker (Hgt(i%, G) — HL(K, G))
— Ker <H1 (Funr7 g(éunr)) N Hl (Funr’ G(Eunr))) .

Proof. Let’s use Proposition 1.14. It suffices to show that the double quotient associated to
a twist of G by an element of a class in Ker (H}(R,G) — H (K, G)) is trivial. This is in
fact obvious by the previous lemma because such a twist has a generic fiber isomorphic to
G, by triviality of the element in H} (K, G).

The second equality is then an immediate consequence of Lemma 3.4. ]
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We can now reuse the results [Zid, Théoréme 6.8.] and |Zid, Théoréme 6.15.] to obtain:

Theorem 3.12. Let G be a semisimple adjoint group over K and quasi-split over K.
We have:

Ker (H4(R,G) — HL{(K,G)) =1

where G is a parahoric group scheme of G.

Theorem 3.13. Let G be a semisimple adjoint group over K and quasi-split over K.
Also let G be a facet stabilizer group scheme of G. The kernel:

Ker (H{(R,G) — Hiy(K,G))

has cardinality 92 mespecm(R) km where, for every m € Specm(R), the integer ky is bounded
by the number of factors that are a Weil restriction of an absolutely almost simple group of
type 2Dy, (forn >4) or 2Auni3 (for n > 0) split by an unramified extension in Gg -

Remark 3.14. Of course, it is possible to compute this kernel explicitly by reducing to K
thanks to Corollary 3.11 and then reducing to the absolutely almost simple case thanks to
the compatibility of the kernel with product and Weil restriction (cf. [Zid, Lemme 6.9.])
and by using the table [Zid, Table 2.].
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