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Introduction

Our main —but not only— objective in these Notes is to present a remarkable result
of Xavier Fernique about Gaussian processes, from the year 1974 [Fers]. We shall go
on with some of Talagrand’s further developments on the same theme, and in the last
section, we shall also recall a few facts from the '70s, more or less related to Gaussian
processes, in many cases less, rather than more. I will try my best to keep the exposition
as self-contained as possible, and free from any recent discovery. Also, I won’t be able
to resist giving quite often much more details than necessary for a decent reader to fully
understand what’s going on.

Let us begin with a short presentation of the background for Fernique’s result.
A Gaussian process (X;)ier consists of a collection of Gaussian random variables X4,
indexed by a non-empty set T and belonging to a Gaussian space, that is to say, a linear
subspace of L?(Q, P) all of whose elements are Gaussian random variables, where (€2, P)
is some probability space. We shall restrict ourselves to centered processes, namely, the
case when
EX,=0 forall teT.

The index set T will be equipped with the L2-metric given by the distance in L?(Q, P)
of the corresponding random variables,

d(s,t)* = E(X, — X;)?, s,teT,
and we shall consider open balls in T of radius r > 0 for that metric,
B(s,r)={teT :d(t,s)<r}, seT.

It is well known that some entropy conditions for that metric on 7" allow one to control
the supremum sup, . X; of the process(1): given € > 0, let N(T, ¢) denote the minimal
number of open balls of radius € needed to cover T. We assume that 7" is bounded for
the metric d and (?) we let A be the diameter of 7. The so-called Dudley’s integral is
defined by

Ip(T) = /0A VInN(T,¢) de.

Notice that InN(T,e) = 0 when € > A, because N (T,e) = 1 is that case (one ball of
such a radius € > A is enough). If the Dudley integral satisfies

Ip(T) < o0, it follows that E(Sup |Xt|) < 00.
teT
The domination by the Dudley integral of the expectation (the integral) of the supre-
mum of a Gaussian process was often attributed to Richard Dudley [Dud;|, who himself,
shortly after Vladimir Sudakov died in 2016, pointed out [Duds]| that Sudakov was ac-
tually the one to credit for that result (a result that, in essence, is far from being the
hardest point in what will be recalled here from Sudakov’s and others” works).

The result of Fernique is that, under some “group invariance” of the process, one
can prove the reverse implication. Perhaps surprisingly for whom is far from my own
domain of interests, Fernique’s theorem was one crucial piece for a theorem of Gilles
Pisier [Piss| on lacunary trigonometrical series, namely, the characterization of Sidon
sets A C Z by the rate of growth as p tends to oo of the LP-norm of the functions with
spectrum in A. This rate of growth of order ,/p for Sidon sets was established by Walter
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Rudin [Rud]. Conversely, Pisier proves that: if there exists a constant C' such that for
every trigonometric polynomial P with spectrum in A C N, we have

”P”LP(T,m) <C./p forevery p=>2,

then A is a Sidon set, which means that for some ¢ > 0, one has

I1Pllo = ¢ Y [P(n)
neiA

for all trigonometric polynomials P(t) = >\ P(n) e'™ with spectrum in the set A.
Here, m is the invariant measure on the torus T and C(T) is the space of (complex)
continuous functions on T, equipped with the maximum norm. In the proof of that
result, the Fernique theorem is applied to the complex valued Gaussian process indexed
by t € T and defined by

Xifw) = 3 P(n)gn(w)e™,
neA
where (g,,) is a sequence of independent N(0, 1) Gaussian random variables.

The first section gives a few basic facts about Gaussian variables, especially about
the maximum of a finite number of Gaussian variables, and culminates at the comparison
result of Slepian—Sudakov, stated here without proof. The second section presents a proof
of the Fernique theorem. It is a bit embarrassing to admit that apart from the Sudakov—
Slepian comparison result, the most advanced mathematical tools present in our two
first sections are the logarithmical function In z, the generalized Riemann integral fooo dz,
comparing an integral to a series, and integrating by parts... The third section concerns
Gaussian processes that are no longer assumed to be stationary; the results are due to
Talagrand, who first proved the existence of a majorizing measure (3) and introduced
later the notion of generic chaining, see Theorem 2.

The section 4, the last one, is loosely connected to the preceding section 3. Being
in that small and nonincreasing number of the Banach space enthusiasts from the '70s
still in a position to write one more paper, I felt that I had to tell the younger about
some of the names, facts and results of that remote epoch: Laurent Schwartz and the
radonifying maps, Albrecht Pietsch and the p-summing operators, the 1-summing version
of the Grothendieck inequality due to Joram Lindenstrauss and Aleksander Pelczynski,
among many more people and results mentioned in Section 4.4.

1. Preliminaries

We start slowly, with elementary observations on the discretization of the Dudley in-
tegral, then with the definition of Gaussian random variables, and we proceed calmly
toward the comparisons of Gaussian processes due to David Slepian and Sudakov.

1.1. Discrete versions of the Dudley integral

We may discretize the Dudley integral, by choosing first a radius rqg > A, then letting
for example r; = 371 for every integer i > 0 and introducing the series

(1) S (T) = Zm/ln/\/(T, Tit1)-

For every ¢ > 0, we see that

/i VInN(T,e)de < ri/In N (T, ri11),
Ti41
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and thus
Z / VILN (T e)de < ri/IMN (T, ri41) = S1(T)
Tit1 i=0

The latter series El(T) is of the sort that will appear several times later. Let us now
write simply N (r;41) instad of N'(T,r;11). With the present choice 7;,1 = r;/3, we also
have Conversely that

\/ln e)de > —r“/lnj\/(n) so Ip(T) > g Zri_l vVInN(r;) = gEl(T).
i=1

A similar reverse inequality holds true for any choice where rq > A and 7; = a'ry,
with 0 < a < 1, or simply a choice where ro > A and r; — 7,41 > ¢r;—1, with 0 < ¢ < 1.

Ti+1

We may obtain yet another equivalent form for the Dudley integral as a series, by
a kind of “change of variable”: instead of fixing the radius r and looking for the number
of balls of that radius necessary to cover T, we fix the number N of balls and look for
a radius such that we can cover T' by N balls with that radius. This second series (2)
will not be mentioned again until much later in the text, the reader can at first directly
jump to the next section. In this change of variable ¢ <+ k, we think of £k and ¢ to be
linked by

bk ~ In N (Ti),
for some fixed real number b > 1.

To be more specific, choose b such that b= < In2, suppose that A < g < 3A/2
and let again ;41 = r;/3 for ¢ > 0. With this choice, we have N(rg) = 1 and we see
that 271 = 2r¢/3 < A, so that B(t,r1) # T for any ¢t € T and thus N (r;) > 2. For
simplicity, assume that N (¢) is unbounded as ¢ — 0. For every integer k > 0, let i(k)
be the smallest i > 0 for which we have b*~! < InN(r;11); when k = 0 for example,
we obtain that i(0) = 0 because we know that InAN(rg) = 0 < b~! < In2 < In N (ry).

Consider
o0

(2) So(T) =Y rigey b2,

k=0
We will see that, up to a multiplicative constant depending only upon b, the value Yo (7))
is equivalent to 31 (7), hence also equivalent to the Dudley integral. Let I C N be the
set of integers i(k), k > 0. For every i € I, let k(i) be the largest k such that i(k) = i.
Adding geometric progressions, we get

=Z( > r'bk/2> <Zr.( < 3 0/,
7 ~ 7 1/2 3
i€l i(k)=i i€l vb—1 bt/2 —1 i€l
When i(k) = i we have b*~1 < In N (r;j;1), thus b*) < bIn N (r;41) and we go on with

b b
EQ(T) < 1)1/27_1 Zr“/ lIlN(?“H_l) b1/2 Z?‘Z\/ lnN(rH_l) b1/2 E (T)

icl

In the other direction, consider for each k > 0 the (perhaps empty) interval of integers
Iy ={i e N: V"1 <InN(rip) < b*}.
These intervals cover N, because b~! < In N (r1), so that i = 0 belongs to some I, and

then every 7 > 0 does as well. Let K C N denote the set of k such that I is not empty.
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When k € K, we see that min I, = i(k), and we observe that

Z 7‘1'\/111./\[(7'2'4_1) < (Z Ti> bk/2 < ;Tz(k) bk/Q

ielk iGIk

Y (T) = r; ln/\/ml rivIn N (riq <— r; bk/2<§22T.
(1) 2 + k:eZKzeZIk VInN (riz1) keZK(k) 5 22(T)
By the definition of i(k), we know that InNV () < b1 < In N (ri()41). Hence,

for every integer k > 0, there exists a finite set Ty, C T such that In |Ty| < bk—1 and such
that the balls of radius py = r;4) centered at the points of Ty cover T for k = 0, we
have |Tp| < exp(b™') < 2 thus |To| = 1, and pg = 70y = ro. If Xo(T) is finite, we may
summarize the situation as follows:

() [Tol=1; W7yl <b* and T= | J B(s,px) for all k> 0; > prb"/? < oo,
s€T} k=0

1.2. Gaussian random variables

This section is completely elementary and contains some basic definitions, together with
the standard Lemmas 1 and 2, given here with explicit constants resulting sometimes
from tedious calculations. A random variable X defined on a probability space (€2, P) is
said to be a N(0,1) Gaussian random variable when for every x € R, we have

o 2 du
P(X >x) = e U /2
(x>0 - [ .

We then get for the expectation E X and the variance Var X of X the values
d
EX:/ue_“2/2 oL =0,
R

and

du
VarX::EX—EX2:EX2:/u2e_“/2 = 1.
( ) A Wor

So, the “0” and the “1” in N(0, 1) refer to the expectation and variance of X.
Let > 0 and observe that
—e

4 P(X >2x) = e_“2/2—< = .
4) ( ) /‘r V2T z X V2T T\ 2T

This estimate is essentially correct, for example because

00 z+1/x (22 /2)—1—(2—2/2
/ e_u2/2 du 2/ e_u2/2 du 2 1 e_($+$71)2/2 _ e (z7/2) ( / )7

du < u —u?)2 du e—=°/2

T T
so that we can infer that
—z2/2

(5) r>1 = P(X>x)>_3/2€T
T

When x goes to +o0o we can do better, integrating by parts and writing for x > 0 the
equalities

o0 2 1 2 —w2/2 1 2
/ e_“/Qdu:/ —(ue_“/Q)du:e —/ —Qe_“/Qdu
o . U x s U




and, repeating the trick,

o0 2 ool 2 —x2/2 o0 2
/EQe_u/Qdu:/ Eg(ue_“/Q)du:e —/ §4e_“/2du.

We obtain that

—z2/2 —z2/2

du e I 1y e ! 1
Nor R <5_53> T ( _E2>’
a certainly uninteresting assertion when 0 < z < 1. It is easy to guess how to go on and
produce an asymptotic expansion of P(X > x) in terms of the variable z > 1.

(6) >0 = P(X>x):/ e v’ /2

When ¢ is a N(0, 1) Gaussian random variable and « > 0, one has

(7) P(lg| > u) <e /2.

Indeed, we have to prove that P(g > z) < %e_x2/2 when x > 0. We know already

this inequality for x > /2/m by (4), and the remaining values of x are obtained by

checking the sign of the derivative of the function f : z — e=’/2 2 P(g > z) on the
segment [0, 1/2/7], namely, the easily understandable sign of

f(z) = (V2/m—a)e ™ /2.

Inequality (7) holds a fortiori for any centered Gaussian random variable Y having
variance < 1: we can write Y = 0 g with 0 = (E Y?)'/2 € [0, 1] and with g being a N(0, 1)
variable, therefore

EY2<1 = P(Y]|>u) <P(lg|>u) <e /2.

Lemma 1. If N > 2 and if g1, g2, ...,gn are N(0,1) Gaussian random variables, inde-
pendent or not, then

1
E( max i)nglnN—l— .
2 Ll VAN

It follows that for every N > 1, we have

(8) B( max lg:) <2y/m(N+1).

1<K N

If o > 0 and if X1, X5, ..., XN are centered Gaussian random variables, then

(9) max EX? <o? = E( max |XZ|> < 20+/In(N +1).

1<i<N 1<i<N

Proof. Let N > 2, let G = maxi<;<n |¢i| and x > 0; by (7) we know that
2
P(lg1| > ) = P(lg2| > 2) = --- = P(lgn| > 2) <e /2,
and by the union bound inequality, we get
PGy >z) <N T2

Observe that if zg = v2In N, then N e~T0/2 = 1, and g > v2In2 > 0. It follows that
E Gy :/ P(Gy >m)dx<x0—|—/ Ne /2 dy
o
e~ /2 1

) Zo

0
T —2?/2
<zo+ N —e de =29+ N
xXo 'CCO
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For the second inequality (8), we have first E G} = E |g1| = /2/7 < 1 < 2VIn2, which
covers the case N = 1. When N > 2, we use

1
21ny+\/m<2\/ln(y+1) when y > 2,

or equivalently the fact that

1
y=2 = f(y):4ln(y+1)—21ny—2—2 > 0,

Iny

which is true because
4 2 1 2y — 2

fflyy=——=—--—+ >
W=y 2y(Iny)* = y(y+1)
is > 0 when y > 2, and because 2 In2 > 1 yields f(2) > In(81/4) — 3 > 0.

If o > 0 and if X;, Xo,..., Xy are centered Gaussian such that Var X; < o2, the
sequence has the same distribution as a sequence 01¢1,0292,...,0ngn With 0 < 0; < o
and g; a N(0, 1) variable, therefore

E max |X;|=E max |0;9;| < ocE max |g]
1<i<N 1<i<N 1<i<N

and the result (9) follows. O

Inequality (8) applies equally well to sub-gaussian variables properly normalized,
for example sequences X1, X5, ..., Xy such that for each ¢ and every x > 0, we have

P(1X,| > z) <e /2

as this is all that was used in the above proof. However, it would be more realistic to
say that a sub-gaussian variable X is normalized when for every x > 0, we have

(10) P(X|>2)<2e /2.

A tiny change in the above proof leads to a bound v2In N + 2/v/21In N for the expec-
tation E X3, of the maximum X3 of N > 2 sub-gaussian variables normalized by (10),
writing now

[e e}
2
EX}'{,gmo—i—QN/ xﬁe_”f/2 dx:xo-i-;, with zg=Vv2InN.
xXo 0 0

Lemma 2. If N > 1 and if ¢1,92,...,g9n are independent N(0,1) Gaussian random
variables, one has

1
(11) E( max gi> > iva'

1<i<N
If o > 0 and if X1, Xs,..., Xy are centered independent Gaussian random variables,
then
(12) min EX? >0 = E( max Xi>2gvlnN.
1<i<N 1<i<N 2

Furthermore, when the (g;) are as above and when N tends to oo, one has

E (maX1<z’<N gi)

—
vV2In N N

Proof. Let



We have E gf =E g; = 0> (1/2)VIn1, it can be shown (4) easily that

E g5 =1/v/7, and one checks that 1/v/7 > (1/2)VIn2.
Slightly less easy are the facts that

B g3 =3/(2vn), and  3/(2y/7) > (1/2)Vin3,

E g; = 6 arctan(v/2) /7%/? > 1, and 1> (1/2)VIn4.
Our last effort has been to establish that

L 15 1 1
Bgi=—, (5 - arc&n(ﬁ)) > 1.162 > 0.635 > - VI,

Taking this for granted, let zo = 2 E gZ > 2.324. Clearly E g} increases with N, so we
need only consider values of N > 5 such that

1
SVInN > Bg; = % > 1.162,

or InN > 23 > 5.4 and N > 221. Hence, we shall restrict our study to integers N such
that vIn N > 2y > 1. The function y — y — In(2y) is increasing when y > 1, thus
InN —In(2In N) > x3 — In(273).
Let uw = z3 — In(22%). One can check that u > 3. Let
s=1+/2InN —In(2InN) — u.

We see that

s > \/lnN-i—xg —In(22%) —u = VInN.
We have
(13) 20 < VInN < s <V2InN.

Next we use (6), then we notice that x3 > 5 and we obtain

P> e (1= L) > (1)
S = - T = T - T«
o sV2m s? 2In NvV2w SU(Q)
1 e/2 1 1 e¥/2 4 140
_LeP gLy, Lot 1
N 2r x? N 25 N
It follows that
(14) P(ghy <5)=P(g1 <s)V <(1—-14/N)N <e 1 < 1/4.

We need to take care of the rare but possible negative values of gy;. Let
vy (w) = min(gy(w),0) <0, we .
We see that
vy 2 min(gn,0) 1igx <oy
thus by independence

1
Evy > (E miﬂ(gN,0)> (E 1{g}§,_1<0}) == o~ N+l 5 o= N,
V 4T

We know that N > 221 and x¢ > 1, therefore
2N « 272210 < 27221/ In N.
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Finally, using (13) and (14),
Egh >sPlgy>s)+Evy > (1 —e ")VInN - 277

1
> (Z —2_221>\/1nN > 5\/111]\7.

The claim about non N(0, 1) variables is proved as before. Let us explain rapidly the
last sentence. Lemma 1 implies that the limsup of the quotient E g% /vIn N is < V2.
Now, fix u rather large and £ > 0 small. When N is large enough, we certainly have

elInN—-In(2lnN) —u > 0.
Then

2InN >s=+/2InN —In(2InN) —u > +/(2—¢) InN.
Because s > 1 for N large we may use (5) and write
_3/2 o—57/2 - o—(s243)/2 B i e(u—3)/2
svV2r ~ V2InNv2r N Vo
but now a can be made as large as we wish, and
Egh>sPlgy>s)—2V>10—-e*—2")/(2-¢)InN

proves our claim. [

P(g1 >s)>e —.%

Y

Numerical experiments suggest that the quotient E g%, /vIn N is actually increasing
with N > 2. If this were true, the correct constant ¢ > 1/2 in the inequality (11) for
all N > 2 would simply be the value at N =2, namely ¢ = 1/vV7In2 > 0.67 > 2/3.

1.3. The comparison result

The next comparison result plays a major role in what follows.

Proposition 1. Let (X;)ier and (Yi)ier be two centered Gaussian processes indexed
by the same set T'. If we have

E(Y, - Y)? <E(X, — X;)*

for all s,t € T', we can conclude that

E (sup Y}) <E (sup Xt>.
teT teT

The centering is necessary here, as the simple example Y; = 1 4+ X; shows.

The proof of this result is not as elementary as what we have seen so far, it will not
be given here(®). A first comparison result goes back to Slepian [Slep] in 1962, and it
applies to comparing the distributions of the suprema: if in addition to the hypothesis
of Proposition 1 one adds that EY,? = E X2 for every t € T, then for every x real one
has

P(squ} > x) < P(supXt > x)
teT teT

Under this additional assumption, we see that Slepian’s lemma implies the conclusion
of Proposition 1.

The comparison result in Proposition 1 was announced in a Note [Sud;] without
proof by Sudakov (see Theorem 2 there); a complete proof is available in Sudakov’s
book [Suds]. The result was also approached by Simone Chevet [Che;], and given by
Fernique [Fers], [Fers] (¢).



A more general version of Proposition 1 is due to Yehoram Gordon [Gord|, and deals
with a mixture of min and max; a reasonably simple proof can be found in Chap. 8 of the
book by Daniel Li and Hervé Queffélec [LiQu]. Gordon’s result is extremely useful for
estimating the invertibility of Gaussian random maps between finite dimensional normed
spaces; indeed, finding an estimate of the norm of the inverse of a Gaussian random
map 1T, : E — F involves estimating the inf of norms ||7,(z)||r of the images T, ()
of norm one vectors x € E, where each norm ||7,,(z)| r is a sup of Gaussian random
variables of the form < y*, T, (x) >, and the y* are all the norm one linear functionals
on the target space F'.

The Gordon comparison theorem can also be used to give another proof of a cel-
ebrated lemma due to William Johnson and Lindenstrauss [JoLi|, first proved using
concentration of measure on the Euclidean sphere in high dimension (7).

1.3.1. The Sudakov entropy bound

Suppose that E sup,. X, is finite. It follows from Proposition 1 that for every € > 0, we
can cover 1" with a finite number of balls of radius e: indeed, if t1,to,...,t, in T have
mutual distances larger than e, we shall compare the processes (X,)7_; and (V3,)}_;
where the Yy, are independent centered Gaussian random variables of variance e2/2. We
have when i # j

g2 g2
E(Y;fg - Y;fz)Q = 5 + 5 < d<tj7ti)2 = E<th - Xti)27

hence by Proposition 1 and Inequality (12),

13
E(su X)>E(su X.)>E(su Y.)>—
te¥ ! 1<¢£n b 1g¢£n b 22

Vinn.
This gives a bound on n, and thus

8 2
N (T,e) < exp(—2 (E sup Xt> )
€ teT
It follows that when the expectation of sup,c X; is finite, the closure in L?(2, P) of the
set of Gaussian variables (X;);e7 is a compact subset of LZ.

Given 0 > 0, we say that a subset S C T is d-separated when any two of its points
are 0-far apart,
S1,89 € S, S1 7& So = d(Sl,SQ) > 0.

Given a subset A C T', we call (8) §-packing-net for A any maximal §-separated subset S
of A; we shall shorten it as “d-p-net”. Maximality implies that no point of A can be
added to the set S and keep it d-separated: for every a € A, there is some s € S such
that d(a, s) < d, in other words,

Ac | B(s.9).

seS

Suppose that S is a d-p-net for the set T'; by the preceding remark, it implies that
the balls B(s,d), for s € S, cover T, and this shows that N(T,0) < |S]. If we denote
by N.(T,d) the smallest cardinality of a d-p-net for T" and by N*(T,d) the largest, it
follows that

N(T, ) < N (T,0) < N*(T,0).
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Conversely, suppose that balls B(t;,0/2), for i = 1,2,..., N, cover T. If s1, sy are two
points in the §-p-net S and s; # so, these two points cannot belong to the same open
ball B(t;,0/2) since d(s1,s2) > d. This yields that |S| < N, thus

N*(T,8) < N(T,5/2).

These two inequalities show that we can use N* (or N,) instead of A in the definition
of the Dudley integral,

In(T) < /OA VInN*(T, €) de < 2Ip(T).

We will need to consider the supremum of the process when the index ¢ ranges, not
only in the whole of T', but also in balls. For this we introduce when s € T, r > 0, the
quantity
(15) ox(s,r) = E( sup Xt>.

teB(s,r)

Under the assumption of Proposition 1, we have

(PY(S7 T) < (:OX(S7 T)
for all s € T', r > 0: we just observe that the assumption of Proposition 1 holds for the
two processes restricted to the ball B(s,r). When only one process (X;) appears in the
discussion, we shall simply write ¢(s,7) = @x(s,7).

It is obvious that ¢(t,r) is non-decreasing in r, perhaps not continuous in r: if ¢
is isolated in T, with B(tg,r9) = {to} and X, # 0, and if there is a non zero random
variable X in the process with d(to,s) = 79, then we have when 0 < r < rg that the
ball B(tg,r) reduces to {to}, hence p(to,r) = E Xy, is equal to 0, but ¢(tg,r) jumps
when r > 7y to a non-zero value larger than or equal to E max(X,,, X,) > 0.

1.3.2. A convex digression

We may use auto-indexation for the process, by considering that the indexing set T is
precisely the subset of L?(Q, P) consisting of the variables in the process, so that we
have X; = t € L*(Q2, P). This would not take care of situations where perhaps s # t
but Xy = Xy; they are anyway irrelevant when dealing with the supremum of a process.
Working with subsets of L*(€2, P) is what Sudakov does in his book [Suds)].

If we use auto-indexing, we understand that passing from T' C L2?(Q, P) to the
convex hull conv(T) of T'in L?(€), P) will not change the supremum of the process: for
every w € (), we have

sSup Xt(w) = sup Xs (w)7

teT s€conv(T)
so that when dealing with suprema, we may assume that T is a convex set in L?(Q, P);
however, when T C L? and t € T we will prefer writing X, than just ¢, although ¢ = X.
IfseT,if 0 €(0,1) and t € B(s,r), then (1 —60)s+ 0t € B(s,0r) hence

sup Xy, =2 (1-0)X,+60 sup X,
uw€B(s,0r) teB(s,r)

and since E X = 0, we see that
o(s,0r) = 0p(s,r).
If s,t € T are such that d(s,t) < 9, then B(t,r) C B(s,r + 6), therefore

r+0

plt,r) < pls,r+6) < 2

o(s,r).
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It follows that (¢, r) is continuous in ¢t € T" in the convex case.

We come back now to Sudakov’s work: Sudakov actually uses a geometric quantity
that is proportional to the expectation of the supremum of a Gaussian process, where the
process is seen as a subset K of a Gaussian subspace of L?(Q,P), and as we have said,
we may and shall assume that K is convex. This approach of Sudakov uses a suitably
normalized mixed volume (?).

Let us consider first the simplest case where K is a segment [0,2] # {0} in the
Euclidean space R™. Let B,, be the unit ball in R", let |A|,, denote the n-dimensional
volume of A C R™ and set v,, = |By|,. Then the n-dimensional volume of the Minkowski
sum

B,+uK={y+uz:y€ B,, z€[0,z]}, where u >0,

is the volume of the convex hull of the union of B,, and its translate B, +ux. It is easy to
see that (B, +u K)\ B,, consists of intervals of length u||z|| situated on the lines ¢ parallel
to [0, 2] that intersect B,,. Let o denote the hyperplane orthogonal to the segment [0, z].
The intersection points of those lines ¢ with 2+ fill the (n—1)-dimensional ball of that
hyperplane, hence

[(Bn +uK)\ Bpln = vp—1.u|z]|
and
(16) | By, + u K|, = v, +vp—1 . ul|z,
so that the normalized expression

1 <|Bn +uk|, - |Bn|n) _ al

u

Un—1
becomes independent of the dimension n of the Euclidean space into which the segment
is embedded, and can be used for extending the notion to embeddings in an infinite
dimensional Hilbert space.

When K is a k-dimensional convex compact subset of some R™, the expression in
formula (16) —of degree one in u— transforms into a degree k polynomial in u, of which
we can extract the “normalized” coefficient of u by looking at

1 |B,, + uK|, — |Bnl|n
" .

Again, this does not depend upon the dimension n where K is embedded, and the defini-
tion of h1(K') can be extended to a compact convex subset K of a Hilbert space. Assum-
ing that K C L?(Q, P) is the auto-indexing set of a centered Gaussian process (X;)ic
Sudakov as shown that
(17) hi(K) =21 E (sup X,,),
teK
a fact that we can get immediately in our obvious example of a segment: if z =1 € R
and K = [0, 1], then the Gaussian variable associated to the point 1 € K is a N(0,1)
variable g, and
m(0,1) = 1= [z,  sup X, = max(g,0),
te K

dz B 1
V2T N V2T

Simone Chevet [Ches]| has obtained results that relate higher moments of the supre-
mum to other normalized mixed volumes of K. The result for the second moment takes

Emax(g,O):/ ze /2
0
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a fairly explicit form, let us express it for a finite index set T": given a Gaussian random
vector X = (X1, Xo,...,X,), let o(w) denote the smallest index in {1,2,...,n} such
that

Xow)(w) = max Xi(w), weq.

One has then )
E (sup Xt) - E, Ew’<X0'(w)(w/))2

teK
2 & , hy(K)
:E(su X) — E Plo=1 EXiQ: .
te}g ! ] ( ) s

1.4. First applications of comparison

We begin with a simple lemma.

Lemma 3. Let (X;), i € I, and (Y;;), i € I and j € J;, be two independent families of
integrable real random variables. One has that

E(sup(Xi + Y”)> 2 E<Susz‘> + iﬂ§ E<SUP Yi,j)?
4,J

iel i€ Jj€Js

where we must agree that (+00) + (—oc0) = —oo if it appears in the sum above.

Proof. Let
Y, = inf E(sup Yi’j> € [0, 00].

i€l NjeJ;
By independence, we may think of the X; as functions of a variable v while the Y; ; are
functions of a different variable v. We have

E, Sup(Xi + Yg’j) = E, sup sup (Xi + Yi,j) > sup E, sup (Xi + Yi,j),
i, iel jeJ; icl  jed;

then

E, sup (X;(u) +Y; ;(v)) = Xi(u) + Esup Y ; > Xi(u) + Y,
JjeJ; J€Ji

and

sup E, sup (Xi + Y”) > sup X;(u) + Y.
icl  jed; i€l

Integrating in u concludes the proof. O

The next Lemma does most of the serious job in what follows(1?).

Lemma 4. Suppose that (X;)ic 4 is a centered Gaussian process, that p,d, A are positive
real numbers such that p?> + A2 < 62/2 and that (A;)Y_, are subsets of the index set A
satisfying

— we have A; C B(a;, p) for some a; € A, and

—for allt; € A;, t; € A; and i # j we have d(t;,t;) > 0 (we may say that the two
sets A; and A; are §-separated).
It follows that

E<supXt> > (A/2)VIn N + min E(sup Xt>.
teA IiKN teA;

13



Proof. Let (Xt(i))fil be N independent copies of the process (X;), let g1,92,...,9n be

N

independent N(0, 1) Gaussian variables, that are also independent from the (Xt(l))izl,

and set

A, = A1CA

=

i=1
Let us define another Gaussian process (Y;)ica, as

Y, = Xt(i) — X(g? + Ag; when t € A;.

We want to check that

E(Y; - Y,)? < E(X, — X;)?
for all s,t € A,, in order to apply the Sudakov—Slepian lemma; there are two cases to
consider: if there is an index ¢ such that s,t € A;, we have

Y- Y= X0 - X",

hence

E(Y, - Y,)? =E(X, — X;)?
in this first case. If now s € A4;, t € A; and @ # j, we see that

Yo Yi= (X0 = X0) 4+ hgi = (X7 = X)) — Ay
the four random variables X éi) - X C(L?, iy, X éj ) - X C(Lg) and g; are centered and independent,
hence orthogonal, and d(s, a;) < p, d(t,a;) < p, therefore
E(Y, - Y;)? <2p* 42X < 0° < E(X, — Xy)?,

because we know that d(s,t) > § since A; and A; are d-separated. Using the Sudakov—
Slepian lemma we obtain

E( sup Y}) < E( sup Xt)
teA. teA,

and as A, C A we have obviously that

E( sup Xt> < E(supXt>.
teA, teA
It remains to apply Lemma 3, the lower bound (11) and get

E (sup Xt) > E sup Y; = E sup sup ((X,@ — XC(L?) + Agi)

> E max (Ag;) + minE sup (Xt(i) - Xﬁ%

1<i<N i teA,
> (1/2)AVIn N 4+ min(E sup X, — E X,,)
i teA;
= (A/2)VIn N + minE sup X;. O
? tGAi

Corollary 1. Suppose that (X;)icr is a centered Gaussian process, that S C T is a
finite 2§-separated set contained in a ball B(tg,r), where to € T, §,7 > 0. It follows that

B( s X)) >(0/49VR[S[+minE( s X)),

teB(to,r+d/2) teB(s,6/2)

or, using Notation (15) and letting N = | S| denote the cardinality of S,
o(to,r+6/2) = (6/4)VIn N + migl ©(s,0/2).
s€
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Proof. We apply Lemma 4 with A = p = §/2, A = B(to,r + §/2) and A; = B(ss, p),
where S = {s1,50,...,5ny}. Then p? + X2 = §2/2, and by the triangle inequality the
balls B(s;, p) = B(si,d/2) are d-separated and contained in A. O

1.5. Trees and branches

We shall deal with rooted trees X’; we consider that X is a set of nodes, and that to each
node x € X is associated a finite subset C(z) of nodes in A" that are the children of x,
with z ¢ C(x) of course and

r#2 = Clx)nC(z')=0.

We assume that this child relation defines a rooted tree X', whose root will be called x.
For each child y € C(z) we say that x is the parent of y. The root has no parent. The
descendants of x € X are the elements of one of the sets C*)(x), k > 1, inductively
defined by letting C")(x) = C(x) and

ct @y = ) c®(), k>L
yeCl(x)

Every node y € A different from the root z( is a descendant of the root. If y is a
descendant of x € X, we say that x is an ancester of y: the root xy is an ancester of
every node in the tree.

For x € X, we shall pay attention to the number of siblings of x: except if z is
the root, this is the number of children of the parent of x —the “sisters and brothers”
of z—; this number is set equal to 1 for the root. We shall indicate the successive levels
in the tree by successive nonnegative integers: level 0 for the root, level 1 for the children
of the root, 2 for the grandchildren of the root, and so on. The level of a node z in the
tree will be denoted by ¢(z) € N,

lzg)=0; yel(z) = ly) =4L(z)+1.

The maximal branches of the tree are sequences x = (z;)o<i<z of nodes in the tree,
where L = L(x) is finite or L = 400, and:

— the node xz( in the branch x is the root of the tree,

— the node z;41 is a child of z; whenever i e Nand i +1 < L,

— when L is finite, the node x_1 has no child, it is a leaf of the tree.

We shall prefer avoiding leaves: the maximal branches of our main trees will all be
infinite, this will help us to keep a somewhat unified treatment. A maximal branch x

in X will thus look like
X = (To, T1, Ty ooy Ty «nn).

A path in the tree will be a portion of a branch, namely, a finite sequence of nodes
Lj, Tj41, ---5 Thy
where x;,1 is a child of x; for every ¢ such that j < i < k.

Typically, our trees will arise from covering a compact subset T" of a Hilbert space:
a node would be somehow a ball B in T of some radius » > 0, and its children will be
balls B’ of smaller radius 7/, say r’ = r/3, that cover B. In dimension n we can expect
the covering of T' C R™ by balls of radius r to have a cardinality of order =", so that
passing to children with radius /3 would increase the covering number to some 3"r~"
balls; one can then think that each node will have about 3" children, a constant factor
depending upon the given dimension n. But we work actually in infinite dimension, and
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the number of children, or of siblings of a given node, may increase dramatically from
one level to the next in the tree.

We suppose that we have a rooted tree X’ such that all its maximal branches are
infinite, or equivalently, such that for every = € X, the set C(x) of children is never
empty. We introduce the notion of a 3-control function N, a function on the tree X’ that
will control the evolution of the cardinality |C'(x)|. We choose to say that N(z) controls
the number of siblings of x € X, rather than the number of children of z. Perhaps
paradoxically, we do not try to keep this function small, but on the contrary, guarantee
a huge growth. The first two conditions below define a 3-growing function N on the
tree; we shall then say that N(x) is the growth value at x € X. Thus N is a 3-growing
function on X if it satisfies the two following conditions cg and cy:

co — We have N(xg) =1, and N(y) > 2 for every child y € C(zg) of the root xg.
c1 — For every node = € X, the value of N is the same for all children y of z,
and N(y) > N(x)3, that is to say (1)

y,y €C(z) = N(y)=N(/); yeCx)= N(y) > N(z)>

Since N(z) > 2 for any node z at level /() = 1, and N(y) > N(x)® when y is a child
of x, we see easily by induction that (12)

if {(x) = k, then N(x) > 2F.
When £(z) = 2, one has actually N(z) > 2% =8 > 2¢*) 5o that

if ¢(x) = k > 1, then N(z) > 2*.

It follows that for any maximal branch (z;);>0 of the tree, we have

(18) N(z;) > 2" for i >0, ZN(xj)_l < 1 thus ZN(xj)_l < 2.
j=1 =0

We say that N is a 3-control function on the rooted tree X if it is a 3-growing function,
thus satisfying cg and cq, and if in addition:

co — For every z € X and y € C(x), the value of N(y) is an upper bound for the
number of siblings of vy,
yeCz) = [C(z) < N(y)

The growth condition in ¢y will be used to exert a backward hold over the number
of ancesters: if y is a child of 2, we have that N(x) < N(y)'/3. This will become clear
in the next lemma.

Suppose that the tree X admits a 3-control function N, thus satisfying cg, ¢1 and cs.
Let M be a number > 1 and consider the subtree of X defined by

(19) Xy={xeX:N(x)< M}

Because N(y) > N(x) when y € C(x), we see that if y € Xy, then all ancesters of y
in X belong to Xjs. It follows from the first inequality in (18) that all branches of X,
are finite, and since the set C'(x) is finite for every node x € X by c2, we know that X,
is a finite tree(13). Note that the root zy of X belongs to X, because M > 1 and
because N (z¢) = 1 according to cg.

Lemma 5. Suppose that the tree X admits a 3-control function N, and that the
subtree Xy is defined by (19). The number of leaves of Xy, is bounded above by M3/2.
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Proof. When M = 1, the tree X); reduces to the root {xg} of X', and the number of
leaves of Xy is clearly equal to 1 = M?3/2. We assume now that M > 1, and we consider
the subset Ly, C X consisting of the leaves of Xy;. Set h(z) = 0 when the node x € Ly,
is a leaf of X)s. Next, for z € Xy \ Ly, define inductively h(z) by

h(z) =1+ max{h(y) : y € Cp(x)} where Cu(z)= C(x)N Xy.

For x € Xy, let A(x) denote the number of leaves z € Ly that are either equal to x, or
are a descendant of x. When h(x) = 0, then x is a leaf of X/, has therefore no descendant
in Xy, thus A(z) = 1. When h(x) = 1, the leaves of X that are a descendant of z are
necessarily among the children of x in X, and z itself is not a leaf of X);; this yields
that A(z) < |C(x)|; also, there is then (at least) one child y of = that is a leaf of Xy,
and N(y) < M because y € X)s. It follows from cqo that
Az) < |C(z)] < N(y) < M.

As M > 1 and A =1 for leaves (when h = 0), this yields that

h(z) <1 = Xz)< M.
When h(z) = 2, there is a grandchild z of z, child of some y € C(x), that is a leaf of X),.
We then have N(z) < M, and N(y) < N(2)'/3 by c;1; hence, using co we obtain

@) < N(y) < M2,
Since h(x) = 2, we have h(y) < 1 for all the children y of x that are in Xy, so A(y) < M
and x ¢ Ly, thus

Aa)= > Ay) <|C(@)| M < MY3M = M3,
yeCum(z)
We deduce that
hiz) <2 = Mz) < MM7Y3
When h(z) = 3, we see in the same way that |C(z)| < N(y) < M'/? and h(y) < 2 for
each one of the children y € Cys(x), hence A(z) < |C(z)| M*+1/3 and
h(z) <3 = M) < MUFLBHY9 < pp3/2,
We conclude easily inductively that when x € X); and h(z) < k + 1, we have
)\(x) < M1+1/3+1/9+1/27+'“+1/3k < M3/?

in particular for the root xo, so M?3/? is a bound for the number of leaves of Xj;. O

2. The Fernique theorem

Let G be a compact abelian additive group and let (X,),ec be a centered Gaussian
process indexed by GG. We suppose that this process is invariant under the group action,
meaning that for every finite sequence {h, g1, ..., gxr} of elements of G, the two k-tuples
of random variables

<X917X927 s 7ng) and (X91+h7 ng—i—hv s 7ng+h)

have the same joint distribution. The official terminology says that the process (Xg)secq
is a stationary process.

We assume of course that the family (X,),ec is not reduced to a single random
variable. We may slightly modify the point of view, and consider that the group acts on
the set {X, : g € G} of random variables by

h.Xg = Xg—i—h'
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This action is transitive: given gg, g1 € G, we have with h = g; — gg that

h.Xg = X,

We now arrive to the following setting: we assume that (X;):er is a centered Gaus-
sian process, that G is a multiplicative group acting transitively on 7', and that for

every integer k > 1, every sequence {t1,...,t;} of elements of T" and every g € G, the
two k-tuples
(20) (thth27~-~7th) and (Xg.thg.tz,"'?Xg.tk)

have the same joint distribution. It follows that for ¢1,¢, € T and g € G,
d(ty,ta) = d(g.t1,9.t2).
If B(t,r)isaball in T and g € G, we see that
g.B(t,r) C B(g.t,r) therefore g¢.B(t,r)= B(g.t,r)

by letting the inverse g=! of g act on B(g.t,r). If s1,89,...,5, are arbitrary elements
in B(t,r), then g.s1,9.82,...,9.8, are in B(g.t,r), and the distributional invariance
yields that

E( sup st-> :E( sup Xg‘5i>.

1<ig<n 1<ign
Therefore, passing from finite subsets of G to infinite ones, we see that invariance and
transitivity of the group action imply that for any tg,¢; in T', we have

(21) o(to,r) = E( sup Xs> = E( sup XS) = p(t1,7).
s€B(tg,r) s€B(t1,r)

In this invariant setting (4), we simply let
p(r) = w(to, )
for an arbitrary fixed ¢y € T" and for every r > 0.

An additional observation: suppose that 0 < r; < rg and that Sy is a r1-p-net for
the ball B(tg,rg), for to fixed in T. We can use the transitive group action in order to
find for each t € T a r1-p-net S for the ball B(t,rg), with |S| = |Sy|: we use g € G such
that g.tp =t and we let S = g.Sp. This shows that

(22) for 0 <7’ <r, N*(B(t,r),r") does not depend upon t € T.

We shall prove the Fernique theorem under the form that follows.

Theorem 1. Let (X;)ier be a centered Gaussian process that satisfies the invariance
conditions (21) and (22). If the expectation of the supremum sup,c X; is finite, then
the Dudley integral is finite, and more precisely

In(T) < 1(T) < 432E<sup Xt>.
teT

We can absolutely guarantee that the constant 432 above is not optimal. In fact, we
shall not care about keeping the constants “right”, we shall often and repeatedly replace
for example an upper bound v/3 by 2, in order to get simple but exaggerated integer
values in the estimates.
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2.1. Looking for an entropy-like condition

We assume that we have an invariant centered Gaussian process (X;)icr such that

E* = E(Sup Xt> < 00.
teT

Due to invariance, we can set ¢(r) = @(t,r) for every t € T and every radius r > 0,

and we know that ¢(r) < E* < +00. We can then rewrite Corollary 1.

Corollary 2. Let (X;)ier be a centered Gaussian process that satisfies the invariance
condition (21). If S C T is a finite 26-separated set that is contained in a ball B(tg,r),
where ty € T and 6,7 > 0, one has that

o(r+0/2) = (6/4)\/In |S| + ©(§/2).

We shall construct a rooted tree X and a 3-control function N for X. The idea
of associating a tree to the process can be traced in Chap. 7 of Fernique’s work [Fers].
The integer N (z) will (in particular) be an upper bound for the number of siblings of x
in X. The maximal branches of this tree will all be infinite, at the cost of doing things
in a way (1°) that is slightly unnatural, but that helps us to present a moderately unified
treatment, making no difference between the case of a perfect index set 17" or that of a
finite set T

Let us give a very short but very inexact description of the procedure: we will
construct a tree X whose nodes correspond to smaller and smaller balls B(¢,r) in 7'
The “richness” of the tree will reflect the entropy of 7', as the children of the node
corresponding to B(t,r) will arise from covering B(t,r) by balls with a smaller radius.
We shall apply Corollary 2 repeatedly when passing from a node to its children. Given
a ball B(t,r) associated to a node in X', we shall find a suitable p-p-net S of N points
in that ball, with p < r, and get from Corollary 2 an inequality that has the form

o(r) ZrvInN + ¢(cr)
with ¢ < 1 a fixed positive real number. Let us rather write it as
o(r) —p(er) ZrvInN.

Smaller balls of radius ' = ¢r around the N points of the preceding p-p-net S will
correspond to the children of the node associated to B(t,r). Next, we would find for
each of these children another analogous estimate

o(cr) — () = r'VInN',

Passing successively from r; to r;..1 = cr; for all ¢ > 0, a telescopic summation effect for
the successive differences ¢(r;) — ¢(r;11) will give us an upper bound ¢(rg) = E* for an
expression

o1 = Z ri/In N q

i=0
very similar to ¥;(7), and actually equivalent to it up to a universal multiplicative
constant —one may prefer to say: an absolute constant—. The actual proof requires
some more technicalities that will make the preceding summary simply vastly erroneous.
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2.1.1. Constructing a tree

We shall construct a rooted tree X', and a function N that will be a 3-control function
on this tree. A node z € X at level ¢ > 0 will have the form (16)

x:(to,tl,...,ti) with tjET, 7=0,1,...,1,

where tg,t1,...,t;_1 are the successive positions of the ancesters of x, whereas t; is
the present position, or latest position in z. A radius r; = p(x) > 0 will be associated to
nodes at level ¢, we may consider that p is another function on the tree, but an extremely
simple one: starting from the root zy with an inital radius ro = p(z¢) precised below,
the radius will simply be divided by 3 when moving from a level to the next,

Ti+1 :7“2'/3, ZZO

In most of what will be done below, only the couple (¢;,7;) will matter, where ¢; is
the latest position appearing in the node z and where r; = p(x) = 37%r is the radius
associated to z. We shall use the notation

T = (ti, 7“2')

in order to mention that we have extracted from the whole node x that most relevant
information (¢;,7;). The preceding positions tg, t1,...,t;—1 in & will not appear explicitly
in what follows, but they will implicitly enter in the evaluation of the control value N (z).
As it was explained briefly above, the expectation of the supremum of the values X; of
the process, for t in the ball B(t;,r;) C T, will be examined and used. Recall that under
our invariance assumptions, we have

o(rs) = p(ti,ri) = E( sup Xt>.
tGB(ti,T’i)

Let A > 0 denote the —finite(?)— diameter of the set T', let ¢y be an arbitrary
point in 7" and let rg satisfy rq > A, so that we have B(tg,rg) = T; assume in addition
that ro < 4A/3: that assumption will be used only later on. The root of the tree
is zg = (to), we let p(zo) = ro be the radius associated to xp, and the initial value of N
is set to N(xp) = Ny = 1. The inductive construction of the tree and the function N
goes as follows:

— suppose that a node z, € X and a value N, = N(z.) for the function N at z.,
have already been introduced. Let ¢, € T be the latest position in x, and r. = p(z4) > 0
be the radius associated to z., so that z. = (t«, 7). Consider

r=r./3 and let S C B(t.,r.) be a r-p-net for B(t.,r.).

The ball B(t.,r.) contains at least the point ¢, and thus S is not empty. The size of S
will play a role in what follows: the case when |S| > N3 corresponds to when B(t.,7.)
is “fairly large” and we shall call it the “rich case”, the case |S| < N2 being of course
the “poor” one. In the rich case, we let

N =S|, and in the poor case N = N3, so that N = max(N2,|9]).

For each s € S, we define a new node x of the tree, that is declared to be a child of z,,
by appending the position s to the list of positions in x,, as the latest position of z; we
define N at z by N(x) = N. We now repeat things a little differently, mentioning the
successive generations in the tree: let ¢ > 0 be an integer and let

Ty = Ty = (to,tl,...,ti)
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be a node at level i in the tree, with a control value N, = N; = N(z;) for N at z;; let
also r. = r; = p(x;) = 37 "rg, so that z; = (¢;,7;). Consider

riy1 =1;/3 and let S;y1 be a r;;q1-p-net for B(t;,r;).
Define N;;1 = max(N3,|S;11]). Then, the children of z; have the form
CE‘H_l = (to, tl, “aey ti, ti_|_1),

where t;11 can be any point in S;;1. The new value of N is N(z;4+1) = N;11, and we
let p(z;+1) = 7riy1. There is at least one child for the node z; —because the set S;;1 is
not empty—, and there are at most V;; children of x;, since |C'(z;)| = [Sit+1]| < Niy1.

Let us check that the function N is a 3-control function on the tree X: for the
root xg > (tg,r0), we have set N(xg) = 1; also, we have A < ro < 4A/3. It yields first
that B(to,r0) = T'; next, we see that N'(B(to,r0),70/3) > 1 since 2(r9/3) < 8A/9 < A,
implying that B(t,rg/3) # T for any point ¢ € T. We have thus |S;| = N; > 2, the
condition cg for a control function is satisfied. The function N was defined in a way
that it has the same value N(y) for all children y of a node z. In addition, we know
that N(y) > N(x)3, thus N satisfies ¢y; finally, we have |C(x)| < N(y), condition ca.

A few comments are in order.

— We see that r; is just 37%rg, but I find that 7; is better looking than 3~ %rq: I will
keep r; throughout. We have 7,11 = r;/3 for i > 0; let us decide to set r_; = 37 so
that we can say that r;_1 = 3r; for all ¢ > 0.

— Being an r;41-p-net for B(t;,r;), the set S; i1 is r;11-separated and

Sz'—|—1 C B(ti,ﬁ;) C U B(S,TH_l).

sESit1

— In the poor case, the value N;;1 = N? is merely an upper bound for the number
of children of the node x; (17).

2.1.2. Gaussian estimates

Let us fix a node x; in the ¢th generation, where we have ¢ > 0, and let us perform
the “extraction” x; > (¢;,7;). Passing from z; to all its children x;11 = (tj41,7541),
we shall get from Corollary 2 a relation between the expectations of the suprema of the
Gaussian process (X;)ier over a ball centered at ¢; on one hand, and over balls centered
at the various t; 11 on the other. The radii of these balls will be fixed multiples of r;, the
(common) multiple for the children being smaller than that for their parent z;. The set
of points t; 1 that are the latest positions in the children x;;1 of x; form the set S;;.
Recall that r;11 = r;/3 and that by condition ¢y, the control value N;y; = N(z;41) only
depends upon the fixed node z;. There are two cases to consider:

— suppose first that we are in the “rich” case: then we know that N; 11 = [S;y1],
and S;11 is a r;41-p-net for B(t;,r;). Let 20 = r; 41, so that the set S;11 C B(t;,r;)
is 20-separated. Notice that §/2 = r;1/4 = r;/12; applying Corollary 2 we get

o(ri +1:/12) = (r;/24)\/In N; 11 + @(r;/12),

and carelessly writing r; + r;/12 < 2r; we arrive at
(23) ©(2ri) = (ri/24)v/In Nip1 + o(r;/12);

21



— otherwise, in the “poor case” for x;, we know that N;;; = N?. We essentially
do nothing in this case, it is not the right time, we just observe that

(24) riv/In N = \/ém/lnN_£ 1VInN; < Sri_1y/InN;

because 7; = r;_1/3 and v/3 < 2, hence

(ri/24)\/lnNi+1 < —(Ti_1/24)\/ lIlNi,

and obviously we have that

Wl N

p(ri/12) < p(27;).

Adding these two informations and letting x = 1/24 we obtain

2
(25) o(2r;) + 3hTi-1 VInN; = krin/In Ny + o(r;/12).

We now observe that this inequality is clearly valid also in the “rich” case, simply because
we have then (23) and xr;_1v/In N; > 0.

Let x = (2;) >0 denote a maximal branch in the tree A’: the node x( in the branch x
is the root of X', and x;,1 is a child of x; for every ¢ > 0. We may consider the elements
in the branch as functions of x and write z; = z;(x) > (¢;(x),r;) for the node z; at
level 4 in the branch x, with the control value N;(x) = N(z;(x)). Now, for any branch x
and every i > 0, Equation (25) gives

(26) o(2r;) + gfwi_“/ln N;(x) = krin/In Nipq(x) + ¢(r:/12).

Summing (26) from ¢ = 0 to an arbitrary k& > 0, using r_1+/In Ny = 0 because Ny = 1,
and reorganizing the root-of-log terms we get

k k k
ng(?ri) > g Zri\/lnNiH(x) + ng(ri/u)

for any infinite branch x. Observe that

(27) p(ri/12) Z p(27i43)
because 273 = 27;/27 < r;/12. Hence

wlm

k
Zﬁ\/ lnNz—H )
1=0

2
Soe(ri/12) 2 > p(2r)) thus 3p(2r0) > 3 p(2r) >
- = i=0

Finally, for every infinite branch x of X we have that

(28) Zri In N;y1(x) < %g@(%o) _Y E* =216 E(Sup Xt>

teT

The series above is very similar to the series ¥1(7") in (1). We let

= Z?‘i In Ni+1<x)
=0

a function of the branches x, bounded by a multiple of the expectation of the supremum
of the invariant process (Xi)ier.
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2.1.3. Summary

Let us review for future use the properties of our tree X, its control function N and
radius function p. For presenting these properties, let us denote by 6 the function on X
that associates to each node x its latest position 0(z) € T. For every node z in X
with = >~ (t,7) = (6(x), p(x)), let us say that the ball B(¢,r) is the ball associated to x,
and denote it by 5(x) = B(t,r). Recall that C(x) denotes the set of children of x.

ag — The root of the tree is ¢ = (tg), where tg = 6(x) is an arbitrary point in 7.
The radius 79 = p(xo) is chosen such that A < rqg < 4A/3, where A is the diameter
of T; it implies that B(zg) = T.

a; — For every node x € X with z > (0(z), p(z)), the ball 5(z) = B(0(x), p(x))
associated to x is covered by the balls associated to the children y > (6(y), p(y)) of z,

(

Blx)c |J Bly), and 6(y) € B(8(x), p(x)), ply) = p(x)/3 for (18) any y € C(x).
yeC(x)

as — The function z — N(z) is a 3-control function on the tree X', thus satisfies
the properties cg, ¢c1 and ca,

N(zo) =1, yeCzo) = N(y) = 2;
y,y €C(z) = N(y)=N(y); ye€C(z)= N(y) > N(z)*;
y € Cz) = |C(x)| < N(y).

We did not yet make use of the invariance condition (22). When defining the children
of a node z, € X with x, > (t.,r.), we have set r = r,/3 and we have then introduced
a r-p-net of N points for the ball B(ty,ry), where N = N(x*) could depend upon z,,
without using the fact that according to (22), the covering number N*(B(t,7.),r) does
not depend upon ¢ € T. Using that condition, we can find a r-p-net with the same
number N of points for every other ball B(t,r.) of that radius r.. Doing this from the
root xg on, we may replace the functions of branches x — N;(x) by constant values Nj,
for each ¢ > 0, and write the conclusion of the tree construction as

(29) o1 = Z?‘Z’\/IHNH_1 < +00.

=0

2.2. The entropy-like condition is sufficient

Let X be a rooted tree associated to the index set 7" of an invariant centered Gaussian
process (X¢)ier, let N be a 3-control function for X and p the radius function. We
assume that the nodes at level i > 0 in the tree X have the form z; = (to,t1,...,t;) as
in the previous sections, we set r; = p(z;) and N; = N(z;). We assume that X', the
functions N and p satisfy the three properties ag to as. In addition, we assume here
that the values V; do not depend on the branches. We shall explain that conversely, the
condition o7 < oo in (29) allows one to bound the expectation of the supremum of the
process (X¢)ter-

We start from the root xg = (tg,70), that was chosen so that B(tg,ro) = T (see
the condition ag), and we move toward an arbitrary point 7 € T' by successive steps in
the tree, that will form an infinite branch x(7). To begin with, we set zo(7) = zo, we
let to(7) = to, and we have that 7 € T = B(to(7),70). Next, the point 7 is contained in
at least one of the balls B(t1,71) corresponding to the last positions ¢; of the children
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of zg, that cover B(tg,rg) (this is condition a;); we let x1(7) > (t1(7),7r1) be a child
of xo(7) = x( for which we have that 7 € B(t1(7),r1). Then, using a; repeatedly, we go
on choosing successive nodes x;+1(7) > (t;+1(7), 7i4+1) such that ;41 (7) is a child of z; ()
for which we have again 7 € B(t;11(7),7;+1). We see that the sequence (¢;(7)) tends to T
in T because 7; tends to 0(1?) and d(7,¢;(7)) < r;. We know that ¢;11(7) € B(t;(7),7;)
using a; again, and it yields that the step from ¢;(7) to t;41(7) has size < r;, we shall
use it below.

The control function N takes the same value IV; on all the nodes in the ¢th generation
of the tree X. If we fix 7 > 0 and consider the finite subtree

X;={reX:N(x)<N;}

we know by Lemma 5 that there are at most IV f’ /% leaves in that subtree, and clearly, the
leaves of X; are precisely the nodes in the ith generation of X'. Hence, when 7 varies in T’
and when ¢ > 0 is fixed, the global number M; of paths from z( to all the nodes x;(7)
admits (29) the bound

(30) M; < N¥? < N2

2

(if ¢« > 0 then N; > 1). Because Var(Xy,, () —Xu () = d(tiz1(7),t:(7))* < r? and
using (9), we have for each integer i > 0 that

E sup |Xti+1(7') _Xti(7)| < T‘i.2 lIl(MH_l + 1) < 27““ /In Nza—l < 37“2'\/ In Ni—l—l-
TeT

Every 7 € T is the limit of a sequence (t;(7));>0 and to(7) = to, hence

o0

Xr— Xy = Z (Xti+1(7') - Xti(”r))'
1=0

It follows that
Esup [ X, — Xy | <Y Esup Xy, ()—Xe,n| <3 _riv/InNipy
i—0 TeT .

TeT i—0

thus, knowing that E X;, = 0, we conclude that

oo

E(supXt> <3 Zri InN; 11 =301, E(Sup |Xt|> <E|Xy | +301.

teT P teT

Of course what we just did is nothing but a variant of proving that the finiteness

of the Dudley integral related to a Gaussian process implies that the expectation of its
supremum is finite. We could actually have easily related directly the condition

g1 = Z?‘Z’\/IHNZ'+1 < 400

1=0

to Dudley’s integral. Indeed, we have seen at (30) that there are M; < N? paths from
the root zg to the nodes of the ith generation in the tree; in other words, the set T; of
points t; € T appearing in the nodes (t;,7;) of that ith generation contains at most N?
points, and we know by iterating condition a; that the balls B(t¢;,7;) centered at those
points t; € T; cover T'. This means that

N(r;) < M; < N?,

24



where N (¢) = N (T, ) denotes the minimal number of open balls of radius € > 0 needed
to cover 1. When r;;; < ¢ < r; we thus have

N(e) S N(rip1) < NPy,

hence .
/ VInN () de < riy/In(NA ) < 2riy/In Njpy
Tit1

and because rg > A and lim; r; = 0, we conclude using (28) that

A 0o
Ip(T) = / VInN () de <2 riy/InNip; = 207 < 432 E(supXt>.
0 o teT

These are pretty much the same arguments as those that we have seen before, when we
discretized the Dudley integral.

3. Beyond invariance

Consider again a centered Gaussian process (X)ter such that

E* = E(sup Xt) < 00.
teT

If we give up invariance for the process (X;)¢cr, we lose Equality (21). Then, for each

point s € T and r > 0, we can do nothing but consider

o(s,r) = E( sup Xt) < BT
teB(s,r)
Without invariance and applying Corollary 1, it only remains from (23), when i = 0 for
example, that

o(to,2r9) = E( sup Xt) > (ro/24)+/In Ny + min E( sup Xt)

tEB(to,QT’Q) SESL tEB(Ser/12)
= (r9/24)y/In N1 + misn o(s,710/12).
s€01

This cannot be used, unless we can make sure that the different values ¢(s,rq/12),
for s € S1, are “under some control”, let say for simplicity that they are essentially the
same. For this we need a quite natural extra step in the construction of the tree. After
finding generation ¢ and before defining the (i+1)th, we have to make divisions into
“zones” where the function ¢ will be controlled in a suitable way. Now, the collection
of children of a node z; in the ith generation will possibly be split into different sub-
collections corresponding to these “zones”. Also, we shall need an improving control
over ¢ as ¢ increases, by locating values of ¢ in smaller and smaller intervals of the
real line; in order to avoid multiplying unnecessarily the number of parameters of the
construction, we shall use(?1) the rapidly growing numbers N; = N(z;) to this end,
locating values of ¢ at level ¢ in small intervals of size Ni_l.

We shall thus divide the successive sets obtained in the invariant case —there, they
were the balls B(t;,r;)— into “homogeneous zones”. The nodes at level i > 0 in the new
tree X will now consist of sequences

xr = (V,to,tl,...,ti) where tj eT, j =0,1,...,1,
and where V' is a non-empty subset of 7', a “homogeneous zone” where a certain variation

of ¢ will be controlled, and tg, t1,...,t; are as before the successive positions of x and its
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ancesters. We say that V is the region associated to x, the point ¢; is the latest position
and we have as before a radius r; = p(z) associated to each node. It will be useful to
define the function § on X that associates to x its latest position t; = 6(x), and the
function R that indicates the region V' = R(z). We shall now denote the extraction of
the main information V,¢;,r; associated to x by writing

x> (V,t;,r;), again with r; = 37 'r.
We could (mostly uselessly) write > (R(z),(z), p(z)). The set V' will be contained in
the ball B(t;,r;) of radius r; > 0 and center ¢; € T. The new control function will be
defined in two steps: we first find a bound N on the entropy of V', and then a bound
in N2 for the number of siblings of z, so that the actual control function will be N2. The

function N will be called the growing function for the tree, it will satisfy the conditions cq
and ¢y, and N2 will be the 3-control function, satisfying c, in addition.

3.1. A new tree

The construction of the tree X and of the growing function N (and therefore of the
control N?) goes as follows: we suppose of course that T has at least two points, so that
its diameter A is > 0, and finite(2). We choose ro such that A < rqg < 4A/3 and ¢y a
point in 7', hence we have T' = B(to,79). The root of our tree is ¢ = (Vp, to) with Vo = T.
We let p(zg) = 19 and Ny = N(zp) = 1. So far this is exactly as before —save for the
addition of Vj to the singleton (ty)— and it is still convenient to let r_; = 37o. Let us
describe the modified construction step.

Suppose that a node x, has been introduced in the tree X', with z, = (Vi,t.,r.) and
growth value N, = N(x,). The first part of the construction step is essentially identical
to what was done in the invariant case, except that the set V, replaces now what was
the ball B(t.,r.) before, and that the control will be defined differently, in two steps,
first the growth value, and later the control value: let

r=r./3 and let S be a r-p-net for Vi,
that is to say, the set S C V, is a r-separated set such that
(31) V. c | B(s.r).
seS
We let N = max(N?, |S]), this will be the growth value for all the children of z,. Again,
the rich case is when N = |S| > N2, and otherwise we have the poor case N = N2.

Here comes the difference: in the invariant case, the children of x, corresponded
to the points s in S and were thus directly associated to the balls B(s,r); now, for
each s € S, we make a further splitting of the ball B(s,r), arising from a splitting of 7"
for every integer n > 1 and « such that 0 < o < n, we consider the (possibly empty)
subset of T defined by

Wa(r,n)={veT: pvr/12) e Z(a,n)}
where
Z(a,n) =[aE*/n, (a+1)E*/n] C [0, E*].
Notice that
(32) T= | Walrn),
o<a<n

since the segments Z(a,n) cover [0, E*] and 0 < ¢ < E*.
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Coming back to the construction, the sets W, (r, N ) will be the “homogeneous
zones” that were mentioned earlier. We shall apply the further division induced by
these sets W, (r, N): the first component V' of the children of x, will be contained in one

of the intersections B(s, ) N Wy (r, N). Precisely, the children z of 2, = (Vi t,,7) will
satisfy « > (V, s, r), where

r=r./3, V:VOB(ST)OW(TN);AQ) s€S, 0<a<N.
For every child x > (V,s,r) of ., we have s € V, and V C V, by construction, and we

let N(z) = N. The number of children of , is less than or equal to |S|N < N2, we

shall define N2 = N 2(x) to be the control value for all those children .
Intersecting the “coverings” in (31) and (32), we see that

(33) V. ¢ J{B(s.r)nWa(r,N):s€8, 0<a< N},
which implies that the sets V' corresponding to all children = > (V,s,7) of x, cover V..

Let us check that the function N is a 3-growing function on the tree &: for
the root xg = (Vo,to,70), we have Vo = T, N(xzp) = 1 and A < rg < 4A/3. It
yields that N*(Vy,70/3) = N*(T,re/3) > 1, since the inequality 2(r9/3) < A implies
that B(t,ro/3) # T for any point t € T. We have thus N; > 2, the condition cq for a
growing function is satisfied. The function N was defined in a way that it takes on the
same value N (y) for all children y of a node x and N(y) > N(z)3, thus N satisfies the
condition c1, and is therefore a 3-growing function. It is obvious that N? also satisfies cg
and c; and furthermore, we have |C(x)| < N?(y) when y € C(z), the condition co for N?
to be a control function is satisfied.

Let us repeat things with a mention to the level ¢ > 0 in the new tree of the parent
node
Ty = Ty = (‘/Z',to,tl,. . .,ti)
with growth value N; = N(xz;). We let r; = p(x;) = 37'rg and 7,01 = 7 = 1;/3, we
have a set S;11 = S that is a r;;.1-p-net for V;, and we let N;;1 = N = max (N3, [Sii1]).
Then the set V; is divided into homogeneous zones V1, the children ;1 of x; have the
form

Tit1 = (Vig1,tos e,y ti, 8),
with
Viter = Vin B(s,rig1) "1 Wo(riz1, Niy1) #0, s € Siy1, 0 < a < Nijq,
and we have that
R(zit1) = Visr, 0(xit1) = s, p(@iv1) =7rit1 = p(:)/3), N(@iy1) = Nij1.
The number of children of z; is bounded by the control value Ni2+1' By Equation (33),

we know that the sets V;;1 corresponding to all the children of z; cover V;. For every
child zj41 = (Vig1, tiv1,mi41) of x; = (Vi, ti, 1), we have

Vier C Vi, tiy1 € Vi, Vigr C B(tiga, rig1)-

By construction, when v runs in the set V; 1, the values of p(v,7;41/12) stay in a
segment of length E*/N, ;. For each node = > (V,¢,7) in & let

(34) z(z) = inf{p(v,r/12) ;v €V} >0
From what we have just said, we know when x;11 > (Vj41,t;41,7i+1) that

veEVigr = 2(Tig1) < @(v,1i41/12) < 2(wi41) + E* /Ny,
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and we also have
veVy = z(xg) < o(v,10/12) < 2(z0) + E* /Ny,
because Ng =1 and 0 < p < E*.

In the invariant case, the function t — @(t,7;41/12) is constant on T and in
that situation, the above procedure produces exactly one homogeneous zone inside the
ball B(s,r;+1), for each s € S;11, namely, the ball B(s,r;11) itself: there is only one
set Viy1 =V, N B(s,r;11) for each given point s € S;11.

3.1.1. Estimates

Suppose that ¢ > 0 and that z; is a given node in the ¢th generation of the new tree X,
with x; > (V;,t;,7;) and growth value N; = N(z;). Recall that r;;1-p-net S;q for V;
with r;41 = 7;/3 has been introduced, and that N;;; = max(N3?,|S;y1]) is the growth
value for all the children of z; in the next generation (i+1). There are as before two
possibilities:

— in the “rich case”, we have N;y1 = |[S;11] > N and we know that the set ;i1
is r;41-separated, contained in B(t;,r;) because S;1+1 C V; C B(t;,r;); therefore, by
Corollary 1 applied with 2§ = r;41 —and thus §/2 = r;;11/4 = r; /12— we obtain

o(ti, ri+r;/12) = E( sup Xt>
tEB(ti,’r’i-f—Ti/lQ)

> (r;/24)y/In N; 11 + min E( sup Xt>

$€Si+1  \teB(s,r;i/12)
> krin/In Njyq + in‘f/ o(v,7i/12) = kri/In Niyq + z(z;),
veVs
by the definition (34) of z(z;); we just lazily write and keep in mind that
o(ti,2r;) = kri/In Nipq + 2(x;);

— otherwise, we are in the poor case, thus N;y; = N?. On one hand, we use
as before %I’i?“i_lx/ln N; > kr;y/InN;11 —see Equation (24)—; on the other hand,

given v € V;, we have

2(x;) < (v, /12) < (b, ri +1i/12) < @(t;,27)
because B(v,r;/12) C B(t;,ri+r;/12) since v € V; C B(t;, ;).
In both cases, we conclude that
(35) o(t;, 2r;) + ;f‘ﬂ"i—lm > kriy/In Nijpqy + 2(x).
This replaces Inequality (25) from the invariant case.

3.1.2. Adding up

Let us consider a branch x = (x;);>0 of the tree, with z; = x;(x) = (V;(x), t;(x),r;) and
growth value N;(x) for each i > 0, where

Vi(x) = R(zi(x)), ti(x) = 0(zi(x)), ri = p(wi(x)), Ni(x) = N(zi(x)).
Let us write the values z;(x), t;(x) and N;(x) without their x variable, but remember

that there is a branch x that remains fixed in the following lines. Adding (35) from ¢ =0
to an arbitrary £ > 0 and reorganizing as before the root-of-log terms we get

k k k
(36) ;(,0(251,2?"2> 2 g Z%r“/lnNﬂ_l +;Z(IL‘Z>
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Inequality (27) has to be revised, we argue now as follows: let x; = (Vi,t;,r;) be
the node of x at level ¢ € N; the set V; C B(t;,r;) is an “homogeneous” subset, meaning
precisely that z(z;) < ¢(v,7;/12) < z(x;) + E*/N; for all v € V;. One then has that
(37) @(tits, 2mit3) < z(x:) + £ /Ny

indeed, we see that 2r;,,3 = 2r;/27 < r; /12, and we know that t;13 € V;1o C V;(22),
therefore

@(tivs, 21it3) < @(tiys, ri/12) < z(z;) + E*/N;.
It follows from (37) that

k k k
2(zi) + > ETIN; =) oty 2r)
i=0 i=0 =3
and using (36) we get
k k ok k

Z(P(tz,QTZ)—FZE*/NZ 2 g ri\/lnNi—i—l —|—Zg0(t],27‘])

i=0 i=0 i=0 =3
Because ¢ < E*, then recalling (18) we obtain

2 k k
*k * * /{/
5E* > 3¢p(tg, 2r9) + 2E* > ;w(ti,:zm) + ;)E /Ni > 5 ;ri\/lnNHL

We conclude that
> 15
(38) o1(x) = Zr“/ln Nit1(x) < — E* =360 E (sup Xt>
K
i=0

for every branch x of the tree X.

For every node x = (R(x),0(x), p(x)) in X, we said that the set R(z) is the region
associated to the node x. Let us review the properties of the tree and the functions p
and N.

*

ay, — (compare to ag) The root of the tree is o = (Vp,%), where Vj = T and
where to = 0(x) is a point in 7. The radius rg = p(x¢) is such that A < rog < 4A/3,
where A is the diameter of T'. It implies that B(tg,r9) =T = V.

aj — (see ay) For every node z - (R(x),6(x), p(x)) € X, the region R(z) associated
to x is the union of the regions associated to the children y >~ (R(y),0(y), p(y)) of x:

R(z) = |J R(y), and 6(y) € R(x) C B(6(x),p(x)), p(y) = p(x)/3.
yeC(x)

In particular, we see that R(z;1(x)) C R(x;(x)) for every branch x = (z;(x));en and
every integer ¢ > 0.

al, — (see ag) The function N is a 3-growing function for X, and the function N?
is a 3-control function for A’

N(zo) =1, ye€C(xg) = N(y) =2;
y,y €C(z) = N(y)=N(); yeC(z)= N(y) > N(z)*;
y € C(z) = |C(x)] < N*(y).
For every branch x = (;(x));en and every i > 0, it follows that N (z;(x)) > 2¢ (see (18)).
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3.2. Suppose we have that nice tree

Let X be a tree with nodes = >~ (V,t,r) where r > 0, t belongs to the index set T of a
centered Gaussian process (X¢)ier, and V' is a non-empty subset of 7. Suppose that the
tree and the growth function N on X satisfy the properties ag to a3. If x = (z;(x));>0
is a branch in the tree and 7 > 0, let

Vi(x) = R(zi(x)), ti(x) = 0(zi(x)), ri = p(zi(x)), Ni(x) = N(zi(x)).

For a node z; at level i > 0, we also write z; > (V;,t;,r;) and N; = N(x;). Assume that
for some constant K; and for every branch x in the tree X', we have

0'1(X) = Zri\/lnNH—l(X) < Kl-
1=0

We want to use this information in order to bound the expectation of the supremum of
the process (X¢)ter.

When 7 is a point in T, we can again find a branch x such that ¢;(x) tends to 7,
and more precisely, such that 7 € V;(x) C B(t;(x),r;) for every integer i > 0, where
we write x;(x) = (Vi(x),t:;(x),r;): we let z¢(x) = z¢ be the root of the tree; then we
have 7 € Vp = T. Assuming that x; = z;(x) has been found such that 7 € V;(x) = R(z;),
we can find a child z;41 of x; such that 7 € R(z;41), because by condition aj, these
regions R(z;y1) cover R(x;) when z;4; varies in C(z;). We then let z;41(x) = x41,
going on with the construction of the branch x = x(7).

Let us fix a level i € N in the tree. Consider a node x; > (V;,t;,r;) from the ith gen-
eration. Let us first estimate the probability of a (relatively) large jump when passing
from z; to a specific fixed child ;41 = (Viq1,ti41,7i+1) of x;, that is to say, the prob-
ability of having a big absolute value for the difference X;, ,—X;, of the two values of
the process (X¢)ter at ;41 and ¢;. Consider u > 0 and let the size of the jump be

si(u,x;) = (u-l— 8lnN7;+1)7“¢,
where N;;1 = N(x;11) depends on the parent x; only, by condition a%. We shall recall
it by writing N(x;4+1) = Niy1[z;]. We know that ¢;41 € V; C B(t;,r;) by condition aj.
We have therefore d(t;11,t;) < 4, so the variance of (X;, , — X;,)/r; is < 1, yielding
P(|Xt - Xy, | > (u—I— 8lnNH_1)r7;) <P(|g|>u+ 8lnNi+1)

where g is a N(0, 1) Gaussian random variable, and by (7) we have

P(| Xy, —Xe| > si(u,2;)) <P(lg] > ut/8InNiy1) <exp(—(ut 81nNi+1)2/2)

< exp(—u2/2 —4InN;yq) = e/ NZ.:_A‘l.

i1

i1

Note that N;,; > 27! by condition as. We rewrite the last two lines as

P(1X1,,, = X1, > si(u,2:)) e 2NN e /2277 NS = ¢y(u) N3

i1
where we have set ¢;(u) = 2771 e~""/2_ The total probability pz(-iﬂ)(xi) of having a
jump of that size s;(u, x;) when passing from x; to any one of its children in the (i+1)th
generation (there are at most N7, [z;] of them by aj) is thus bounded by

() < NP () NGE = es(w) N [a).

7

Using Nj41 > N} for every integer k > 0 (condition a} again) we conclude that

(39) pz('iﬂ)(%') < ciu) N, 2],

(2
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where z;_1 is the parent of z;. For 0 < j <4, let p(H'l)(xj) denote the probability that
starting from x; € X at level j along any pos&ble path in the tree of the form

Ljy Ljgly «-ny Tiy Tif1,

ending at an arbitrary descendant x;1 of x; in the (i+1)th generation, we have a jump
of size > s;(u, x;) between the levels i and (i+1) in one of those paths. By induction,
starting from the inequality (39) that corresponds to k = i, we shall estimate p( +1)( k)

for any node xj, at level k, for k going down from k=7 —1to k= 1.

Fix k such that 1 < k < i. Suppose that p,(jill)(xkﬂ) < ¢i(u) Nk__i’l [x] for every
node z; € X at level k and any child x4, € C(z). Knowing by a3 that x; has at
most N2, [zy] children, we see that

P (@r) < NP L[] ci(u) N2 fee] = ea(w) N ] < eau) Ny B lag—i,

where xj_; is the parent of x;. In this way, we arrive at p( +1)( 1) < ci(u) Ny 2 [xg] for
every x1 € C(xg), and finally with Ny = Ny[xo] > 2 we have

py M (w0) < NP.ci(u) NP = ci(w) Ny < eiu) =27 Le ™ /2,

This is a bound for the probability of a jump of size s;(u, x;) between the ith generation
and the next, for any path from the root to a node in the (i+1)th generation. Starting
from the root, the first jump to consider is so(u, o) between xg and its children z7, so
the probability p(u) of finding for some ¢ > 0 a jump of size s;(u, z;) between the levels i
and (i+1) in the tree is bounded above by

Zp(z-l—l) —u2/2 22 i—1 e—u2/ )

Except for a set S(u) C Q having probability < p(u), we obtain that when w ¢ S(u), all
steps
‘XtH_l(x) (w) - Xti(x) (W)‘7 (> 07
along any branch x are less than s;(u, x) := s;(u, z;(x)), so that outside S(u), we have
Z |th+1(x) Xt (X)| Si(uv X)
=0 =0
(40)

< (Zn)u—i— Zrﬂ/8lan+1

1=0
< (3/2)rou + 3K1 < 2Au+3K;.

We know that every 7 € T is the limit of the sequence (¢;(x));>0 for a certain branch x,

and to(x) = tg, hence
oo

X — Xto = Z(Xti+1(x) - Xti(x))'
=0

It follows from (40) that for every u > 0, we have
P(sup |X; — Xy| > 2Au+3K;) < P(S(u)) < e /2
TeT
This certainly implies that

E(sup | X — Xt0\> < 00,
teT
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and more precisely, letting X* = sup,cq | Xy — Xy, |, we obtain that

oo

EX*:/ P(X*>v)dv<3K1+/ P(X* >wv)dv
0 3K,
:3K1+/ P(X*>3K1—|—v)dv:3K1—|—2A/ P(X* > 3K; + 2Au) du
0 0

< 3K, + 2A/ e %/2 qu = 3K, + V21 A.
0

Also,
AVIn2 < rogv/In Ny < K3

/2
EX*<3K1+V27TA<(3+ %)K1<7K1.
n

3.2.1. Only the rich really count

so that

— This is just a remark in passing. Consider a branch x in X and suppose that a
path

Lj+1s Lj+2y -+ Tk
in that branch x consists only of poor nodes. By Equation (24) we have

2
Ti\/ In Ni+1(x) < g Ti—1V In NZ(X>

for every i between j + 1 and k, thus

ZW( ()) 1N 1 () = 2 I Ny ().

=741
This shows that for every branch x,

Zri\/lnNHl(x) <3 Z Tj\/lIle_Fl(X).
=0

x;rich

— We could have tried to relate the construction of the “new tree” in section 3
to the successive balls introduced in the invariant case. Indeed, we can construct the
tree X of Section 2.1.1 regardless of invariance. That would provide us with a system
of balls B(t;,r;) with the properties ag, a; and az. Next, we can try to build the new
tree X" by observing that the balls for X' give coverings of the sets V; —but the centers
may be outside V;—. There is a difficulty here: suppose that several balls B(t;, r;) related
to X meet an homogeneous zone V for A'* at points s;; then it may be impossible to
choose these s; to be well separated. Also, the number NN; in section 2.1.1 refers to the
global covering of B(t;—1,7;—1) by balls B(t;,7;), while in the new tree X* the value N}
refers to a single set V;_;.

3.3. Majorizing measure

We continue with the tree X, growth function N and control function N? specified at
the beginning of section 3.2, where the nodes at level ¢ > 0 have the form

Ty = (‘/’i?t(btl? <o 7t1)
and x; = (Vi t;,r;) with r; = 37%r. The construction of the successive regions V;

associated to the nodes could be seen as the introduction of a sequence of increasing
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finite fields (F;)i>o of subsets of 1" of which the V; are the atoms, and for justifying
this we better make the sets V; disjoint by a slight modification of the procedure. Let
us come back to the construction step of the children of a given node z, = (Vi, t.,r.):
first, we have set r = r,/3 and introduced a r-p-net S for V; then, the sets V' for the
children = > (V. t,r) of z, were constructed by breaking into homogeneous pieces V' each
one of the sets V., N B(s,r), for s varying in S. The sets V obtained in this way for a
fixed s cover V., N B(s,r), but we did not use that fact: we only used that V' is contained
in B(s,r) when z > (V,s,7), and that the various sets V' corresponding to all the children
of z, cover V.. Thus, instead of defining the regions V starting from the covering of Vi
by the balls B(s, ), that overlap in general and may thus produce overlapping regions V'
when breaking the sets V.NB(s, r) into pieces, we could for example consider the covering
of Vi by the Voronoi cells that are associated to the r-p-net S = {s1,s2,...,s,} for Vi,
namely, the covering of V, by the sets

Wy ={t eV, dist(t,S) =d(t,sx)}, k=1,2,...,p,

and in the usual way, make out of those W} a covering of V, by the disjoint sets

B = Wi\ | JW;, k=12..p
i<k
The set By is not empty: since S is a r-net, we have dist(¢t,S) < r for every t € T,
hence W; C B(s;,r) for each j, thus s, ¢ W; when j # k because d(sx,s;) > r, and it
follows that s, € Br. We complete the “disjointification procedure” by an inconsequential
modification of the sets Z(«a,n), that we define now for every n > 1 by

Z(0,n) =[0,E*/n], and Z(a,n)= (aE*/n,(a+1)E*/n] when 1< a<n,
a collection of (n—1) half-open intervals; then, for each fixed n > 1, the new sets Z(a, n)
are disjoint. Letting N, = N(z,) be the growth value for the parent node x,, we

introduce the integer N = max(N2,|S|) for the growth value at each child x of z;
finally, the children x = (V,¢,r) of z, are constructed from the elements

V=V,NBNZ(a,N)#0, 1<k<p=|5, 0<a<N, t=s, €8, r=r,/3,

and the different sets V', that clearly cover V., are therefore pairwise disjoint. We still
have that V' C B(t,r), knowing that 8, C Wy C B(sg,r) = B(t,r). As before, we only
kept the non-empty sets V' of the form above. (23)

We will use auto-indexing, and assume here that T C L?(Q2,P) is closed in L?.
Then T is a compact subset of L? (by the Sudakov bound, because E* < o), and for
every branch x of X, where we have z;(x) > (V;(x),t;(x),r;) for i > 0, the (Cauchy)
sequence (t;(x)) C T tends to a point in 7. The set X of all branches x of X" is a compact
space for its natural tree-topology (%4), and it projects on T via the continuous(?4)
mapping 7 that associates a limit point in 7" to each branch x,

m(x) = lim t;(x) € T.
3
On the other hand, because the sets V; of a same level i are disjoint, each point 7 in T’

determines a unique branch x = x(7) with the property that 7 € V;(x) C B(t;(x), ;)
for every i > 0; it follows that d(r,t;(x)) < r; tends to 0, hence

(41) T =mn(x(7)), and 7T =n(X).

Each set V; in the ith generation is an atom of the finite field F; of subsets of T'. The
field Fy consists of the sole atom V; = T". The condition aj implies that each atom V;
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of F; is split into atoms V;y; in the next field F;;; —here, we might make the side
remark that the growth function N;y; is previsible: its value depends only upon the
preceding field F;—.

This construction of fields on T could go along with defining a probability measure
on the space (T, F): this is what Fernique was looking for, a mesure majorante for
every centered Gaussian process with a finite expectation for its supremum (see Chap. 6
in [Fers]). The results in the next Section 3.4 imply that this measure exists (3), however,
the form given there in Equation (44) proved more manageable and useful than the
existence of a majorizing measure. We say with Fernique that a majorizing measure for
the centered Gaussian process (X;)icr is a probability measure p on 7' such that there
is a constant K for which

A 1
J(T) ::/O lnmdrgl(

for every 7 € T'. Fernique showed that the existence of a majorizing measure implies that
the expectation of the supremum of the associated process is finite. It should not be a big
surprise to learn that the invariant probability measure m on the torus T is a majorizing
measure for any invariant centered Gaussian process on T whose supremum has a finite
expectation: one could say that it is just another form of the Fernique theorem for the
torus —note that here the metric on T is the metric of the process, not the usual one—.
As it is the case for Dudley’s integral, the integral J(7) above can be discretized in the
form of an “equivalent” series

= 1
S(r) = ; ri4/1n —M(B(T, o)) ;

that satisfies (2/9)S(7) < J(7) < S(7) for every 7 € T.

Knowing what we know now, the most sensible thing to do seems to consider the
“natural” probability measure v on X associated to the tree X —or to the filtration—.
Let ¢ > 0 and let V; be an atom of the field F;; there is a unique node x; at level
such that x; > (V;,t;,7;) for some t; € T'; we associate to V; the closed-open subset of X
defined by

V;* = {X e X: .CCZ<X) =x; > (V;,ti,ri)}.

We set -
(V*
V) = v(X) =1, and p(Vi,) = A0
Si+1
for every atom V;i; of F;i11, where V; is the atom in F; containing the atom V;;
and where s;41 = s(zi41) € {1,..., N7} is the number of siblings of the node ;4

that corresponds to the atom V1, that is to say, the unique node x;11 at level (i41)
such that z;41 > (Viz1,tit1,7i41). It follows that v(V;*) is equal to the sum of all the
values v(V;* ;) corresponding to the siblings of x;;1, so that these coherent values do
define a probability measure v on X. For each node z; = (V;,t;,r;) in X', the measure
of V;* is equal to

. 1 : 1 1

00 =115 2 Wiy = sy

j=1 j=1

where x;_1,...,x;,...,2; are the ancesters of ;. We see as before in Lemma 5 that

M (z;) = N*(z;) N*(zi_1) ... N*(x1) N2 < N(2:)>N(2:)*2N(2:)%° ... < N(z;)%,

34



Let © be the image measure of v by the projection 7 from X onto 7. If V' is an atom, the
image by 7 of V* C X is a compact subset of T that contains V' (see (41)) and is contained
in the closure of V' in T indeed, if x € V*, we have t;11(x) € V;(x) C V;(x) =V, for
every integer j > ¢, and t;41(x) tends to 7(x). If V. .C B(t,r1) and 1 < 12, we get that

m(V*)C{seT :d(t,s)<ri} C B(t,rs)
hence
v(V?) < p(m(V7)) < p(B(t, r2)).

Let 7 € T and let x = x(7) be the branch such that 7 € V;(x) for each i > 0. Let
us write z;(x) = x; = (Vi, t;, ;). We know that 7 € V; C B(t;,r;) hence V; C B(r,2r;),
and because 2r; = 2r;_1/3 < r;_1 we have

i} 1 1
H(BUr 7)) > WK > s > g

Observing that u(B(7,19)) = (1) = 1, then writing N (z;) = N;(x), we obtain

oo 1 >
2 B T & \/ " (B )
< Z ri—oy/ In N;(x)3 < 6 Z ri—1V/ InN;(x) = 601(x)

Hence, the probability measure p on 7' is a majorizing measure for the process. O

3.4. Changing the variable

We continue with the same tree X, growth function N and control function N2, as in
section 3.2. We shall perform a “change of variable” identical to the one that has led
us from the first Dudley series ¥1(7") in (1) to the series ¥5(7") in (2). We introduced
a number b such that b > 1/(In2) > 1. Let us consider a branch x in the tree X’;
for every integer k > 0, let ix(x) be the smallest integer ¢ > 0 for which(2%) we have
that =1 < In N;,1(x); when k = 0 we obtain that io(x) = 0, because In Ny = 0 < b~*
and InN; > In2 > b~'. Let us define for every branch x a “variable analog” o2(x)
of ¥5(T) by setting
(42) o2(x) = ) 10 b

k=0
We repeat exactly the computations that we have done for ¥5(7"): let I(x) C N be the
set of values ix(x), k > 0, and for every i € I(x), let k(i) = k(i,x) be the largest k such
that ix(x) = i. First, adding up geometric progressions, then observing when iy (x) = ¢
that b*~! < In N;;1(x) and thus b*®) < b1n Ny (x), we get

k(i)+1 _ 1/9
_ Z ( Z Tibk/Q) < Z v (\/5?[ 1 - blj;Q/ 1 Z r; BE)/2
iEI(x) i (x)=i i€ I(x) b-1 U iel(x)
bm - > VI Nig (x bm Zm/lnNzH
1€1(x) %
therefore
b

(43) O'Q(X) < 171/27_10'1()().
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Let us fix £ > 0. By the definition of ix(x), we know that
thik(x)(x) < bk_l < lnNik(x)—i—l(X)-
Consider the family X of nodes x;, (x)(x), where x varies in the set of branches of X'
The nodes x € X, are characterized by
N(z) <exp(b* 1) and yec Cz) = N(y) > exp(d*1).
Thus, the nodes in X}, are the leaves of the subtree X, from Equation (19), where we

should let M = M, = exp(b*~!)?2 —remember that the 3-control function here is given
by 2 € X — N(z)?>—. By Lemma 5, we obtain that

X5 < M2 = exp(3bF1).

When k = 0, we have seen that ig(x) = 0 for every branch x, hence x;,(x)(x) = o: the
subtree Xy, is reduced to the root zy € X, and therefore Xy = {z¢}.

For every index k > 0, let T} denote the set of latest positions 0(z) € T of all the
nodes x € X}, namely

Tp = {0(x) : 2 € Xi}; we have that In|T}| < In|Xy| < 3bF.

We see that Ty = {to} since Xo = {zo} = {(Vb,%0)}. If the expectation E* of the
supremum of the process (X¢)er is finite, we know by (38) that the function x — o1 (x)
is bounded by some value K that is a universal multiple of E*; it follows by Equation (43)
that x — o9(x) is bounded by a multiple Ky = ¢(b) Ky of K;, with a factor ¢(b) that
only depends upon the choice of b.

Let 7 be an arbitrary point in T'; there is a branch x = x(7) such that 7 belongs
to the region R(z) for each node z in x; if & > 0 is given, consider the index i = i, (x)
associated to that branch. Then z;(x) = ;, (x)(x) is an element of X}. This means that
if we write x;(x) = (V;,t;,7r;), we have t; € T,. As always we know that

Vi CB(ti,Ti>, and 7€V CB(ti,TZ').
It yields that dist(7, 7)) < dist(7,?;) < r; = 74, (x), we thus conclude that

Z diSt(T, Tk>bk/2 < Z T'ip (x) bk/Q = Uz(X) < Ko.
k=0 k=0

After such a long time spent together, we finally abandon the tree X'. Here is the
final word: the sets (T} ) are finite subsets of 7" such that

ITo| =1; In|Ty| < 3b* and

44
(44) for every 7 € T, Z dist (7, T}) bk/2 < K.

That this implies a bound on the expectation of the supremum is slightly easier to
check than before: to each 7 € T and k > 0 we can associate a point tx(7) € T} such
that d(7,tr(7)) = dist(7,Tk); the number of couples (t5(7),tx+1(7)) that can appear
when 7 varies in 7T is less that g := |Tk| |Tky1], so that Ingy is less than 6651, When
going from ty,(7) to g1 (7) we shall look for jumps of order dist (7, T}, ) b*/2 for the process.
We can then apply the Gaussian bounds of Lemma 1 as we did before, in section 2.2 or
in section 3.2, and obtain

Xo o — X i
P(dist‘ i1 (7) Gl ) > cbk/2> < exp(—c?b"/2).

(T, Tk) + diSt(T, Tk—|—1
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We just have to choose ¢ > v/12b in order to compensate the size of g, < exp(6b.0*) when
applying the union bound inequality. We may observe that in doing so, we shall only use
the sub-gaussian character: we could as well deal here with any centered process (X¢)ier
satisfying (44) and such that

P(IX, — Xyl /d(t,s) > u) <2e /2 s teT, d(t,s)>0, u>0.
We can at last state Talagrand’s theorem (26).

Theorem 2. The expectation of the supremum of a centered Gaussian process (X¢)ier
is finite if and only if there exists a family (T})r>0 of subsets of T' that satisfies (44).

4. Back to norms

We will finally come back to some Functional Analysis, with normed spaces and bounded
linear maps, we also say operators. We start easily, with R™ equipped with the usual
FEuclidean norm

n 1/2
x|z = (Z mf) , x=(r1,T2,...,2,) € R™

i=1
Now and later below we shall deal with transforming, via a bounded linear map a,
a uniform scalar estimate obtained in a normed linear domain space FE, into a norm
estimate in the normed range space F'. Let for example a : E = R"™ — F be a linear map
from our normed space R™ to a normed linear space F'. Consider the standard Gaussian
probability measure v, on R",

1

B0 (@) = Gy

The uniform scalar estimate we have in mind is this: for every linear functional £ on R",
the image measure ¢ := £(7,) on the line is a centered Gaussian probability measure
such that

2

2 2
[ dvelw) = €],
R

hence

swp [ (&) dala) = swp [ wPdre(w) <1

lel<t JRrn lel<t JRr
This is what we mean by a uniform scalar estimate for a measure on the domain space,
here ~y,, on R™. This is just one example, implicitly involving the L?-norm, but we could
also use the other LP-norms and even beyond, as we shall see later.

We can view the normed space R™ with the probability measure v, as a probability
space (2,P) = (R",7,). Then each linear functional £ on R™ can be viewed as a
centered Gaussian random variable defined on €2, and the preceding quantities can be
seen as variances,

Var, (€)= B, (€ —E, 6)?=E,, & = /R u? dre (u).

Now, we may be interested in the image probability measure v := a(vy,) of v, on F' —in
other words, the pushforward v = ax~, of v,—, and look for a norm estimate on v,
rather than a mere scalar one, namely an estimate about

[ sl dvta) = [ asle drao)
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Here, we chose an L!-norm that will better fit our immediate purpose. In the Gaussian
case, this choice is not crucial, as it is known that all moments of Gaussian measures on
normed spaces are equivalent (Shepp—Landau-Fernique, see the simpler proof in [Fer]),
but it will be different soon.

The norm of a vector y € F' is the supremum of the values (y*,y) at y of the linear
functionals y* in the unit ball Bp« of the dual F* of F. Let us introduce the adjoint
map a* of a, that maps from F* to (R™)* ~ R"™. It is defined by the equation

(a*y*,x) = (y*,ax), ze€R" y"eF~.
We have therefore
laz||r = sup (y*,ax)= sup (a*y*, x).
y*€Bpx y*€EBpx

Letting T' = a*(Bp+) be the image of the unit ball Bp« of F* under a*, we can rewrite

laz]F = sup (€, z).
geT

We said that each linear functional £ can be viewed as a (centered) Gaussian random
variable defined on (R"™,~,),

E(w)=({,w), with w=zeR"

Then the family of £ =t € T is a centered Gaussian process (X)ier with Xy = ¢ = &,
and

sup X¢(w) = |law|| .

teT

Finally,
[ e avw) = [ faale dyate) = B (sup X.).
F R teT
This is the connection to what we have seen in the preceding sections.

4.1. Radonifying

The words “application radonifiante” were used by Laurent Schwartz, I couldn’t say
whether he invented this radonifiant or borrowed it somewhere. It is by attending the
1969 seminar [Sch| on the subject that I had my first experiences in “live” mathematics.

Let us start by giving an idea of the so-called Gaussian cylindrical measure g
on a Hilbert space H; our Hilbert space will be ¢2(N). The standard way of building
a model for an infinite sequence Xg, Xi,...,X,,... of independent N(0,1) Gaussian
random variables is to use an infinite product of copies of the probability space (R, 1),
where v; is the distribution of the N(0, 1) Gaussian random variables. We let

Q=RY, T'=® 7@, 4@ =r.
i=0
Then, the formulas
Xiw)=w; €R, >0,

where w = (w;)i>0 € Q = RY, define a sequence of independent N(0, 1) variables (X;);>0
on the probability space (£2,T'). Consider now H = ¢%(N) as a subset of RY = Q via the
formal identical injection (z;)ien € £2(N) = (2;)ien € RY. If we set on  the product
topology, we can easily check that the closed unit ball By of H, namely

Bp = {z = (z;)ien : Z%Q <1},
i=0
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is a compact subset of €2, as well as its multiple » By of an arbitrary radius » > 0. Hence,
the subset H of €2 is a K,-set, thus a Borel subset of 2. The ball » By is contained in
the hypercube

Cp=[-rrN, and T(C,)= H 'y(i)([—r, r]) =0,
i=0

as YO ([=r,7]) = y1([-r,7]) < 1. It follows that I'(r Bg) = 0, and H is a T-null set in
the probability measure I' does not induce a meaningful measure on H. However, if £ is a
bounded linear functional on H, we can make sense of £ as a random variable on (2, T");
indeed, we can see the action of £ = (§;);>0 € H* ~ (%(N) as a series of multiples of the
coordinate functions on 2. For every integer n > 0, the function

w +— i fz Xl(w)
=0

is a centered Gaussian variable of variance Y . ;&2 on (9, P); if £ € H*, the convergent
series

Ew) =) & Xi(w)
1=0

defines a Gaussian variable of variance [|£]|%;., and we can introduce its distribution I'¢
on the line. From this we can also consider, for every finite dimensional quotient Hy of H,
a probability measure I'y, on Hy that is the distribution of the vector valued random
variable Pp,, the quotient map from H onto Hy; this distribution is actually the N(0, Id)
Gaussian measure of that Euclidean space Hy. In addition, if H; is a further quotient
of Hy, then I'y, is the image measure of I'y, by the quotient map from Hy onto H;.
Thus, the Gaussian cylindrical measure vz on H is not a measure on H, but a projective
system of measures on the system of finite dimensional quotients of H. This “canonical”
object vy is also called white noise.

This notion of projective system of probability measures applies as well to any
Banach space, but for the Hilbert space it is not easy to distinguish between a finite
dimensional quotient Hy and the finite dimensional subspace H, g orthogonal to the kernel
of the quotient map Ppy,: one can thus also think that the cylindrical measure g
is in some sense the limit of the inductive system of N(0, Id ;s) Gaussian probability
measures on the finite dimensional subspaces HY of H. In the case of H = ¢/2(N), we can
simplify and consider the sequence (7,),>1 of measures on the specific n-dimensional
subspaces H,, of H defined by

Hy, ={(zi)iz0 : 2; =0, j 2 n}
and see the cylindrical measure 72 (y) as a sort of limit of the sequence (7v,).

Consider now for every u > 0 the product K, C RY defined by
Ky =][][-(u+4n(i +3)), u+ /4 In(i + 3)].
i=0

It follows easily from (7) that

oo

e\ &) < (3

=0

1

m) ¢ /2 hence lim 'K, =1.

U— 00
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Let us introduce the diagonal map
B:RY — RN B((2:)ien) = (BiTi)ien

where the diagonal coefficients (f3;);en decrease as 1/v/1Ini, say

1 .
fi=—F——=<1, 20
In(i 4 3)

The images B(K,) of the different products K, are contained in hypercubes [—cy, ¢, ]V,
because

4 1n(i + 3)

In(i + 3)

The image measure [(I') is therefore supported on a family of hypercubes, that can
be seen as bounded subsets in the Banach space ¢*°(N). We can consider (') as a
probability measure on ¢*°(N) —we should add: with respect to the weak*-Borel sets,
or in other words, the Borel sets induced on £>°(N) by those of RN—

< u+2=:cy.

We can also view 3 as a linear map from ¢2(N) to £*°(N), and we then have an
example of a radonifying fact: the somewhat abstract Gaussian cylindrical measure vy
defined “on” the linear space H = (?(N) is transformed by the map 3 into a “true”
measure (yg) = (') on the range space (>°(N).

4.2. p-summing maps

Given p € (0,00), a bounded linear map a from a normed space E to another normed
space F'is p-summing when there is a constant C' such that for every finite nonnegative
measure 4 on E, one has

) [ s = [ eall duwy < v s [ i ) auge).
Tre *

The p-summing norm (27) 7,(a) of a is defined to be the smallest possible C' in the above
inequality. The notion of factorization of linear operators is important is this context: it
is easy to see that given ag : Fy — E and ay : F — F;, we have

mp(a1 oaoag) < ||aol mp(a) [lai ],

so that the p-summing maps form an operator ideal. This property applies in particular
when FEj is a subspace of E, with the induced norm, and when ay is the isometric injection
from Fy into E; then aoag is the restriction of a to Ey: the p-summing maps are stable
by restriction —a fact that is is clear directly from the definition and the Hahn-Banach
extension theorem for functionals—. Also, we can prove that a given map is p-summing
if we manage to factor it through another map that is known to be p-summing.

These concepts were thoroughly studied by Pietsch [Pies]. In [Pieq], he introduced
a notion that became known as the Pietsch measure for the p-summing map a: the
unit ball Bg« of the dual E* equipped with the weak* topology is a compact space; the
bounded linear map a from E to F' is p-summing with m,(a) < C if and only if there
exists a probability measure P, on that compact Bg« such that

(46) lax|h < C’p/ (2%, 2)[" dPa(z*), z € E.
B«
Deducing Inequality (45) from this is a simple matter of appying the Fubini theorem,
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followed by an easy L'(P,)— L>°(P,) bound,

/sl dati / sl dpz)
(47) <o [ . ([ @)l duta)) apata)

< CP  sup (/E’(x*,x)}pdu(x)).

.’L'*EBE*

Proving the existence of the Pietsch measure requires a clever application of the Hahn—
Banach separation theorem —and of the fact that the space of measures on a compact
space is the dual of the space of continuous functions on that compact—. A sketch of
proof is given below in a more general setting.

The existence of the Pietsch measure leads to a factorization. Let Kg denote the
compact space Bp- equipped with the weak™ topology. Classically, one thinks of E as the
subspace of C(Kg) (the space of continuous functions on Kg) consisting of the functions

x* € Kp — (z*,x), xz€E,

with the Hahn—Banach theorem implying that E is isometrically embedded in C(Kg)
in that way. The preceding chain of inequalities (47) can easily be modified and used to
show that the formal “injection”

iE : C(KE) — Lp<KE,Pa)

is p-summing and 7,(ig) = 1. If we consider E as a subspace of C'(Kg), we may look
at its image ig(E) in LP(Kg,P,) and call E, the closure of ig(E) in LP(P,). Then the
Pietsch measure inequality says that a can be factored as

a: ¥ — E, — F

]E al
where jp is the restriction of ip to E. Indeed, Inequality (46) means that
lazllr < Cllip()llcee,), =€FE,

so that we can define a bounded operator a; from the image jgp(FE) to the space F' by
letting a1 (jr(z)) = a(x) for z € E, then extend a; to the closure E, of jg(FE) in LP(P,).
In this factorization, the first map jg is p-summing as restriction of i and

ﬂ-p(jE) < 17 ||6L1|| < C

Note that we may find P, for which C = m,(a). We can sum up everything by recalling
that a = a1 o jp and drawing the following diagram:

C(KE) Z—) Lp<KE,Pa)
U U

E — E, — F
JE ai
The early works of Alexandre Grothendieck [Groi], [Gros] in Functional Analysis
contain factorizations and measures similar to the Pietsch measure and factorization, in
particular in the case where p = 2. Lindenstrauss and Pelczynski [LiPe] have translated
the now famous Grothendieck inequality from [Gros] in the language of p-summing
operators: every linear operator from an L' space to a Hilbert space H is 1-summing.
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The usual definition [Pie;] of a p-summing map from F to F' uses finite sequences
of vectors in E rather than measures, asking that for some C' and every n > 1 we have

(48) > llaa;|h < cr sup Z\ e x| (25)j= C E.
]:1 *eB E* '_
Replacing each vector z; with A j/ Px;, we see that (48) is directly equivalent to restricting

our definition (45) to finitely supported nonnegative measures p = Z?Zl Aj Oz, on E.
Suppose now that a linear mapping a : £ — F’ satisfies
1/p
(49) faaledu@) <€ swp ([ ") duta))
E x*€B(E*)

for some C and every probability measure p on E. This is formally weaker that our
definition of p-summing maps (the L'(x) norm on the left is smaller), but we will check
easily that it is equivalent. Playing with the L7(x) norms on the right-hand side of (49),
this implies that when the mapping a is p-summing, it is also g-summing for all ¢ > p.

We show now that (49) implies (48). Let (z;)7_; be given and let us try to prove (48).
We may discard those vectors x; with az; = 0. Then, for every index j in the remaining
set R C {1,2,...,n}, we define

1 s
N = llazg||B, o =—— 2, €E, N =" .
’ ZieR)‘i

T ezl
We observe that [laz|r =1, and (49) applied to p =3,z A} 0 2/ gives the result,

1= 3% = S N lladfle = [ laslle dua)

JER JER
< C sup (Z)\;Rx*,x;)‘p)l/])

<ZjeR}<x*,xj>!p)“p.

> jer laz;lp

=(C sup
.’E*EBE*

4.3. $-summing maps

One can go beyond the class of LP-spaces, and introduce ®-summing maps for any
Orlicz function ®, especially for functions ¢ that grow more rapidly at infinity than any
power-type function. An Orlicz function @ is an increasing convex function on [0, 00)
with ®(0) = 0. If (S, v) is a measure space, one says that a function f on S belongs to
the space L®(v) when there is a > 0 such that the integral of ®(a|f|) with respect to v
is finite; hence, ® and u +— ®(cu) define the same space of functions, for every ¢ > 0.
We extend @ to R by letting ®(¢) = ®(|¢|) when ¢ < 0.

Of special interest are the functions u — o’ —1, that are closely related to the
Gaussian distribution. Fernique examined those functions and their conjugate functions
in Chap. 5 of [Fers]. We make here a bizarre choice of ¢ and set

Dy (u) = B/ weR

Y

We say that a random variable X has norm < 1 with respect to ®5 when

E ®y(X) <1, thatis, when Eexp(3X?/8) <2

42



By Markov’s inequality, this implies an estimation on the tail of the distribution of X,
P(|X|>u) <2 e 3W /8 >0,

and conversely, this bound on the tail yields for example that E @2(% X) is finite. It is
easy to see that having f € L®2 is equivalent to saying that f belongs to all the L? spaces
with p < oo and that for some C, one has(28)

1 fller <CVp, p =2
If X is a N(0, 1) Gaussian variable, we get

2 2 du 2 du
E® X+1:/63“/8e_“/2—: e W8 — =2
2( ) R V2T R V2T

hence X has norm 1 in L®2 —this is the reason for our strange normalization of ®5—.

We say that a linear map a : £ — F is ®-summing if it transforms measures u
on E with a uniform scalar L®-estimate into measures on F' with a norm estimate, in

the form (49) for example: for some C' and for every probability measure p on E, one
has

(50) sup ||z — (&, HL‘P(u) = / laz||p du(z) < C.
§eB(E") E

Suppose that a # 0 satisfies (50) with C' = 1, and consider the set S of functions f on
the unit ball Bg- of the dual E* of E that have the form

f(&)=-1+ Z/\iq)«g,yi»v § € Bg-,
i=1
where n > 1, A; 2 0and >, A; =1, and [lay;||p > 1 for every i = 1,2,...,n. This set S
is a convex set of functlons that are continuous on the compact Krp = Bg+ equipped
with the weak-* topology. One sees from (50) applied to i = ). \; d,, that S is disjoint
from the open convex cone (2 consisting of functions < 0 on Kg. It follows from the
Hahn—Banach separation theorem that there exists a probability measure P, on Kg such
that P,(f) > 0 for every f € S, in particular,

/K (€, )) dPu(6) > 1

whenever ||ay||p > 1, and it yields that

(51) /K <I>(<§’x> )dPa(f) 1 when az #0, or |az|r < H£|—> (& x HLq)(P)

laz]|r

for every x € E. The probability measure P, is a Pietsch measure for the ®-summing
character of a, let us say a ®-Pietsch measure.

Going from the inequality (51) with the Pietsch measure, back to the definition (50),
is less pleasant than in the p-summing case, due to the lack of homogeneity here.
Since ® is convex and ®(0) = 0, we know that ®(¢)/t is non-decreasing for ¢ > 0,
hence when [|az||r > 1 we may write

teate 212t ) = (e, )/ () <262

and using (51), we get

foale < laslle [ 8({E5 Yarie) < [ (.0 apue)

|az||r 5
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Suppose that p is a probability measure on FE such that
sup / <I>((§,a:>) du(z) < 1.
(EEKE JE

It follows that

/El{|ax|F>1} HawHqu(w)</<I>(<§,w>)dPa(£)du(x)</dPa(§):1,
and

[ lazledu@) <1+ [ Lganon lasle dua) <2

Starting with a Pietsch measure with constant 1, we got Inequality (50) with C' = 2,
which is somewhat unsatisfactory, but was easily obtained.

If the given Orlicz function ® is our function ®5, we see that for any p finite,
the L®2(u)-norm is larger than some multiple of the LP(u)-norm: it then follows, com-
paring (49) and (50), that being ®5-summing is weaker than having any of the p-summing
properties with p < oo. A prototypical example of a ®o-summing map is the diagonal
map [ :¢*°(N) — ¢>°(N) given by

B((zi)ien) = (Bixs)ien, Bi = 1

V(i +3)

seen previously in Section 4.1. Indeed, suppose that a diagonal map § : £°(N) — £°°(N)
is given, with diagonal coefficients (9;);en that decrease at least as rapidly as the (5;)ien
do, say

0l <Bi<l, =0
Then § is a ®y-summing mapping: let p be a probability measure on ¢*°(N) satisfy-
ing a uniform ®s-scalar estimate; let us suppose for instance that for every coordinate
function x € £*° — x; with ¢ > 0, we have

By Markov again, it implies for each coordinate function that
plx |z >u) <2 e 3u/E >0
Then
w0zl >2+u) = p(z: sup|d;z;] > 2+ u)
i>0
Z,u(m e > (24 w)/In(i + 3))

i>0

< ZM($3|%|> 41n(i + 3) + u)

i>0

1 —3u?/8
<2(Sams)

i>0

N

This yields of course that the norm function x € £*° — ||§z| s belongs to L*2(u). In
particular, every linear mapping a : £ — F' that factors through a “sub-object” of S has
the property that

<C

(52) sup Hx — (& x Lo S

<1 = HxHHMHF)
§EB(E~)

>HL<I>(H) =
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for some C and every probability measure 1 on E. By such a “sub-object factorization”,
we mean that there is a mapping o : £ — ¢°°, linear and bounded, such that

lazllp < Boazle, =€k

We will give a ®9-Pietsch measure for 5. Let (ep)n,>0 denote the standard unit
vector basis for £}(N), and consider the measure on the unit ball of £} (N) defined by

— 1
PB:/);W(SW

where p > 0 is chosen to make Pg a probability measure, namely

-1 i ! T ol s 2
=) ———=—-—1——-< -, thus :
S A CRAE ERC 172 P

The probability measure Pg is in particular a measure on the unit ball of the dual
of £°°(N), and we shall see that

1Bzlloe <3[€ = (& 2| osp,ys = € LN

Suppose that |||« > 3: there exists an index j > 0 such that 3;|z;| > 3, thus we
have that |z;| > 3+/In(j + 3) > \/(16/3) In(j + 3). Then

= 1
B((€,2)) dPs(€) = —1+p Y exp(32?/8) ———
/ ’ ”Z P (i +3)
exp(322/8) exp(2In(j +3)) _
R TR e G

4.4. More old memories

In his “radonifying works”, Schwartz introduced Bernoulli random variables and p-stable
random variables, and it had an impact on the emphasis that was given some time later
to random aspects in Banach space theory. One can trace it too in the isomorphic char-
acterization (29) of Hilbert spaces by Stanistaw Kwapieri [Kw; | and in the very influential
results of Haskell Rosenthal [Ros| on reflexive subspaces of L. Not forgetting of course
Jean-Pierre Kahane and his normed space valued Khintchine inequalities [Kah;], a result
to be also found in his important book [Kahs]. Let us describe Kahane’s result.

Consider a sequence (€,,),>1 of independent Bernoulli random variables, symmetric
(meaning that P(e,, = 1) = P(g, = —1) = 1/2; for example, the Rademacher functions
on [0, 1]). The classical Khintchine inequalities state that for every p € (0, c0), there are
constants A, and B, such that

s 1/2 > 1 > 1/2
A () " < (B mel) " < By (S a)
n= n=1 n=1

for all real coefficients (ay),>1, with of course Ay = By = 1. It has been conjectured
for a long time that the optimal constant A; is equal to 1/4/2 (what one gets for the
sum &1 + &g, for which E |e1 +e2| = 1) but it had to wait 1976 and Stanistaw Szarek for a
proof [Szar|. In 1978, Uffe Haagerup found the values of A, and B, for every p € (0, c0)
—the full version appeared in 1981 in [Haa|—; that particular result is a rather singular
point in Haagerup’s impressive work, some of which has crossed the path that we are
following here, we shall mention an example below.

45



The Khintchine inequalities imply that all the moments of linear combinations of
Bernoulli variables are equivalent, for 0 < p < co. Kahane [Kah;]| proved that one can
extend that equivalence to the case when the a,, are vectors in a normed space F and the
modulus of real numbers is replaced by the norm in E: for every p,q with 0 < p < g < o0,
there is a universal (39) constant C) , such that

> 1/q >° 1/p
(B> enanlly) "~ < Coa (B 2nanlly)
n=1 n=1

The real crux of the matter is Kahane’s exponential estimate on the tail of the norm of
those vector valued sums, that can be expressed as follows: assuming that

P(HZ enanHE > 1) < 1/4, it follows that P(HananHE > u) <2e 9,
n=1 n=1

for some universal ¢ > 0 and every u > 0. The exponential behaviour given by Kahane
is not optimal, the behaviour is actually sub-gaussian, as shown by Kwapien [Kws], and
cannot be better, according to the central limit theorem.

Kwapien, Rosenthal and also Jgrgen Hoffmann-Jorgensen [Hoff] are jointly partially
responsible for the introduction of the notion of type of a Banach space. The notion made
its way into the second volume of the main book for Banach space theory in the ’80s,
the Classical Banach Spaces by Lindenstrauss and Lior Tzafriri [LiTz]: let again (£,,)n>1
denote a sequence of independent symmetric Bernoulli variables and let p € (1,2]. A
Banach space E is a type-p Banach space if for some C' and for every sequence of
vectors (a,) in F, one has(31)

p\ /P o »\ /P
Bl enen,) <0 (Zhealie) ™
(B[eneal,) " <0 (S tent

Kahane’s inequalities [Kah;| imply that the pth moment on the left can be replaced by
any other gth moment, 0 < ¢ < co (with a possible change in C' of course). We exclude
the trivial case p = 1, which always holds true by the triangle inequality in E.

It is a fairly trivial matter to check that when 1 < p < oo, the Banach space L?
has type min(p,2). The non-obvious case of the Schatten classes was given by Nicole
Tomczak-Jaegermann [Tom], and was one of the first signs of the intrusion of non-
commutativity in the so-called local theory of Banach spaces. A couple of years later,
the (non-commutative) C*-algebras came in, in attempts to extend some theorems in-
volving the classical C'(K) spaces. And with it, the necessity of dealing with both a a*
and a*a when adapting the real “square function” (3 |a,|?)'/?, a change fundamental
in Pisier’s extension to C*-algebras [Piss] of the Grothendieck theorem, as well as in the
improvement (32) obtained a few years later by Haagerup [Haas).

Rosenthal [Ros| showed that any reflexive subspace R of L'(0,1) can be “lifted”
to LP(0,1) for some p > 1 by a simple change of density: there is a function ¢ > 0 such
that ¢ € L9(0,1), 1/g+1/p =1 and

([T 00) " < ety wen

For a Banach space E and 1 < p < 2, Rosenthal used inequalities of the form

BN futnlly <O (O lanlt) "

where (f,) denotes a sequence of independent p-stable random variables and (a,,) any
sequence of vectors in E. That E satisfies these inequalities was proved equivalent to F
being of type p, not very long time after.
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For 0 < p < 2, a random variable f is p-stable when for some ¢ > 0 one has
Eeltf ==l teR.

Gaussian variables are an exceptional case of stable variables. When p < 2, a p-stable
variable can be obtained by an integral combination of Poisson variables, and can thus
be approximated by a series of Poisson variables. One can identify an abstract version
of this construction mechanism in the work [Kriv| of Jean-Louis Krivine. Krivine proved
that given an infinite dimensional Banach space E, there is at least one p € [1, 0]
such that E contains for every integer n > 1 almost isometric copies of /£, namely, of
the space R™ equipped with the ¢P-norm. Some time before, Boris Tsirelson [Tsir| had
disproved the corresponding infinite dimensional long-standing conjecture, by showing
that: not every Banach space contains (P or cy, exhibiting an example of a Banach space
that fails to contain ¢y or any ¢P. Tsirelson constructed that example by a totally novel
method that had a tremendous influence for finding out several well hidden phenomenons
about infinite dimensional Banach spaces. One of several instances is the —negative—
solution of the distortion problem (33) by Ted Odell and Thomas Schlumprecht [OdS].
After spending years in the field, I am tempted to say: if you think of a pleasant struc-
tural infinite dimensional property that a general Banach space might satisfy, then most
probably you will see someone come with an example of a space that fails to have that
nice property.

A year before Tsirelson’s discovery, Per Enflo [Enf;| had ruined the hope that every
Banach space could have the approximation property, a notion that was thoroughly
investigated by Grothendieck [Gros| around 1955. As above, Enflo has constructed an
example of a space failing the approximation property, not a space that you would deal
with every other day. However, Andrzej (Tomek) Szankowski [Szan| showed some years
later that the classical space B(H) of bounded operators on a separable Hilbert space H
also fails to have the approximation property.

Enflo had another result at that time, notably more important in my view for the
development of the theory. Robert C. James [Jam]| had introduced the notion of a
super-reflexive Banach space (34), and related it to a notion of tree in a vector space:
for a linear binary tree, each node is a vector that has two children of which it is the
midpoint. Enflo [Enf;] showed that the super-reflexive spaces are precisely those that
admit an equivalent uniformly convex norm. It was easy to connect the trees of James
to the probabilistic notion of a vector valued martingale, and Pisier [Pis;| was able
to improve Enflo’s theorem by extending results from “classical” martingale theory, in
addition to the Gurarii-James theorem and a very nice modification of Enflo’s renorming
idea(3%). Since then, “Martingales in Banach Spaces” has been a significant theme of
that field.

Around 1976, Jean Bourgain begins his incredible career. The list of his main results
would be longer than this already long report. After several of his stunning achievements,
some will start calling him “God”!(36) I chose quasi-randomly to mention here a single
result, one about A(p)-sets(37): the work of Rudin [Rud]| has provided an example of
a A(4)-set in Z that is not a A(q)-set for any ¢ > 4, but no example was known of
a A(p)-set with 2 < p < 4 that is not A(q) for any ¢ > p. Bourgain [Bour| gives such
examples by a delicate analysis of the properties of randomly selected subsets of a finite
set of characters, showing once more his amazing power of breaking through walls that
nobody else could.
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4.5. Closing the path

The young people in the (very) little group of researchers interested in Functional Analy-
sis and Banach Spaces in the ’70s at the “Centre de Mathématiques” directed by Laurent
Schwartz at Ecole Polytechnique, Paris, were not afraid of formulating rather bold hy-
potheses, I do not dare to call them conjectures. We had almost no reasonable support
for them, and so it was just as probable to win twice at the lottery than see two of
them proved true in the following years. One was about the K-convexity (38), and was
solved by Pisier [Pisy] (3?). The second one was a strong belief in an affirmative answer
to the following question: is every «-summing linear operator a ®,-summing one? Here,
being y-summing simply means that the image of the standard Gaussian cylindrical
measure vy of the Hilbert space will be a true measure on the range space; it is clear
that every ®,-summing map is y-summing.

That the answer to the question is positive is a consequence of the result given in the
previous section 3. Indeed, an immediate reason for vy-summing maps to be ®5-summing
as well is that the estimation of the expectation of the supremum of a Gaussian process
satisfying the conclusion (44) only uses (7), which is also true —by definition— for
sub-gaussian variables. And having a uniform scalar ®5-estimate for a measure p on a
normed space F amounts to having a sub-gaussian process indexed by z* € Bg~. But
we will work in the rest of the section to give in addition a sort of Pietsch factorization
for v-summing maps, a factorization through a somewhat canonical ®5-summing map.

Let a : H = (*(N) — F be a y-summing linear bounded operator; then the image
of the cylindrical measure vz on H is a Gaussian Radon measure p on F', that we can
describe as the limit of the images a(y,,), where =, is the standard Gaussian probability
measure on the n-dimensional subspace H,, of ¢?(N) consisting of all vectors (z;);en
with z; = 0 when ¢ > n. We then have, for example by [Fer;], that

[l duty) < oo, and [ ylledu) =tim [ Jaledi(a),
F F " JH,
therefore, introducing the Gaussian measure I' on RY from section 4.1, we have

lim/ laz | » dym (x)
n JmH,

(53) = lim sup (a”y”, w) dyn(w)
n Hn y* GBF*

— [ sw @y whdrw) = [ lylrdut) <o,
RN y*€Bp~ F

We recall that when £ = (&) € €*(N)* ~ (*(N), the series ({,w) = >,y &w; is con-

vergent for I'-almost all w = (w;) € © = RY, and actually defines a centered Gaussian

random variable on (2, T') with variance _ £2.

Let T'= a*(Bp+) C H* be the image of the unit ball of the dual F** by the adjoint
mapping a*. For each t € T, define X; : w — (t,w) € L*(Q,T). This is a Gaussian
process, and saying that the mapping a is y-summing implies that

E (sup Xt> < 00,
teT
a mere restatement of (53). We shall use (44) to see that a admits a factorization
through a somehow “canonical” model: we decide quite arbitrarily to declare canonical
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the diagonal map [ already seen twice before, that has diagonal coefficients

1
Bn = —F——=> n=0.

We choose a countable dense subset {d;};>0 in the unit ball of H* ~ ¢?(N), and we
know by (44) that there is a constant Ky = K5(T') and a sequence of finite sets T, C T,
with & > 0, such that

(54) Tol =1, In|T| <30F, ) dist(t, Tx)b"*> < Ky, teT,
k>0

where distances are evaluated in £2(N); note that
1 Xs = XellL2ry = s = tlle2 -
We may decide to set tg =0 € T, so Tp = {0}. For every couple (s,t) € T, X Tky1 such

that d(t,s) > 0, consider the norm one functional

= 55

and complete the definition with £(s,¢) = 0 when d(¢,s) = 0. For k > 0, let
Er ={&(s,t) : (s,t) € Ty X Tpr1} U{dr} C Bp~.

We have |Z;| < 1+ |Tk|.|Tk+1| and thus

(55) In|Zg| <1+30% 4+ 308 < (1+34+3b)0° < 7b.0F

(t—s)e H”

because In(1+u) < 1+1Inwu when v > 1, and b > 1. We consider a listing (z},),,>0 of all
elements in the union
U =

k>0
where we may have to repeat functionals and have x}, = 7, with m # n, if that same
functional happens to belong to two different sets =, and where the elements of Zj are
listed before those of Zj 1. Let

I, = {n : .’13;: S Ek}
The sets I are disjoint and cover N. The sequence (z}) is contained in the unit ball By«
and contains the (d;) as subsequence, hence it is dense in By+. We define a first linear
mapping f from /}(N) to H* by letting
flen) =z,
where (e, )n>0 is the standard unit vector basis for £}(N). The adjoint map f* from H
to £°°(N) acts on vectors x € H by

(56)  f(2) = ({27, 2)),50, and [[f*(@)]e = Sgp\(ﬁ,@\ > Sljl,p}<dj793>\ = ||z

because the sequence (d;) was chosen dense in the unit ball of H*, and || f*(z)||co < ||| &
because the x belong to the dual unit ball. The mapping f* is therefore an isometry
from H into ¢>°(N).

Next, we need find a diagonal map § = (J,,)nen on £°°(N) such that /In(n + 3) d,,
is bounded and such that for some C, we have

|lazx||p < C|6 f 2|0, =€ H.
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That would allow us to factorize the mapping a : H — F' through the restriction to the
subspace f*(H) C £°°(N) of the ®3-summing map d : /°°(N) — ¢°°(N). By construction,

we know that -
N=|J L
k=0

where the Ij are pairwise disjoint subsets. We define the coefficients (d,,)nen for the
required diagonal map ¢ by

6 =b" %2 when n e I,
and we define § : £*°(N) — ¢°°(N) by
6(<xn)n€N) - (6nxn)n€N-

Let us denote by 6(1) : £1(N) — ¢1(N) the restriction of § to £}(N) C £>°(N). Clearly, the
map § is the adjoint (6(1))* to 6(V). For the unit vector basis (e,) in £*(N), we have

0W(e,) =06nen, neN,

Given any point 7 € T, we can find a sequence (t5(7))r>0 such that t;(7) € T}, and
such that dist(r,t,(7)) = dist(r, 1)) for each k > 0. We know by (54) that dist(7, 1})
tends to 0. It follows that -

Z (thra (1) = te(7))

in H* (remember that we chose ty = t (1) = 0). Then observe that
b1 (1) =t () = d(te(7), trya (7)) 7, (T)
for a certain ny € I C N, where
xy, (7) = §(tr(7), thy1(7)) € Eg.
Now z, (1) = f(en,) and 6V (e,, ) = b="/%e,,, . Hence x}, (1) = b*/2(f 0 6()(e,,) and

o0

T = Z (tk+1( — tk Z d tk: tk—l—l )) 7*% (T)

k=0
= Zd £ (7)s tigr (7)) B2 (f 0 6 (ep,).
So, we see that 7 € T C H* is the image by f o d™) : /1(N) — H* of the element
Zd te (1), tapr (7)) b¥ %€, € (1(N)
that sits in a fixed ball in £}(N), because

()l = Zd (b (), ten (1) 072 < 2 d(r, Th) 0/2 < 286
k=0
For x € H we have
(r,2) = ((f o 6W)ym(7),z) = (m(7),6 f*2) < 2K |6 f*2] oo
It follows that

(57) laz|lr = sup (1,2) < 2K f oo,
TE
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and this indicates a possible factorization: indeed, we can draw the following diagram:
(58) U U

H — E, — Fo — F
f* 01 ay
where f* is the isometric embedding of H into ¢*°(N) given at (56), F is the image
of H under f*, d; is the restriction to F,, of the diagonal map 9, F. is the closure of
the image of E., under §;, and a; is defined so that a = a3 o §; o f*. Equation (57)
shows that

||CL1 || < 2K2
It remains to check that in the above diagram, the map § is ®5-summing —this will
follow from the calculations of section 4.3 on diagonal operators—. The map d; will then

be ®5-summing, as restriction of the ®s-summing map §, and we shall get the wanted
factorization
a=ajyod;0f*.

For proving that 0 is ®-summing, we will show that the diagonal coefficients (6,,)
decrease at least as fast as those of the ®y-summing map 5. We defined 8, = b—*/2
when n € I, we thus need to see that for some C' and whenever n € I, we have

(59) o, =b"F2< OB, = ¢ . In(n+3) <C%*, k>0

Knowing that n € I, and letting ¢ = 7b, we have by (55) that

k k k
<Y |LI=) 5] <) exp(cd?).
s=0 s=0 s=0

Because b > 1/(In2) > 1 we can check (49) that ¢(b— 1) > In2, and when s > 1,
= bt >b—1, exp(eh®!) < e exp(eb®) < (1/2) exp(cb?).

It follows that i}

n < (Z 2_”> exp(cb¥) < 2 exp(7b.0")

n=0

and from this, we get

In(n +3) <In(3+2exp(7b.b")) < 3+1In2+ 7b.0" < (11b).b",
that is to say, Inequality (59) with C' = v/11b. O

If we insist on introducing the “canonical” object 3, then because |6,| < C S, we
can factor § : /*°(N) — ¢>°(N) as 6 = a o  where o : £*°(N) — ¢*°(N) is diagonal with
coefficients «v, = d,,/3, bounded by C. We may rewrite (57) in the form

laz]lr < 2K2[0 flloo = 2Kallaf f2]loc <2C K| f 2] oo,

then modify the diagram (58) and factor a through a “sub-object” [; of our canonical
diagonal mapping S,
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where (1 is the restriction to F,, of the diagonal map 3, and G, is the closure of the
image of F, under 3. We get a = ay o 51 o f* with ||az|| < 2C Ks.

Notes

(') There are obvious and well known difficulties when one is trying to consider

sup X¢(w),
teT

where T is uncountable but each X, is merely a class of random variables (an uncountable
union of negligible sets is no longer negligible...). This is not our main concern here;
we shall be happy enough to be able to deal with countable index sets T'.

(?) We shall only be interested in the situation where the expectation of the supremum
of the (centered) process is finite,

E* = E(Sup Xt> < 00,
teT

and this implies that T is bounded for the distance d: indeed, if s,t € T', then
E* > Emax(X;, X,) = E (maX(Xt, X,) - X,) = Emax(X; — X,,0);

this is the expectation of the positive part of a centered Gaussian random variable of
variance d(s,t)?,

2, du d(s,t)
E X, — X,,0) =d(s,t u”/2 = 22 L B,
max (X, ) (s )/O ue i Van

and it follows that the diameter A of T satisfies A < V27w E™.
(3) in Regularity of Gaussian processes, Acta Math. 159 (1987), 99-149.

()  One can check rather easily by running a pseudo-random estimation that the in-
equality E gs > 1.162 is likely to hold true. It is quite possible that Mathematica or
another software of the kind can immediately give the formulas claimed here; I posted
my own calculations at

https://webusers.imj-prg.fr/~bernard.maurey/articles/MaxiGauss.pdf

I was not able to find a closed-form expression for E g¢ (nor for the higher orders, needless
to say). A numerical computation leads to E g§ > 1.267206, thus Egé“/\/m > 0.946.
The next computed value E g7 > 1.352178, with E g;‘/\/m > 0.969, does not contradict
the hypothesis that E ¢ / VInn is actually increasing with n > 2.

(®) Not easy, but not awfully difficult. What one has to do is compute the derivative
of the function

u E<§§$((1—u)Y}+uXt)>

for w € [0, 1], in the case when (Y;) and (X}) are independent and 7 is a finite set. The
Slepian—Sudakov hypothesis allows one to see that the derivative is non-negative.

(%) Simone Chevet in [Che;| does not study the expectation of the supremum, but its
distribution, and she writes a proof for the Slepian lemma; however, Fernique in [Fers]
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claims to see between the lines of Chevet’s article a proof for Proposition 1; he himself
writes on page 63 a one line justification for that Proposition, namely:

d d dx
4 w20} = XT:T d—a[Aza(s,t)]/dms » /ga(x) .
s#t

only precising that the last integral is done on the domain xy = x; = supx; = u. If I try
be a little understandable, I have to add that

Zo =+vVaX+V1-aY, 0<a<l,

where X and Y are independent copies of the two processes from Proposition 1, and say
that Ay denotes the L?-metric associated to a process Z. Also, T is supposed to be
finite here, and g, is the function on RT equal to the density (supposed to exist) of the
distribution of Z,,.

It seems that Fernique meant to have an expectation in the left-hand side of the
main equality above. He gave the details of the proof in Chap. 2 of [Fers].

(7)  Paul Lévy’s isoperimetric inequality for the sphere S"~! C R™ implies that the
measure of the e-enlargement A, of a set A of probability 1/2 on that sphere is larger
than the probability of the e-enlargement of a halfsphere. The latter value can be
computed explicitely and is very close to 1 when n is large; the isoperimetric result
therefore implies that for some ¢ > 0, one has

on-1(Ac) 2 1—c e e /2

The enlargement
A, ={x e 8" dist(z, A) < €}

is taken with respect to the geodesic distance d on the sphere, and here, 0,71 is the
invariant probability measure on S”~!. This is a concentration of measure phenomenon:
in a high dimension n, for any given set A C S""! of measure 1/2, most of the mass
of 0,1 sits around the boundary of A, and by a union bound estimate for the com-
plements, it allows one to see that the intersection of many such enlargements will not
be empty. It was used by Vitali Milman for giving a proof of the Dvoretzky theorem
on the existence of Euclidean sections of convex sets in high dimension [Mil]. Milman’s
approach was extended in an important paper by Tadeusz Figiel, Lindenstrauss and
Milman [FLM].

Proofs using concentration of measure on the sphere can often be replaced by Gaus-
sian proofs, because the standard Gaussian probability measure ~,, on R"” is essentially
supported on a sphere (of radius y/n), and because nice concentration results exist for
the Gaussian measure.

(8) The packing problem for solid balls consists of finding an optimal arrangement of
these balls, so as to fit a maximal number of them in a given space. One can say that
a finite set S is §-packing when it is d-separated: then, the balls of radius d/2 centered
at the points of S are disjoint and thus satisfy the requirement of the packing problem.
A é-net S for a set A is a subset S C A such that the balls B(s,d) that are centered at
the points s € S cover A. One sees easily that a maximal d-packing set S for a set A
is at the same time a d-net for A. Note that most often in the literature, the covering
balls are supposed to be closed and the d-separation strict. We found more convenient
to turn it around, with open covering balls and J-separation defined by d(s,t) > 4.
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(?) The general notion of mixed volume involves n convex sets K1, Ko, ..., K, in R™;
the mixed volume V (K71, K, ..., K,) is a number > 0 obtained from the coefficients that
appear in the expansion as a polynomial in the —non-negative— variables A1, Ao, ..., A\,
of the n-dimensional volume .

2N,

i=1

of the Minkowski sum Z?:l A K;. In our account of the cited work of Sudakov, only the
special case V (K, By, By, ..., B;,) appears, with B,, the Euclidean unit ball in R".

(19) This lemma, a rather simple application of the Slepian—Sudakov comparison result,

does not appear in the original proofs by Fernique. I learned about it by attending
lectures about the so-called generic chaining method of Talagrand, given at Marne-la-
Vallée around 2002 by (by then) young researchers there. One could claim with a bit
of exaggeration and some mauvaise for that once the lemma and its Corollary 2 are
set in place, the proof of the Fernique theorem reduces to an almost mechanical tree-
manipulation.

(1) There is nothing magical about this cube N3. We could rewrite everything with
another power N“, as long as o > 1.

(12) Actually, it is the logarithm of N; that grows like a power: we have that
lIlNH_l 2 3 lIlNi,

and N; is thus enormously larger than 2¢, of order at least exp(c3’) when i > 1, where
we can set ¢ = (In2)/3, according to the fact that N7 > 2.

(13) This is known as Koénig’s infinity lemma, 1927, an easy but logically interesting
result.

(14) We do not actually need a group action; all we need is that for any two balls B(t1,r)

and B(ts,r) in T, considered as subset of L?, there is an onto affine L?-isometry between
them, sending t; to to. Of course this family of isometries will generate a group, but we
may ignore it completely.

(1%) If T has no isolated point, all branches produced by our process will be “naturally”

infinite. We could arrange to work with a set 7" with no isolated point, for example by
replacing T' by its convex hull in L?(Q,P), but the added complexity would ruin the
small simplification of not having to deal with isolated points —we could then say that
the nodes are just balls—.

(16) In a previous version, I described the tree X as a collection of couples = = (¢,r),
with ¢t € T and r > 0, corresponding to what is now the couple of the latest position ¢
in = and of the radius r = p(x) associated to the node x. This was not correct for the
following reason: I want to keep the construction step of the children of a given node =z,
as simple as possible, and in doing so, it becomes possible that the same couple (¢,r)
will appear in two different descendants of z., thus ruining the tree structure. We could
remedy this problem and be able to consider that the couples (¢, ) are indeed the nodes
of the tree, in different ways that will each complicate too much the construction step.
We could use a tiny variation of each radius r in order to encode the positions of the
ancesters of the node (¢,7): then the radii of the descendants will never coincide. Or,
instead of using a d-p-net in the ball B(t,,r.) for defining the positions of the children
of x., we could have defined inductively a subset A, C B(t.,7«) so that the sets A,
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corresponding to a given level in the tree be disjoint, yet cover T, and we could have
defined the children of z* using a d-p-net in A,: then the positions of the descendants
will never coincide; this is what we do in a later situation far below, where a little more
complication would not be so noticeable.

(17) We may encounter degenerate cases = > (t,7) where the ball B(t,r) is a finite set
with less than N3 points: this may be said “very poor”. Note that in this situation, each
point s € B(t,r) is isolated in T'. However, this fact does not play a role in the further
discussion.

(18) Remember that we decide to set r_1 = 37. In the construction of the tree we
insisted that ;41 = r;/3, but this will not appear in the reverse direction that comes
next: only lim; r; = 0 will be used.

(12) When T is finite, we have of course t;(t) = ¢ when i > i5. Then the successive
nodes in a branch have the form

z; = (to,t1, s tig—1,t,t, ..y 1), J =0,

and are only distinguished by the length of the sequence z;. Our “unnatural” treatment
was meant to avoid considering the finite case separately.

(29) Tt is a remarkable and very important fact that, due to the absolutely huge growth
of the constants N;, the logarithm of the number M; of points in the ith generation is
comparable to the logarithm of the number N; of children of a single node in the (i—1)th

generation.
21) Any sequence n; with > n; < oo could be used in place of n; = N;.
Yy seq p

(22) In the invariant case, we did not insist that the ball B(t;y1,7;+1) associated to a
child z; 11 of z; = (t;,7;, N;) be contained in the ball B(t;, r;) associated to its parent z;.
But here, we need to know that for £ > 1, the points in the regions V. of the next
generations will still satisfy the homogeneity condition that was set before for the points
of V;. We ensure V;y, C V; by imposing that V;, 1 C V; for every ¢ > 0.

(22) Now that the sets V at a given level in the tree are disjoint, we could define the
nodes of the tree simply as couples

(Vit), with teT, r>0, 0 £V C B(t,r).

Indeed, if £ = (V;,t;) is such a “new node” at level ¢ > 0, its parent (V;_1,t;—1) would
be the unique node at level (i—1) such that V;_; contains V;, and we might inductively
retrieve without ambiguity the entire past (¢, 1, ...,t;) of that node &.

(24) For each i > 0, let X; be the finite set of nodes at level 7 in the tree X', where X is
equipped with the discrete topology. The product space P = Hi>0 X; with the product
topology is compact by the Tikhonov theorem, and the set X of branches in X is closed
in P: indeed, for each fixed j > 0, the set of x = (x;);>0 € P such that x;4; is a child
of ; is closed in P, as it is defined by a finite number of conditions on the “coordinates”
of x, namely, that the couple (z;(x),z;+1(x)) belong to the finite set of parent-child
couples at level j for the tree X.

The set of branches x such that z;(x) = «} for some fixed node z} at level ¢ is both
closed and open in X. Hence, in the case of our tree consisting of triples z = (V,¢,r)
with ¢ € T, the mapping x — ¢;(x) is continuous from X to 7', and the projection =
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is a uniform limit of those continuous mappings, because d(t;11(x),t;(x)) < r; for each
integer i > 0 and x € X —we know that ¢;1(x) € V;(x) C B(t;(x),r;) by aj —.

(25) If we have performed the disjointification of the preceding section 3.3, we can see
each function ix(.) as a stopping time relative to the fields (F;).

(26) We did not give a verbatim statement in our Equation (44). The original result
would have b = 2 and 3b* replaced by (In2)b*.

(27) The notion of p-summing map can be considered for every p > 0, but m,(a) is a
norm for p > 1 only. Otherwise it is a quasi-norm, just as what one has for the space L?
when 0 < p < 1.

(28) Hence Pisier’s theorem [Pisy] can be rephrased to say that: a set A C Z is a Sidon
set when all integrable functions on T with spectrum in A belong to L*2(T,m).

(29) Let (fn) be a sequence of symmetric Bernoulli random variables, or a sequence
of N(0, 1) Gaussian variables, independent in both cases, and let H be a Hilbert space.
Introducing an orthonormal basis for H, it is fairly easy to see that

(BIX fuaall) " = ()

for every sequence (a,) of vectors in H. In the opposite direction, Kwapienn [Kwj |
shows that a normed space E is isomorphic to a Hilbert space if and only if there is a
constant C' > 0 such that

O (Y lanl3) " < (B franls) < € (3 Nanld)?

for every sequence (a,) of vectors in E. Kahane’s inequalities, or Shepp-Landau—
Fernique’s show that in the expectation above, the second moment can be replaced
by any pth moment with 0 < p < oo —but with a change of C'—. That remark being
done, we see that Kwapien’s result tells us that the Hilbert space is the only normed
space where the Khintchine inequalities can be rewritten by simply changing the series
of squares of real coefficients into the series of squares of norms of vector coefficients.

(39) That is to say, a constant that does not depend upon anything else than p and g,
perhaps C), , = 256 for some p and q. We restricted to p < g: when p > ¢, the inequality
remains true but reduces to Holder’s, and then C, , = 1.

(31) For g > 2, the space F has cotype ¢ when it satisfies inequalities opposite to the

type-p inequalities,

1/
(B[S eal) =0 (Slanlt) ™

for some C' > 0 and all vectors a,, in E. Cotype-2 spaces have some interesting properties,
for instance regarding their Euclidean sections, see [FLM]|: there exists Ac > 0 such
that every m-dimensional cotype-2 space with cotype-2 constant < C has subspaces F'
with dim F' > Agn and Banach-Mazur distance < 2 (say) to a Euclidean space —a
“proportional dimension”, the best one can hope for—.

The space L' has cotype 2, hence £. has large Euclidean subspaces. This was
obtained by Boris Kashin [Kash|, who actually proved more: there is a constant C
such that for every n > 1, one can decompose 3, into two n-dimensional subspaces,
orthogonal in /3, and C-isomorphic to 2.
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The fact that for some universal 8 > 1 and every integer n > 1, the space E}jn
has a subspace 2-isomorphic (say) to 2 has been generalized in [JoSc| by Johnson and
Gideon Schechtman: for 0 <r < s < 2, the space (j,, has a subspace 2-isomorphic to £,
with 8 = B(r,s). This was extended by Pisier [Pis5], who proved a result involving the
stable type p constant of a general Banach space E, let us denote it here by C,(E);
for 1 < p < 2, this theorem relates a large value of that constant to the existence of
“large” 12 subspaces in F, having dimension n ~ C,(E)!~1/P,

(32) The result of Pisier in [Pis;] was stated under a certain approximation property
assumption, that was removed by Haagerup in [Haas].

(33) If Tsirelson taught us that we can’t expect to find ¢y or ¢P in every (infinite
diimensional) Banach space, perhaps could we at least hope for some “regularity” in
the vicinity of the Hilbert space: if E is isomorphic to £?(N), can we find an infinite
dimensional subspace Fy of E that is “well” isomorphic to a Hilbert space, say, such
that the Banach-Mazur distance between Ejy and the Hilbert space be less than 27 This
is not true, even if the bound 2 is replaced by any other bound C' > 2 [OdS].

(34) A Banach space E is finitely representable in another space F' when for every e > 0,
every finite dimensional subspace of F is (1 + ¢)-isomorphic to a subspace of F. For
example, the space E = LY(0,1) is finitely representable into Fy = ¢!, or also into the

space F; = ( EB 61) ;2 that is the ¢2-sum of the spaces £. of increasing dimensions n.

A space F'is super—reﬂexwe when every space F finitely representable in F' is reflexive.
Then, the space F} above is reflexive but not super-reflexive.

James showed that a space F is super-reflexive precisely when for every e € (0, 1],
there is a limit N(g) < oo to the depth of finite linear binary trees in the unit ball of F
that satisfy that the distance between any node (that is not a leaf) and its children is
always > e: the norm of the nodes of such “e-trees” must grow beyond 1 (actually, and
clearly, beyond any given finite limit) if one tries to extend those trees indefinitely.

(3%) Enflo showed that a super-reflexive space F admits an equivalent norm that has
a modulus of convexity 6z (t) > 0. Pisier shows that one can find a modulus of power
type, namely: there exist ¢ < co and ¢ > 0 such that dg(t) > ct? for t € [0, 2].

The Gurarii-James theorem asserts that when E is super-reflexive (James’ case of
the theorem, the space E is uniformly convex for Gurarii), there exist ¢ < oo and ¢ > 0
such that for any monotone normalized basic sequence (e,,) in E, one has

137 wneal] = ¢ (3 funl®)

for all scalars (u,,). Pisier applies Gurarii-James to the successive differences of E-valued
martingales, that form monotone basic sequences in the spaces LP(€), F), that are super-
reflexive when F is and 1 < p < co. Now, to each p corresponds a ¢(p) by Gurarii-James:
if one is lucky enough that g(p) = p, then Pisier’s proof is nicely and rather easily done
with; otherwise, it’s quite a work to show that one can achieve ¢(p) = p.

(36) Talking once with Pelczynski about this peculiar habit of a few colleagues, in a
street of Paris near le Panthéon, he then told me: “I’'m an atheist”.

(37) A subset A of Z is a A(p)-set when for 0 < r < p, the L"-norms on the trigonometric
polynomials with spectrum in A are equivalent to the LP-norm. By the log-convexity of
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the function s — || f||z=, it is enough that this would happen for one value r < p: for
some 7 such that 0 < r < p, there exists C such that for all coefficients (¢,), one has

12 enenllnemy < C I enenl

neA neA

en(t) =e'™ neZ, tekR.

L(T)

When p > 2 and with the choice r = 2, the A(p)-property can thus be written as

HZ Cn enHLP(T) <C (Z |Cn|2)1/2'

neA neA

(38) Let E be a Banach space, let (7,,)n>1 be the sequence of Rademacher functions
in L2 = L2([0,1]) and let Pr denote the orthogonal projection from L? onto the closed
subspace spanned by the Rademacher functions. Let L?*(E) = L?([0, 1], E') be the space
of square integrable vector valued functions from [0,1] to E. Denote by Rad(FE) the
subspace of L?(FE) generated by the functions u + r,(u)xz, u € [0,1], x € E. Then E
is said to be K-convex if the projection Pr ® Id is bounded from L?(E) onto Rad(E).
Pisier proved that this happens precisely when E has some non trivial type p > 1.

For K-convex spaces, cotype(3!) and type are dual properties: if E has cotype ¢,
then the dual space E* has type p with 1/p + 1/¢ = 1. Going from type p for E* to
cotype ¢ for E is always true, but in the other direction, the space ¢! has cotype 2 while
its dual £°° has no non-trivial type, as £°° contains every separable Banach space as a
subspace, isometrically, in particular copies of ¢!: if /> had some type p > 1, then ¢!
would also. But for the unit vector basis (e;) of £, the equality

n
HZ&'@'H@ =n, n
i=1

for all ¢; = 41 forbids any non trivial type for ¢!, and hence for its “superspace” £°°.

WV

1

Y

(39) Pelczynski had a joke on the set of results obtained in Paris in the 70s: he kindly
spoke about “the French Revolution in Banach Spaces”. I had met him during a visit I
made in Warsaw in 1974, and found a man that always tried to have a positive influence
on young researchers, showing much interest, asking good questions and pushing people
beyond what they had got so far. As a result, we had by the end of my visit a little paper
together, devoted to (p, ¢)-summing operators. That the paper was not very important

is in my view an evidence of what I mean to say here.

(49) For example, observe that In2 < 1—1/2+1/3 =5/6, hence b > 1/1n2 > 6/5; this
implies that 76(b—1) > b>1 > In2.
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