Fifty years ago,
a theorem by Xavier Fernique
opens a new way in Gaussian processes
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Introduction

Our main —but not only— objective in these Notes is to present a remarkable result
of Xavier Fernique about Gaussian processes, from the year 1974 [Fers]. We shall go on
with some of Michel Talagrand’s further developments on the same theme, and in the
next to last section, we shall also recall a few facts from the '70s, somewhat connected to
Gaussian processes. [ will try my best to keep the exposition as self-contained as possible.
Also, I won’t be able to resist giving quite often much more details than necessary for a
decent reader to fully understand what’s going on.

Let us begin with a short presentation of the background for Fernique’s result.
A Gaussian process (X;)icr consists of a collection of Gaussian random variables Xy,
indexed by a non-empty set T and belonging to a Gaussian space, that is to say, a linear
subspace of L?(Q, P) all of whose elements are Gaussian random variables, where (Q, P)
is some probability space. We shall restrict ourselves to centered processes, namely, the
case when
EX,=0 forall teT.

The index set T will be equipped with the L2-metric given by the distance in L?(Q, P)
of the corresponding random variables,

d(s,t)? =E(X, — X;)%, steT,
and we shall consider open balls in T of radius r > 0 for that metric,
B(s,r)={teT :d(t,s)<r}, seT.

It is well known that some entropy conditions for that metric on 7" allow one to control
the supremum sup,c, X; of the process(!): given € > 0, let N(T,¢) denote the minimal
number of open balls of radius € needed to cover T. We assume that 7" is bounded for
the metric d and (?) we let A be the diameter of T. The so-called Dudley’s integral is
defined by

Ip(T) = /OA VInN(T,e) de.

Notice that In N (T,e) = 0 when € > A, because N (T,e) = 1 is that case (one ball of
such a radius € > A is enough). The classical result says: if the Dudley integral satisfies

Ip(T) < 0o, it follows that E (Sup |Xt|> < 00.
teT
The domination by the Dudley integral of the expectation (the integral) of the supre-
mum of a Gaussian process was often attributed to Richard Dudley [Dud;], who himself,
shortly after Vladimir Sudakov died in 2016, pointed out [Duds| that Sudakov was ac-
tually the one to credit for that result (a result that, in essence, is far from being the
hardest point in what will be recalled here from Sudakov’s and others’ works).

The result of Fernique is that, under some “group invariance” of the process, one
can prove the reverse implication. Perhaps surprisingly for whom is far from my own
domain of interests, Fernique’s theorem was one crucial piece for a theorem of Gilles
Pisier [Pis| on lacunary trigonometrical series, namely, the characterization of Sidon
sets A C Z by the rate of growth as p tends to oo of the LP-norm of the functions with
spectrum in A. This rate of growth of order ,/p for Sidon sets was established by Walter
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Rudin [Rud]. Conversely, Pisier proved that: if there exists a constant C' such that for
every trigonometric polynomial P with spectrum in A C N, we have

|P|le(r,m) < Cy/p forevery p=2,

then A is a Sidon set, which means that for some ¢ > 0, one has

IPlem =¢ ) [P(n

neA

for all trigonometric polynomials P(t) = > x P(n) e'™ with spectrum in the set A.
Here, m is the invariant measure on the torus T and C(T) is the space of (complex)
continuous functions on T, equipped with the maximum norm. In the proof of that

result, the Fernique theorem is applied to the complex valued Gaussian process indexed
by t € T and defined by

Xi(w) =Y P(n)gn(w)e™,
neA
where (g, ) is a sequence of independent N(0,1) Gaussian random variables.

The first section gives a few basic facts about Gaussian variables, especially about
the maximum of a finite number of Gaussian variables, and culminates at the comparison
result of Slepian—Sudakov. The second section presents a proof of the Fernique theorem:
we shall not exactly follow the original proof, whose probabilistic tool is essentially the
Sudakov entropy bound, but use a more recent lemma that is another relatively easy
consequence of the Slepian—-Sudakov comparison result. The third section deals with
Gaussian processes that are no longer assumed to be stationary; the results there are
due to Talagrand, who first proved the existence of a majorizing measure [Tal;] and
introduced later the notion of generic chaining [Tals], see Theorem 2.

Section 4 is loosely connected to the preceding Section 3. I shall recall a few facts
and results from the remote epoch of the '70s: Laurent Schwartz and the radonifying
maps, Albrecht Pietsch and the factorization of p-summing operators. In that spirit, I
shall apply the results of the third section to giving at 4.4 a distinctive factorization for
the linear mappings that transform the Gaussian cylindrical measure into a true Radon
measure.

In the last section, a few closed-form formulas are given at 5.1 for the values of
the expectations E max(g1,9g2,...,9,) of the maximum of a small number n < 5 of
independent N(0, 1) Gaussian random variables g;. They appear in the proof of Lemma 2
in Section 1.2. A sketch of proof for the Slepian—Sudakov result is also given.

1. Preliminaries

We start slowly, with elementary observations on the discretization of the Dudley in-
tegral, then with the definition of Gaussian random variables, and we proceed calmly
toward the comparisons of Gaussian processes due to David Slepian and Sudakov.

1.1. Discrete versions of the Dudley integral

We may discretize the Dudley integral, by choosing first a radius ro > A, then letting
for example r; = 37 'rg for every integer ¢ > 0 and introducing the series

(1) S(T) == Zri\/lnN(T, Tit1)-



For every ¢ > 0, we see that
/ JIN(T,2) de < ri/MN (T, 7101)
Tit+1

because € — N (T, ¢) is non-increasing. Since A < rg and limr; = 0 we obtain

Z / VInN (T, e)de < ZTi\/lnN(T7ri+1) =X
Titl i=0

The latter series X1 (7T) is of the sort that will appear several times later. Let us now
write simply N (7;41) instead of N (T,r;1). With the present choice r; 11 = r;/3, we
also have conversely that

\/ln g)de > —rm/ln./\/(rl) so Ip(T) > g Zri_l VInN(r;) = ng(T).
i=1

Ti4+1

A similar reverse inequality holds true for any choice where ro > A and r; = a'ro,
with 0 < a < 1, or simply a choice where rg > A and r; — ;41 > ¢r;_1, with 0 < ¢ < 1.

We may obtain yet another equivalent form for the Dudley integral as a series, by
a kind of “change of variable”: instead of fixing the radius r and looking for the number
of balls of that radius necessary to cover T, we fix the number N of balls and look for
a radius such that we can cover T' by N balls with that radius. This second series (2)
will not be mentioned again until much later in the text, the reader can at first directly
jump to the next section. In this change of variable i <> k, we think of k and 7 to be
linked by

VP~ In N (ry),
for some fixed real number b > 1.

To be more specific, choose b such that b~! < In2, suppose that A < ry < 3A/2
and let again 7,41 = 7;/3 for i > 0. With this choice, we have N (rg) = 1 and we see
that 2r; = 27¢/3 < A, so that B(t,71) # T for any t € T and thus N(r;) > 2. For
simplicity, assume that A(¢) is unbounded as e — 0. For every integer k > 0, let i(k)
be the smallest i > 0 for which we have b*~! < In N (r;41); when k = 0 for example,
we obtain that i(0) = 0 because we know that InA(rg) = 0 < b™! < In2 < In N (rq).
Consider

(2) So(T) = Y iy b2,
k=0

We will see that, up to a multiplicative constant depending only upon b, the value ¥5(7")
is equivalent to X1 (7'), hence also equivalent to the Dudley integral. Let I C N be the
set of integers i(k), k > 0. For every i € I, let k(i) be the largest k such that i(k) = i.
Adding geometric progressions, we get

\/l_) k(i)-‘rl_l b1/2 i
:Z( > ”bm) <Z”( 2/5—1 SR ;”bk( "

i€l i(k)=i il

When i(k) = i we have b*~1 < In N (r;11), thus b**) < bIn N (r;;1) and we go on with

b1/2 ZT’Z\/IHN 7“@+1 b1/2 valn/\/ 7“2_1_1 b1/2 1 1(T)

el

3o(T)



In the other direction, consider for each k > 0 the (perhaps empty) interval of integers
I, = {Z eN: bk_l < IDN(TH_l) < bk}

These intervals cover N, because b= < In N (ry), so that i = 0 belongs to some I, and
then every ¢ > 0 does as well. Let K C N denote the set of k£ such that I; is not empty.
When k € K, we see that min I, = i(k), and we observe that

Z T‘Z'\/II]N(’I“Z'+1) < <Z Ti) bk/Q < ;Tz(k) bk/Q

i€l i€l
Then

El(T) = 7"2'\/111./\/’(7”1'4_1) = Z Z Ti\/lIlN(T’H_l) < g Z T’L(k) bk?/Z < ;EQ(T)
i=0 kEK il kEK
By the definition of i(k), we know that In NV (7)) < b1 < In N (ri)41). Hence,
for every integer k > 0, there exists a finite set T}, C T such that In |T}| < b*~! and such
that the balls of radius py = r;y) centered at the points of Ty cover T'; for k = 0, we
have [Ty| < exp(b™') < 2 thus [To| = 1, and pg = 70y = r0. If Bo(T) is finite, we may
summarize the situation as follows:

3)  [Tol =1; T <t and T = | B(s,px) forall k> 0; > ppb*/? < oc.
s€Tk k=0

1.2. Gaussian random variables

This section is completely elementary and contains some basic definitions, together with
the standard Lemmas 1 and 2, given here with explicit constants resulting sometimes
from tedious calculations. A random variable X defined on a probability space (€2, P) is
said to be a N(0,1) Gaussian random variable when for every z € R, we have

& 2 du
PX>a::/ R
( ) ) or
We then get for the expectation E X and the variance Var X of X the values

2 du
EX = [ ue™ /2—20,
/]R V2T

and q
VarX -=BE(X —EX)2 = E X2 =/u2e_“2/2 e
( ) : o

So, the “0” and the “1” in N(0, 1) refer to the expectation and variance of X.
Let  be > 0 and observe that
2 du “u 2,5 du e=7"/2
4 PX>ac:/ e_”/2—</ — e W /2 = .
) ( ) © V2 c T V2r xV27

This estimate is essentially correct, for example because

° atl/a —(z%/2)—1—(z72%/2
/ e /2 dy > / e~ /2 qu > l o (zta™h)?/2 _ e~ (=°/2) @/ )7
x x x T

so that we can infer that
—z2/2
(5) z>1 = P(X>z)ze 325 .
T\ 2T



When x goes to +o0o0 we can do better, integrating by parts and writing for x > 0 the

equalities
) 00 —x2/2 00
/ e*u2/2 du — / l (u e—u,2/2> du _ [§ N / 12 67UQ/2 du
. . U x s U
and, repeating the trick,

2
> —u? *1 —u? e’ /2 >3 —u?
[c e /Qdu:/m ag(ue /%) du = = _/:c e /2 du.

We obtain that

—z?2/2

o du /2 11 e 1
6) >0 = PX>=x :/ e~ u /2 > (---)Z—(l—_>a
(6) ( ) x V2T Vor \x 23 N2 x?

a certainly uninteresting assertion when 0 < z < 1. It is easy to guess how to go on and
produce an asymptotic expansion of P(X > x) in terms of the variable z > 1.

When g is a N(0,1) Gaussian random variable and u > 0, one has

(7) P(lg| > u) <e /2.

Indeed, we have to prove that P(g > z) < %e_$2/2
this inequality for x > 4/2/m by (4), and the remaining values of x are obtained by

checking the sign of the derivative of the function f : z — =% /2 —2 P(g > x) on the
segment [0, 1/2/7], namely, the easily understandable sign of

@) = (V2T ) 2

Inequality (7) holds a fortiori for any centered Gaussian random variable Y having
variance < 1: we can write Y = § g with = (E Y2)1/2 € [0, 1] and with g being a N(0, 1)
variable, therefore

EY2<1 = P([Y|>u)<P(g| >u) <e /2.

when x > 0. We know already

Lemma 1. If N > 2 and if ¢1, g2, ...,gn are N(0,1) Gaussian random variables, inde-
pendent or not, then

1
E( max |gz|> <V2InN + ——

1<i<N 2InN
It follows that for every N > 1, we have

(8) B( max lgi]) < 2v/(N+1).

1<i<N

If o > 0 and if X1, Xs,..., XN are centered Gaussian random variables, then

9) max EX2 < o0? = E( max \Xi|) <20/In(N + 1).

1<i<N 1<i<N

Proof. Let N > 2, let G = maxi<;<n |¢i| and x > 0; by (7) we know that
2
P(lgi| > x) = P(lga| > 2) = -+ = P(lgn| > 2) <e™" /2,
and by the union bound inequality, we get

P(GY >z) < Ne /2.
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Observe that if xro = vV2In N, then N e~ 70/2 = 1, and x¢p > V2In2 > 0. It follows that
E G; :/ P(Gy >x)dx<mo—|—/ Ne ™72 4y
zo

e~ 0/2 1
= ajo + —_
Zo Zo

0
o0
<x0+N/ ﬁe_’”z/2 de =20+ N
xro xo

For the second inequality (8), we have first EGT = E |¢1| = /2/7m < 1 < 2VIn2, that
covers the case N = 1. When N > 2, we use

1
2lny+\/m<2\/ln(y+1) when y > 2,

or equivalently the fact that
1
>92 = — 41 D —2lny—2— —— >0,
y fly)=4In(y +1) - 2Iny Sy

which is true because
4 2 1 2y — 2

)= s -+ >
W=y 2y(Iny)* = yly+1)
is > 0 when y > 2, and because 2 In2 > 1 yields f(2) > In(81/4) — 3 > 0.

If o > 0 and if X1, X5,..., Xy are centered Gaussian such that Var X; < o2, the
sequence has the same distribution as a sequence 01g1,0292,...,0ngn With 0 < 0; <o
and g; a N(0, 1) variable, therefore

E X | =E 0.l <o E ;
1r<n%>§v| il 121;25\]|0-zgz|\0- 1gliz>§vlgz|

and the result (9) follows. O

Inequality (8) applies equally well to sub-gaussian variables properly normalized,
for example sequences X1, X, ..., Xy such that for each ¢ and every x > 0, we have

P(|X;| > ) < e_w2/2,

as this is all that was used in the above proof. However, it would be more realistic to
say that a sub-gaussian variable X is normalized when for every x > 0, we have

(10) P(X|>2)<2e /2.

A tiny change in the above proof leads to a bound v21In N 4+ 2/v/2 In N for the expec-
tation E X}, of the maximum X3, of N > 2 sub-gaussian variables normalized by (10),
writing now

Zo

o 2
EX;‘§,<x0+2N/ ie_”CQ/2 de =29+ —; with 2zg=v2InN.
zo L0

Lemma 2. If N > 1 and if g1,¢2,...,9n are independent N(0,1) Gaussian random
variables, one has

(11) E( max gi) > lm

1<i<N 2
If o > 0 and if X1, Xs,..., XN are centered independent Gaussian random variables,
then
(12) min EX? >o0* = E( max XZ-> > 2 VIN.
1<i<N 1<i<N 2
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Furthermore, when the (g;) are as above and when N tends to oo, one has

E (maX1<i<N gi)

\/m 7 1.
Proof. Let
gN = max gi.
We have E g¥ =E g; = 0> (1/2)VIn1, it can be shown easily that
E gy =1/, and one checks that 1/v/7 > (1/2)VIn2.
Slightly less easy (see section 5.1) are the facts that
E g5 = 3/(2V/7), hence 3/(2y/7) > (1/2)VIn3,
E g} = 6 arctan(v/2)/n%/% > 1, hence 1> (1/2)VIn4.
Our last effort at 5.1 has been to establish that
Eg = 71?2/2 (g - arcsin(%)) > 1.162 > 0.635 > (1/2)VIn 5.

Taking this(®) for granted, let zo = 2 E g& > 2.324. Clearly E g}, increases with N, so
we need only consider values of N > 5 such that

1
SVInN > Eg = % > 1.162,

or In N > 22 > 5.4 and N > 221. Hence, we shall restrict our study to integers N such
that vIn N > 2y > 1. The function y — y — In(2y) is increasing when y > 1, thus
InN —In(2InN) > z2 — In(223).
Let u = 23 — In(222). One can check that u > 3. Let
s=+/2InN —In(2InN) — u.

We see that

s> \/lnN—l—:cg —In(222) —u = VInN.
We have
(13) 20 < VInN < s <V2In N.

Next we use (6), then we notice that #3 > 5 and we obtain

P( - ) - e—52/2 (1 1 > N e—52/2 (1 1 )
S = - T e Y
g sV 2T s? V2In Nv27 CE%

1 (1 1>>1e“/24>1.40
N 21 2 N 27 5 N

It follows that

(14) P(ghy <8)=P(g1 <s)N <(1—-14/N)YN <e M < 1/4.

We need to take care of the rare but possible negative values of gy;. Let
vy (w) = min(gy(w),0) <0, w e .

We see that
vy 2 min(gn,0) Ligx <oy,
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thus by independence
1
Evy > (E min(gN,0)> (E 1{97\171<0}> = _\/ﬁ 9N+l o _o9—N,

We know that N > 221 and zg > 1, therefore
27N « 27221 00 <9721/ In N.
Finally, using (13) and (14),
Egy >sPlgy >s)+Buy > (1—e *)vVInN —27VN

1
> (Z _ 2—221) N > - VinN.

The claim about non N(0, 1) Gaussian variables is proved as before. Let us explain
rapidly the last sentence. Lemma 1 implies that the limsup of the quotient E g} /vIn N
is < v/2. Now, fix u > 0 rather large and € € (0,1) small. When the integer N is large
enough, say N > Ny(u,e) > 3, we certainly have

elInN—-In(2InN) —u > 0.
Then

2InN >s:=+/2InN -In2InN) —u>+/(2—¢)InN > VIn3 > 1.
Because s > 1 we may use (5) and write

s2/2 o—(s243)/2 1 e(u—3)/2 o

P(g; > s) > e %/2 ©

> = — =:
s\ 27 V2InNV2r N 27 N

The above lower bound is valid when N > Ny(u, ). Now a = a(u) can be made as large
as we wish, and for N large enough, the inequalities

Egy 2sPgy >s) -2V >(1-e*-27")/(2—¢) lnN

prove our claim. O

Numerical experiments suggest that the quotient E g3, /vIn N is actually increasing
with N > 2. If this were true, the correct constant ¢ > 1/2 in the inequality (11) for
all N > 2 would simply be the value at N = 2, namely ¢ = 1/v71n2 > 0.67 > 2/3.

1.3. The comparison result

The next comparison result plays a major role in what follows.

Proposition 1. Let (X;)ier and (Y;)ier be two centered Gaussian processes indexed
by the same set T'. If we have

E(Y, - Y;)? <E(X, — X;)?

for all s,t € T', we can conclude that

E <squt> <E (sup Xt>.
teT teT

The centering is necessary here, as the simple example Y; = 1 4+ X; shows.
A sketch of proof of this result is given at 5.2 in the Appendix. A first comparison
result goes back to Slepian [Slep| in 1962, and it applies to comparing the distributions of

9



the suprema: if in addition to the hypothesis of Proposition 1 one adds that E Y;? = E X?
for every t € T', then for every x real one has

P(squ} > x) < P(supXt > :1:)
teT teT

Under this additional assumption, we see that Slepian’s lemma implies the conclusion
of Proposition 1.

The comparison result in Proposition 1 was announced in a Note [Sud;] without
proof by Sudakov (see Theorem 2 there); a complete proof is available in Sudakov’s
book [Suds]. The result was also approached by Simone Chevet [Che;], and given by
Fernique [Fers)|, [Fers] (#).

A more general version of Proposition 1 is due to Yehoram Gordon [Gord], and deals
with a mixture of min and max; a reasonably simple proof can be found in Chap. 8 of the
book by Daniel Li and Hervé Queffélec [LiQu]. Gordon’s result is extremely useful for
estimating the invertibility of Gaussian random maps between finite dimensional normed
spaces; indeed, finding an estimate for the norm of the inverse of a Gaussian random
map T, : E — F involves estimating the inf of norms |7, (z)||r of the images T,,(x)
of norm one vectors z € E, where each norm ||T,,(x)||r is a sup of Gaussian random
variables of the form < y*, T, (z) >, and the y* are all the norm one linear functionals
on the target space F'.

The Gordon comparison theorem can be used to give another proof of a celebrated
lemma due to William Johnson and Joram Lindenstrauss [JoLi], that was first proved
using concentration of measure on the Euclidean sphere in high dimension (%).

1.3.1. The Sudakov entropy bound

Suppose that E sup,cr X; is finite. It follows from Proposition 1 that for every ¢ > 0, we
can cover T with a finite number of balls of radius e: indeed, if t1,ts,...,%, in T have
mutual distances larger than e, we shall compare the processes (X¢;)7_; and (Y3,)7_;
where the Y;, are independent centered Gaussian random variables of variance 2/2.
When i # j, we have

g2 g2

E(Y;] - Y;fz)Q = 5 + 5 < d(tj7ti)2 = E(th - Xti)27
hence by Proposition 1 and Inequality (12),
E(supXt> > E( sup Xti) > E( sup Y}) >
teT 1<i<n 1<i<n
This gives a bound on n, and thus

N(T,e) < exp(g2 (E supXt>2).

teT
It follows that when the expectation of sup,. X; is finite, the closure in L?(, P) of the

set of Gaussian variables (X;):er is a compact subset of L2,

Given ¢ > 0, we say that a subset S C T is -separated when any two of its points
are o-far apart,
S1,89 € S, S1 7& So = d(Sl,Sg) > 0.

Given a subset A C T', we call (8) §-packing-net for A any maximal §-separated subset S
of A; we shall shorten it as “0-p-net”. Maximality implies that no point of A can be
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added to the set S and keep it d-separated: for every a € A, there is some s € S such
that d(a,s) < ¢, in other words,

Ac | B(s,9).

ses

Suppose that S is a d-p-net for the set T'; by the preceding remark, it implies that
the balls B(s,d), for s € S, cover T, and this shows that N(7,0) < |S]. If we denote
by N.(T,9) the smallest cardinality of a d-p-net for T" and by N*(T, ) the largest, it
follows that

N(T,6) < Nu(T,6) < N*(T,6).
Conversely, suppose that balls B(t;,/2), for i = 1,2,..., N, cover T. If s1, s are two
points in the J-p-net S and s; # so, these two points cannot belong to the same open
ball B(t;,0/2) since d(s1,$2) > d. This yields that |S| < N, thus

N*(T,0) < N(T,5/2).

These two inequalities show that we can use N* (or N,) in place of N in the definition
of the Dudley integral,

ID(T) < /(;A \/1HN*(T,€) de < QID(T)

We will need to consider the supremum of the process when the index ¢ ranges, not
only in the whole of T', but also in balls. For this we introduce when s € T and r > 0
the quantity

(15) wx(s,r):E< sup Xt>.
teB(s,r)

Under the assumption of Proposition 1, we have

oy (s,7) < px(s,1)

for all s € T', r > 0: we just observe that the assumption of Proposition 1 holds for the
two processes restricted to the ball B(s,r). When only one process (X;) appears in the
discussion, we shall simply write ¢(s,7) = px(s,7).

It is obvious that ¢(t,7) is non-decreasing in r, perhaps not continuous in r: if ¢y
is isolated in T', with B(tg,79) = {to} and X;, # 0, and if there is a non zero random
variable X in the process with d(tg,s) = rg, then we have when 0 < r < rg that the
ball B(tg,r) reduces to {to}, hence p(tg,r) = E Xy, is equal to 0, but ¢(tg,r) jumps
when r > 7y to a non-zero value larger than or equal to E max(Xy,, Xs) > 0.

1.3.2. A convex digression

We may use auto-indexation for the process, by considering that the indexing set T is
precisely the subset of L?(Q, P) consisting of the variables in the process, so that we
have X; =t € L?(Q, P). This would not take care of situations where perhaps s # ¢
but Xy = Xy; they are anyway irrelevant when dealing with the supremum of a process.
Working with subsets of L?(£2, P) is what Sudakov does in his book [Suds)].

If we use auto-indexing, we understand that passing from T C L?(Q, P) to the
convex hull conv(T) of T in L?(€, P) will not change the supremum of the process: for
every w € (), we have

sup Xt(w) = sup Xs(w)a
teT seconv(T)
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so that when dealing with suprema, we may assume that T is a convex set in L?(£2, P);
however, when T C L? and t € T we will prefer writing X, than just ¢, although ¢t = X,.
IfseT,if € (0,1) and t € B(s,r), then (1 —60)s+ 0t € B(s,0r) hence

sup X, =>(1-0)X;+6 sup X,
u€B(s,0r) teB(s,r)

and since E X, = 0, we see that
o(s,0r) = 0p(s,r).
If s,t € T are such that d(s,t) < d, then B(t,r) C B(s,r + 6), therefore

r+0

p(t,r) <(s,r+96) <
.

(s,7).
It follows that ¢(t,r) is continuous in t € T" in the convex case.

We come back now to Sudakov’s work: Sudakov actually uses a geometric quantity
that is proportional to the expectation of the supremum of a Gaussian process, where
the process is seen as a subset K of a Gaussian subspace of L?(Q,P), and as we have
seen above, we may and shall assume that K is convex. This approach of Sudakov uses
a suitably normalized mixed volume (7).

Let us consider first the simplest case where K is a segment [0,z] # {0} in R™.
Let B,, be the Euclidean unit ball in the space R™ and ||z| the Euclidean norm of z,
let |A|,, denote the n-dimensional volume of sets A C R™ and let v, = |By|,. We have
that the n-dimensional volume of the Minkowski sum

B,+uK={y+uz:y€B,, z€[0,z]}, where u >0,

is the volume of the convex hull of the union of B,, and its translate B,, +ux. It is easy
to see that (B, +u K)\ B,, consists of intervals of length u||z|| situated on the lines ¢ that
are parallel to [0, 2] and intersect B,,. Let 1 denote the hyperplane orthogonal to the
segment [0, z]. The intersection points with 2+ of those lines £ fill the (n—1)-dimensional
unit ball of that hyperplane =1, hence

|(Bn +uK)\ Bpln = vp—1.ullz|
and
(16) |B,, + uK|, = v, +vp_1.ulz],
so that the normalized expression
1 |B,, + uK|,, — |Bnl|n
( ) =l

Un—1 u

becomes independent of the dimension n of the Euclidean space into which the segment
is embedded, and can be used for defining a notion that extends to embeddings in an
infinite dimensional Hilbert space.

When K is a k-dimensional compact convex subset of some R", the expression in
Formula (16) —of degree one in u— transforms into a degree k polynomial in u, of which
we can extract the “normalized” coefficient of u by looking at

1 (]Bn +uKl|, — |Bn]n)

hi(K) := lim

u—0 Un—1 u

Again, this does not depend upon the dimension n where K is embedded, and the
definition of hi(K') can be extended to arbitrary compact convex subsets K of a Hilbert
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space. Assuming that K C L2(Q2,P) is the auto-indexing set of a centered Gaussian
process (X¢)tex, Sudakov as shown that

(17) hi(K) =27 E<§g£Xt>’

a fact that we can get immediately in our obvious example of a segment: if z =1 € R
and K = [0, 1], then the Gaussian variable associated to the point 1 € K is a N(0,1)
variable g, and
hi([0,1]) =1 = |=|, sup X; = max(g,0),
teK

dz B 1
\/27r_\/27r

We shall sketch a proof of (17) in the particular case of a convex set K that is the
convex hull of a finite set A of points (aj)gnzl in R", with m > 1 and n > 1, namely

Emax(g,O):/ ze /2
0

m m
K = conv(A) = {Z/\jaj : Z/\j =land \; >0, i = 1,2,...,m}.
J=1 J=1
As the two sides of (17) are 1-homogeneous in K, we may assume that K C B,,, in other
words, we shall have ||a;|| < 1 for i =1,2,...,m in what follows.
Let do,,_1 denote the (n—1)-dimensional Lebesgue measure on the unit sphere S™~!
of R™. The Lebesgue measure dx on R™ can be expressed as

" tdo,_1(0)dr

where points € R"™ are represented as x = 76, with » > 0 and € S" 1. We
suppose that 0 < u < 1, hence ua; € B, for j in {1,...,m}. The convex set B,, + uK
contains 0 = (—ua;) + u(a;), and for every direction § € S"~! the points z = r6
with » > 0 that are in B,, + u K form a segment from the point 0 to a point z¢g = p, ()46,
where p, () > 0. We have therefore

Pu(e) n
( / r”_ldr> don_1(0) = / PO 4y L 0),
n—1 0 Sn—l

(18)  |Bn+uKl, = /

S n
Due to the 2-smoothness of B,,, we have when u > 0 is small that
(19) pu(0) =1+u max (0-a;)+ Ox(u?).
1<

Indeed, on one hand, the point zo = p,(0)0 € B, + uK can be written as g = b+ uy
with b € B, and y € K, hence

pu(0) =0 -20 <1+u(f-y) <1+ umax(f-a;).
j
On the other hand, consider one of the points a;, for some i € {1,2,...,m}. If a; belongs
to the line Ly = RO, then x1 = 0 4+ ua; € B, + uK is also in Ly and
pu(0) =max{0-z:2x€ (By+uK)NLs} >0 21 =1+u(0-a).

Otherwise, let n € S"~! be such that the couple (n,6) is an orthonormal basis for the
plane generated by 6 and a;, and choose 1 such that - a; < 0. Consider

Ty = (Vtn+1—-10)+ua; € B, +ukK, with 0<u<1
and with ¢ > 0 satisfying v/ + u(n-a;) = 0 =7 - x5. Then x5 is on the line Ly and
Vi=—u(n-a;) <ulla| <u, t<u? <1,
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because we assumed that K C B,,. Since x2 € (B,, + uK) N Ly, we get
pu(0) =20 20 =V1—t+u(@ a;)>V1—-uw2+u(@ a)>(1+u(d-aq))—u?

and our claim (19) follows(8). O

In (18), the coefficient of the first degree term in w is therefore equal to

/ max(@ . aj) dan_l(é’) = Un—1 hl (K)
sn—1 J

The standard Gaussian probability measure v, on R™ is expressed by
(2%)_"/2 pn=lemr?/2 do,—1(0)dr,

hence, equating to 1 the integral on R™ of the Gaussian density, we get
oo

(20) Sn—1 / rnle 2 qr = (2m)"/2,
0

where s,,_1 is the (n—1)-dimensional measure of the unit sphere S”~!. The integral with
respect to 7y, of the 1-homogeneous function x — max;(x - a;) is

max (z - a;) dy,(2) = (27) /2 /max(r@ caj)r"t L do,—1(0)dr
R J J

= (27)""/? </S » max (6 - aj)dan_1(9)> : /0 rme T /2 dr

J

=(27) "2 v,_1 hi(K) . (n—1) / rn=2e /2 4
0

= (27) 2y (K) - 5 / =2 6=r/2 dy = (27) Y2 By (K),
0

where we used (n—1)v,_1 = s,_2 and (20) for R"~! instead of R". Furthermore, the
Gaussian process associated to K consists of the Gaussian variables X; : x +— x-t defined
for t € K on the probability space (R",,), and

hi(K)
sup Xi¢(z)= max (x-a;), E(su X>: max (r-a;)dy,(x) = - O
telI? @) 1<J’<m( i) teIIg ! Rn 1<J’<m( 1) dn (@) Vam

Simone Chevet [Ches| has obtained results that relate higher moments of the supre-
mum to other normalized mixed volumes of K. For the second moment, let us express
it again for a set A = {ay,...,a,,} C R™ and for K = conv(A). Let X7, Xo,..., X,
be the Gaussian variables on (R™,~,) associated as above to the points aq,...,am,
let v(i,7) = EX,; X; and let o(w) denote the smallest (?) index in {1,2,...,m} such
that

Xo@w)(w) = max X;(w), we=R"

1<i<m

If |B, + uK|, =Y p_,cku”, then ha(K) = c2/v,—2. Chevet proves at (3.6.1) that

ha(K) 2
2 _g(x?- 1
- (X7 —~(o,0)) orelse
ho(K 2 2
2(K) :E(supXt> — By By (X ) (@) :E<supXt> -y Po=i)EX?.
™ teK teK i1

The quantity E (X2 — y(0,0)) appears already (1©) in an article by Fernique [Fer,].
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1.4. First applications of comparison

We begin with a simple lemma.

Lemma 3. Let (X;) fori € I, and (Y; ;) for i € I and j € J;, be two independent
families of integrable real random variables. One has that

E(sup(Xi + Yz’,j)) > E<SUsz‘> + inf E<SUP Yi,j>’
ij i€l i€l JeJi

where we must agree that (+00) + (—o0) = —oo if it appears in the sum above.

Proof. Let
Y, = inf E(Sup Yi’j> € [—o0, 00].
By independence, we may think of the X; as functions of a variable u while the Y; ; are
functions of a different variable v. We have
E, sup(XZ- + Yi,j) = E, sup sup (XZ- + Y}J-) > sup E, sup (Xi + Y;J-),
,J el jeJ; el JjEJ;
then

E, sup (X;(u) + Y, ;(v)) = X;(u) + Esup Y; ; > X;(u) + Y.
jeT; jed;

and

sup E, sup (Xi + Yi,j) > sup X;(u) + Yi.
iel  jeJ; iel

Integrating in u concludes the proof. O

The next Lemma does most of the serious job in what follows (11).

Lemma 4. Suppose that (X;)tca is a centered Gaussian process, that p,d, \ are positive
real numbers such that p? + \? < 62/2 and that Ay, As, ..., Ay are subsets of the index
set A satisfying

— we have A; C B(a;,p) for some a; € A, and

—for allt; € A;, t; € A; and i # j we have d(t;,t;) > 0 (we may say that the two
sets A; and A; are é-separated).
It follows that

E(supXt) > (A/2)VInN + min E(sup Xt>.
teA 1SN T \yea,

Proof. Let (Xt(i))f\[:1 be N independent copies of the process (X;), let g1,92,...,9n be

independent N(0,1) Gaussian variables, that are also independent from the (Xt(i))f\]:l,

and set

N
A, =[JAicA
=1

Let us define another Gaussian process (Y;)ica, as
Y, = Xt(i) — XC(L? + Ag; when te€ A,.
We want to check that
E(Y, - Y;)? <E(X, — X;)?
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for all s,t € A,, in order to apply the Sudakov—Slepian lemma; there are two cases to
consider: if there is an index ¢ such that s,t € A;, we have
YV, Y, =X® - xP  hence E(Y,-Y;)?=E(X, - X;)?
in this first case. If now s € A;, t € A; and 7 # j, we see that
Yo=Y = (X0 = X0) + Agi — (X7 — X)) = Ag;;
the four random variables X S(i) -X 52)7 iy X t(j )X éi) and g; are centered and independent,
hence orthogonal, we know that d(s, a;) < p and d(t,a;) < p, therefore

E(Y, - ¥;)? <2p* +2X? < 6 < B(X, — Xy)?

because we know that d(s,t) > § since A; and A; are d-separated. Using the Sudakov—
Slepian lemma we obtain

E( sup Yt> < E(sup Xt>
teA., tEA,

and as A, C A we have obviously that
E( sup Xt> < E(supXt>.
teEA, te A
It remains to apply Lemma 3, the lower bound (11) and get
E (sup Xt> > E sup Y; = E sup sup ()\gz- + (Xt(i) — ng)))
teA teA. i teA;

, - (4) (4)
> —
> E 1@1}3\]()\%) + IIliIIlE ts;lE(Xt Xg)

> (1/2)AvIn N + min(E sup X; — E X,,)

? teAi
= (A/2)VIn N + minE sup X;. O
t teA;

Corollary 1. Suppose that (X;)ier is a centered Gaussian process, that S C T is a
finite 2§-separated set contained in a ball B(tg,r), where to € T, §,r > 0. It follows that
E( sup Xt> > (5/4)\/1n|5|+minE< sup Xt>,

tEB(to,r+5/2) $€S teB(s,5/2)

or, using Notation (15) and letting N = |S| denote the cardinality of S,
o(to,r +3/2) = (6/4)VIn N + min ©(s,6/2).
sE

Proof. We apply Lemma 4 with A = p = §/2, A = B(to,r + 6/2) and A; = B(s;, p),
where S = {s1,82,...,s5} C B(tg,r). Then p? + X2 = §2/2, and by the triangle
inequality the balls B(s;, p) = B(s;,0/2) are d-separated and contained in A. O

1.5. Promenades

I would like to introduce a notion of promenade: roughly speaking, it is a Markov chain
without probability. It will place us on a longish route to Fernique’s result, but fairly
smooth I believe. We shall call X the set of states, or more specifically, the set of
places to be successively visited step by step. For each place z € X of the promenade,
a set P(z) C X of places is given: this is the set of places that can be reached from
the place x in one single step, we shall call them the next-places after x. It is possible
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that P(x) be empty: then x is a final state where the promenade ends, an end-point.
On the other hand we assume that z ¢ P(x): not moving is not considered a step.
We let a finite path of the promenade be a finite sequence of places

52(1‘0, L1y « oy :Ij‘k) in X,

where x;11 is a next-place after x; for every i such that 0 < ¢ < k. The length of the
path is the number of places in &, namely k£ + 1. We will admit as path the trivial case
when k = 0, a path £ = (x) of just one place, of length 1. If y € P(x), then (z,y) is
a path of length 2 from x to y, but y could also be attained from x by other paths of
length > 2, as in (z, z,y) for example, if z € P(x) and y € P(z).

Typically, our promenades will arise from covering with balls a compact subset T’
of a Hilbert space: a place would be somehow a ball B in T of some radius r > 0, and
the next-places after that place will be balls B’ of a smaller radius r’, say ' = r/3, that
cover B. In dimension n we can expect the covering of T' C R™ by balls of radius r to have
a cardinality of order =™, so that passing to next-places with radius /3 would increase
the covering number to some 3"r~" balls; one can then think that each place will have
about 3" next-places after it, a constant factor depending upon the given dimension n.
But we actually work in infinite dimension, so the number of next-places may increase
dramatically from one place to the next in the promenade.

Given a promenade on X, we introduce the notion of a 3-control function N for the
promenade, a function with positive values on the set X that will control the evolution
of the cardinality |P(x)|. We shall make below (condition cz) the debatable choice to
say that N(z) controls the number of all places that can be attained when taking a
single step of which x is one of possible destinations, rather than the number of places
that could be attained starting from a given place: if x € P(z,), then |P(z.)| < N(x).
Perhaps paradoxically, we shall not try to keep this function N small, but on the contrary,
guarantee a huge growth.

The first condition below defines a 3-growing function N for the promenade; we
shall then say that N(x) is the growth value at the place x € X. Thus N is a 3-growing
function for a promenade on the set X if it satisfies:

c1 — For every place x € X, the value of N at any next-place after x satisfies(*?)

y€ P(x)= N(y) > N(a:)?’.

We say that N is a 3-control function for the promenade on the set & if it is a 3-growing
function and if in addition:

co — For every z € X and y € P(x), the value of N(y) is an upper bound for the
number of places that can be reached from z in one step,

y € P(x) = |P(z) < N(y).

By the previous condition, we see that for a promenade on X with a 3-control
function, the set of next-places after each place x in X is finite. The growth condition
in cq will be used to exert a backward hold over the number of “previous places” in the
promenade: if y € P(z) is a next-place after x, we have that N(z) < N(y)'/%. The next
lemma and its corollary will not be used in the proof of Fernique’s theorem. They will
appear when checking afterwards that the entropy condition obtained from that proof, or
the similar condition obtained later in the case of non-invariant processes, indeed suffice
to control the expectation of the supremum of the Gaussian process under study.
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Consider a promenade on X. Let = be a set of finite paths in X’; we assume that
all the paths in = have a fixed common first place T € X', and that no path in = can be
extended and stay in Z; in other words, we suppose that for every path

= (xo,21,...,25,...,2,) with 0<j<k and zg=7
in X, one has that
E¢= or (zo,x1,...,75) ¢ 2.
Let us then say that the set = has the no-extension property. We could just say that
every element ¢ of = is maximal in =. If
(o, z1,...,25) €E, let (&) =x;
denote the last place in the finite path &.

Lemma 5. Suppose that a promenade on X admits a 3-control function N. Let = be
a set of finite paths with a common first place x. If the set = satisfies the no-extension
property, then

> NOAE) P < N@)

¢eE
Proof. Clearly, it is enough to prove the lemma for every finite subset of =, we thus
assume from now on that = itself is finite. Consider the set 7Ty of all finite paths

0 = (zo,y1,...,y;) with z9=2=
of the promenade in X'. We say that the path 6 has an extension in Z when there is a
path £ = (z,x1,...,2)) in Z such that k > j and y; = x; for 1 < ¢ < j, and we let then
be the number of places from the last place y; = x; of § to the last place of £, including x;:
if 0 € =, we consider that 6 extends itself and we have p=(0,0) = 1. Let Zy denote the

set of £ € E that extend 6 in the previous sense. Letting 6y = () one sees that =g, = =.
For each 6 € 7Ty, we introduce

()= > NOE)™
§€E
We let h(f) be the maximal “extension-length” p=(0,€) of the paths £ in Ey. It could
be that no path in Z extends 6, in which case we have Zy = ), S(6) = 0 and h(f) = 0.
If h(0) = 1, then @ is in = and is the only path in Zy, thus S(6) = N(A(6))~3/2. We
are going to show by induction on h(f) > 1 that
S(O) SNOO) T 0T

Suppose that 0 € Ty and h(f) > 1. Then 6 ¢ = by the no-extension property, hence
every path £ € Ey goes through some next-place y after the last place x = A(6) of 6.
For y € P(x), let 6, by the path obtained by extending € by one step to the place y, so
that A\(6,) = y. Then, every £ € Zy belongs to a unique set Zy,_, y € P(z), and we have

S@O)= > S(b,).
yEP(z)

Let yo € P(x) be such that N(yo) = minycp(,) N(y). By the definition of the function h,
all the places y € P(z) satisfy h(6,) < h(6), thus, by the induction hypothesis, we have
for every y in P(x) that

S(0y) < N(A(B,) "% = N(y)"*2, and N(y)~*/* < N(yo) /%
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By the condition cz we know that |P(x)| < N(yg), and N(z)® < N(yo) by c1, thus

SB)= Y S(8,) <|P@)|N(yo)** < N(yo) "> < N(2)7%* = N(\(6)) >,
yeP(z)

This proves our claim. Finally, we have that Zp, = Z when 6y = (z) and

N(@) 3% = N(X(0o)) ™% = S(0) =Y _N(AE)™2 O
fe=

We shall deal mainly with promenades that start from a fixed initial place x € X,
that we call origin or starting point of the promenade. For a path (x;)o<i<k starting at
the origin, hence with x¢y = X, we say a path from origin. Given an origin X, there is a
natural subset of X’ that consists of places x that can be attained on a path from origin,

§=(zo, 1, ..., T), To=%X, TR =1

We shall denote by X the set of those attainable places x. Anything that will matter
later on will occur in this subset X’ of X. It will be however convenient (12) to keep the
whole set X' in our setting.

When considering maximal paths of a promenade with starting point X we will
always restrict ourselves to paths starting from that origin X, in other words, maximal
paths in the attainable subset X'. These maximal paths are thus sequences x = (2;)o<i<rL
of places in /'?, where L = L(x) is finite or L = 400, and:

— the place zg in the path x is the starting point x of the promenade,

— the place z;41 is a next-place after x; whenever ¢ € Nand i+ 1 < L,

— when L is finite, the place xj;_; has no next-place, it is an end-point of the
promenade.

We shall prefer avoiding end-points: the maximal paths of our main promenades will all
be infinite, this will help us to keep a somewhat unified treatment. A maximal path x
in X will thus look like

x = (To, T1, Ty «ovy Ty --.)y Tiy1 € P(x;) C X for i >0,
with g = X being the given origin of the promenade.

A rooted tree provides an example of a promenade with starting point: the places
are the nodes of the tree, the starting point of the associated promenade is the root of
the tree and the next-places after a place|node are the children of that node. Conversely,
given a promenade on X with starting point X, one can check that the set of paths

&= (xo,x1,...,2), x; €KX, Tip1 € P(x;) for 0<i<k, k>0, g =%
has a tree structure: the root is the path (x) and the children of £ are the paths

(X1, s Ty They1),  Tht1 € Plag).

If a promenade has a starting point x and a 3-control function N, we shall normalize
the function N by imposing the following additional condition:

co — We have N(x) = 1 for the starting point X of the promenade, and N(y) > 2
for every next-place y € P(X) after x.

Assuming this normalization condition satisfied, let = # X be a place in X , attained by a
path X, z1,...,2, = x from origin. Since x # X, we have that & > 0. Because N(x1) > 2
by condition cg and N(x;11) > N(z;)® by c1, we see that N(z;41) = N(z;)® > N(z;)
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for j > 1. Tt follows that N(z) > 2 for any attainable place x # X; also, the values of N
along a path from origin are increasing, so that such a path can never come back to a
place where it has been before (14).
Let (z;)o<j<k be a finite path from origin in X. Since N(x;) > 2 for any place z;

with j > 1, and N(xj11) = N(z;)3, we see easily by induction that (1)

for every j such that 0 < j < k, we have that N(z;) > 27.
When j = 2, one has actually N(z;) > 2% =8 > 22, so that

for every j such that 1 < j < k, we have that N(x;) > 27.

Suppose now that all the maximal paths in X are infinite, that is to say: for every
attainable place x € X, the set P(x) of next-places is never empty. It follows that for
any maximal path (z;);>0 in X, we have

(21) N(:Cz) = 2¢ for i >0, ZN(;cj)_l <1 thus ZN(xj)_l <9
j=1 =0

Suppose that a promenade on X admits a starting point and a normalized 3-control
function N; let M be a number > 1 and consider the subset of X defined by

(22) Xy ={rxeX:N(x)<M}.

Because N(z) < N(y) when y € P(x), all “previous places” in X of a place y € X
belong to Xj;. The starting point X of the promenade in X belongs to the set Xy,
because M > 1 and N(X) = 1 according to cg. It follows from the first inequality in (21)
that all paths in X, that start at X are finite, and since the set P(z) is finite for every
place z € X by ca, we know that the set of points in Xj; that are attainable from X is
finite (16).

Let us introduce the set = of paths that are maximal among paths from the origin %
that remain in X); at all stages. Maximality implies the no-extension property for =,
therefore the previous lemma gives

S NOE) P < NP2 = 1.
£EE
By the definition of = we know that A(§) € X for every £ € Z, hence N(A(§)) < M
and
E[ M2 <Y NAE) <L
¢€E
This ends the proof for the next corollary.

Corollary 2. Let a promenade with origin X on the set X admit a normalized 3-control
function N, and suppose that the subset Xy, is defined by (22). The number of paths
of the promenade that are maximal among the paths that start from x and stay in Xy
is bounded above by M3/2.

If X is a rooted tree with root X, the associated promenade on X', with starting
point X, is defined by letting the set P(z) of next-places after a node = € X be the
set of children of z in the tree. Giving a node z in this rooted tree is equivalent to
giving the unique path &, starting at the root x and having = as last place. Let us
say that a subset D of the tree X is disconnected if whenever x # y are two elements
of D, there is no path from z to y, nor from y to z; in other words, the nodes x and y
are not comparable for the tree order. For example, the set L of leaves of a finite
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tree is disconnected. Clearly, the set =p of paths &, associated to the elements x of
a disconnected set D has the no-extension property, and we therefore get immediately
from Lemma 5 the next corollary.

Corollary 3. Let X be a rooted tree and D a disconnected subset of X. If the associated
promenade on X admits a normalized 3-control function N, then

Z N(z)™3? < 1.

reD

2. The Fernique theorem

Let G be a compact abelian additive group and let (X,),ec be a centered Gaussian
process indexed by GG. We suppose that this process is invariant under the group action,
meaning that for every finite sequence {h, g1, ..., gx} of elements of G, the two k-tuples
of random variables

(X917X927"'3ng) and (Xgl+h,X92+h,...,ng+h)

have the same joint distribution. The official terminology says that the process (X;)g4ea
is a stationary process.

We assume of course that the family (X,),eq is not reduced to a single random
variable. We may slightly modify the point of view, and consider that the group acts on
the set {X, : g € G} of random variables by

h.Xg=Xg4n, hed.
This action is transitive: given go, g1 € G, we have with h = g; — go that
h. X4 =Xg4,.

We now arrive to the following setting: we assume that (X;);cr is a centered Gaus-
sian process, that G is a multiplicative group acting transitively on 7', and that for

every integer k > 1, every sequence {t1,...,t;} of elements of T" and every g € G, the
two k-tuples
(23) (Xthtza"'thk) and (Xg.tlan.tzv"ng.tk)

have the same joint distribution. It follows that for ¢1,¢2 € T and g € G,
d(ty,t2) = d(g.t1,9.12).
If B(t,r) isa ball in 7" and g € G, we see that
g.B(t,r) C B(g.t,r) therefore g¢.B(t,r)= B(g.t,r)

by letting the inverse g~ ! of g act on B(g.t,r). If s1,s2,...,5, are arbitrary elements
in B(t,r), then g.s1,g.82,...,9.8, are in B(g.t,r), and the distributional invariance
yields that
E( sup Xsi> :E< sup Xg.8i>.
1<ign 1<ign
Therefore, passing from finite subsets of G to infinite ones, we see that invariance and
transitivity of the group action imply that for any tg,¢; in T, we have

(24) o(to,r) = E( sup XS> = E( sup Xs) = @(t1,r).
s€B(to,r) s€B(t1,r)
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In this invariant setting (17), we simply let

QO(T) = Sp(t0771)
for an arbitrary fixed ¢y € T" and for every r > 0.

An additional observation: suppose that 0 < r; < rg and that Sy is a r1-p-net for
the ball B(tg, o), for ¢y fixed in T. We can use the transitive group action in order to
find for each t € T' a r1-p-net S for the ball B(t,rg), with |S| = |Sy|: we use g € G such
that g.tg =t and we let S = ¢g.Sy. This shows that

(25) for 0<r' <r, N*(B(t,r),r") does not depend upon t € T.

We shall prove the Fernique theorem under the form that follows.

Theorem 1. Let (X;):er be a centered Gaussian process that satisfies the invariance
conditions (24) and (25). If the expectation of the supremum sup,c X; is finite, then
the Dudley integral is finite, and more precisely
In(T) < $:(T) < 432E(Sup Xt>.
teT

We can absolutely guarantee that the constant 432 above is not optimal. In fact, we
shall not care about keeping the constants “right”, we shall often and repeatedly replace
for example an upper bound /3 by 2, in order to get simple (but exaggerated) integer
values in the estimates.

2.1. Looking for an entropy-like condition

We assume that we have an invariant centered Gaussian process (X;)ier such that

E* = E(supXt> < 0.
teT

Due to invariance, we can set ¢(r) = @(t,r) for every t € T and every radius r > 0,

and we know that ¢(r) < E* < 400. We can then rewrite Corollary 1.

Corollary 4. Let (X;)ier be a centered Gaussian process that satisfies the invariance
condition (24). If S C T is a finite 26-separated set that is contained in a ball B(ty,r),
where ty € T and 6,7 > 0, one has that

p(r+0/2) = (6/4)v/In |S] + ¢(5/2).

The idea of associating a tree to the process can be traced in Chap. 7 of Fernique’s
work [Fers]; we shall not need the more restrictive tree structure in what follows, we
shall merely consider a promenade. The maximal paths of this promenade will all be
infinite, at the cost of doing things in a way (18) that is slightly unnatural, but that helps
us to present a moderately unified treatment, making no difference between the case of
a perfect index set T or that of a finite set T'.

Let us give a very short but also very inexact description of the procedure: we will
construct a set X whose places correspond to smaller and smaller balls B(t,r) in T.
The “richness” of X will reflect the entropy of T, as the next-places after the place
corresponding to B(t,r) will arise from covering B(t,r) by balls with a smaller radius.
We shall apply Corollary 4 repeatedly when passing from a place to its next-places.
Given a ball B(t,r) associated to a place in X', we shall find a suitable p-p-net S of N
points in that ball, with p < r, and get from Corollary 4 an inequality that has the form

o(r) ZrvInN + ¢(cr)
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with ¢ < 1 a fixed positive real number. Let us rather write it as
o(r) —¢(cr) = rvInN.

Smaller balls of radius r’ = ¢r around the N points of the preceding p-p-net S will be
associated to the next-places after the place corresponding to B(t,r). Next, we would
find for these next-places another analogous estimate

o(cr) —o(cr) = r'VInN',

Passing successively from r; to r;11 = cr; for all ¢ > 0, a telescopic summation effect for
the consecutive differences ¢(r;) —¢(r;4+1) will finally give us an upper bound ¢(r¢) = E*
for an expression

o1 = Z riv/In N1
i=0

very similar to 31(7), and actually equivalent to it up to a universal multiplicative
constant —one may prefer to say: an absolute constant—. The actual proof requires
some more technicalities that will make the preceding summary simply vastly erroneous.

2.1.1. Defining a promenade
We shall introduce a set of places X', a promenade on X and a function N that will be
a 3-control function for this promenade. A place 2z € X will have the form (19)
x=(t,r,n) with teT, r>0, n>1.
We define three functions on X that are the coordinates of the places x = (t,r,n), namely
O(x)=t, p(x)=r, N(z)=n.

We say that 6(zx) is the position in T' of the place x. The radius function p will have an
extremely simple behaviour with respect to the promenade: when moving from a place x
to a next-place y € P(x), the radius will simply be divided by 3,

p(y) = p(x)/3 whenever y € P(x).

The function N will turn out to be a 3-control function for the promenade to be defined.
As it was explained briefly above, the expectation of the supremum of the values X, of
the process, for s in the ball B(t,r) C T, will be examined and used. Recall that under
our invariance assumptions, we have

o) =wltr) =E( swp X.).
sE ,T

Let A > 0 denote the —finite(?)— diameter of the set T', let ¢y be an arbitrary
point in 7" and let ry satisfy ro > A, so that we have B(ty,rg) = T; assume in addition
that rg < 4A/3: that assumption will be used only later on. The starting point of the
promenade is X = (tg, 70, 1), we have p(X) = rg, the radius associated to %, and the initial
value of N is N(x) = 1. The description of the promenade and of the function N goes
as follows:

Suppose that a place z, = (t«, 74, n.) € X is given. Consider
r=r./3 and let S C B(t.,r.) be a r-p-net for B(t.,r).
The ball B(t.,r.) contains at least the point ¢, and thus S is not empty. The size of S

will play a role in what follows: the case where |S| > n2 corresponds to when B(t.,7.)
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is “fairly large” and we shall then call the step from x, to its next-places a “rich step”,

the case |S| < n2 being of course the “poor” one. In the rich step case, we let
3

* 7

n =S|, and in the poor case n =n?, so that n = max(n?,|S|).

For each s € S, we introduce a next-place x after x, that has the form
x = (s,r,n), therefore P(z,)={(s,r,n):s€e S}

We thus have the same value N(z) = n for all next-places x after x,. There is at least
one next-place after the place x, —because the set S is not empty—, and the number
of next-places after z, is at most n, since |P(z,)| = |S| < n.

A few comments are in order.

— The way in which the radius function p varies along our promenade induces a
hierarchy on the places in X' that are attainable from the origin %x: a place x = (t,r,n)
that appears at the ith stage x; = x of a path

¢ = (zo,x1,...,2;) starting at xg=x

has necessarily r = 37%rg, and thus, a place x = (¢,r,n) for which r = 37%r( can only
appear at the ith stage of a path starting at x. I found nicer to deal above with the
whole family of places (¢,r,n), but only the places that are attainable from % will play a
role later.

3

- is merely an upper bound for the number of

— In the poor case, the value n = n
next-places after the place x, (29).

— The function N has a special property that was not asked in general for growing
functions or control functions: the value N(x) is the same for all the next-places z after
a given place z,. We say then that the function is previsible,

r,x' € P(x,) = N(x)= N(z').

Let us check that the function NV is a normalized previsible 3-control function for our
promenade on the set X': for the starting place x = (¢g, o, 1), we have N(x) = 1; also, we
have decided that A < ry < 4A/3, with A = diam(T"). It yields first that B(to,r9) = T}
next, it implies that B(t,rg/3) # T for any point t € T', because

diam(B(t, 70/3)) < 2(ro/3) < 8A/9 < A.

When we defined the set P(x), we have introduced a set S that is a (r¢/3)-p-net for
the ball B(tg,ro) = T the balls of radius ry/3 centered at the points of Sy cover T, we
have thus |S;| > 2. Then, we see that |S;| > 1 = N(%)2, this is a rich step, it follows
from our construction that N(y) = [S1| > 2 when y € P(%) and the condition cq for
a control function is satisfied. For every place z, we made sure that N(z) > N(z.)?
when = € P(x,), thus N satisfies ¢q1, and we have |P(z.)| < N(z), condition ca. In
addition, the function N is previsible, since it was defined in a way that it has the same
value N (z) for all the next-places x after any given place .

2.1.2. Gaussian estimates

Let us fix a place z, = (ti,74,n4) in X, from where we shall take a single step of
the promenade. Passing from z, to all the next-places x = (t,r,n) after z,., we get
from Corollary 4 a relation between the expectations of the suprema of the Gaussian
process (X;)ier over a ball centered at ¢, on one hand, and over balls centered at the
various positions ¢ on the other. The radii of these balls will be fixed multiples of r,, the
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(common) multiple for the next-places being smaller than that for the original place z..
The set of points ¢t appearing in the next-places x after x, form the set S that was chosen
to be an r-p-net for B(t.,r.): this set S is thus r-separated and

S C B(ts,rs) C UBST‘
ses

Recall that r = r, /3 and that the control value N(z) = n, when z € P(x,), only depends
upon the fixed place x, (the function N is previsible). There are two cases to consider:

— suppose first that we are in the “rich step” case: then we know that n = |S|. We
let 26 = 7, so that the set S C B(t.,7.) is 20-separated. Notice that /2 = r/4 = r,/12;
applying Corollary 4 we get

P(re +1:/12) 2 (re/24)VInn + ¢(r./12),
and carelessly writing r, + r,/12 < 2r, we arrive at

(26) p(2r2) > (r/24)VInn + o(r. /12);

— otherwise, in the “poor case” for the step from z,, we know that n = n2. We
essentially do nothing in this case: we just find convenient to introduce r,, = 3r, —it
could be the radius r,, of a place x,, after which x, is a next-place— and we observe
that

(27) rVInn =vV3r.\/Inn, = w\V/ Inn, < —T**\/lnn*
because v/3 < 2, hence

(re/20)VInn < = (1. /24)yv/Inn,.

[SVRI

Obviously we have that
p(r«/12) < p(214),

and adding these two informations and letting x = 1/24 we obtain

2
(28) SO(QT*) + 557’** V lnn* Z KTV Inn + SD(T*/12)

We now observe that this inequality is clearly valid also in the “rich” case, simply because
we have then (26) and Kr.v/Inn, > 0.

Let x = (z;);>0 denote a maximal path of the promenade on X: the place z( in
the path x is the starting point X in X', and x;41 is a next-place after x; for every ¢ > 0.
Let us write

x; = (ti,ri,n;) for ¢ >0, with N(z;) = n;.
It follows from the behaviour of the radius function p along the promenade that
ri = p(xi) = 37" p(%) = 37"

It will be convenient to set r_; = 379. If we want to apply (28) to the step from the
place x, = (ts«, 7+, ns) = x; to the place z = (¢t,r,n) = x;41, where i > 0, we have to set

Te =Ti, Mu ="M, N="n;41 and T =37 =7;_1.

Then (28) becomes
2
(29) w(2r;) + gfiri_l vinn; = kriy/Inngq + @(r; /12).
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We may consider that the elements of the places in the path x are functions of that
path and write z; = z;(x) = (¢;(x),7;, V;(x)) for the place x; at stage i in the path x,
with the control value N;(x) = N(z;(x)) = n;. Now, for any maximal path x and every
integer i > 0, Equation (29) gives

(30) o(2r;) + glﬂ”i_lx/ln N;(x) = krin/In Nipq (x) + p(r:/12).

Summing (30) from i = 0 to an arbitrary k > 0, using r_14/In Ny(x) = 0 —because we
have that Ny(x) = ng = 1— and reorganizing the root-of-log terms we get

Z@(Qri) > g Zr“/lnNi_H(x) + ng(ri/m)

for any maximal path x. Observe that

(31) p(ri/12) = p(27;13)
because 2r; 3 = 2r; /27 < r;/12. Hence

2 k
p(2r;) thus 3p(2r0) > " p(2r) > £ Y /N1 ().
1=0

k
j=3 i=0

k
> o(ri/12) >
i=0

Finally, for every maximal path x of the promenade on X we have that

teT

G 9 9 .
(32) ;Ti In N1 (x) < P ©(2rg) = EE = 216 E<supXt>.

The series above is very similar to the series ¥;(7") in (1). We let

o1(x) = Z riv/In Njyq(x),
i=0

a function of the maximal paths x, that is thus bounded by a multiple of the expectation
of the supremum of the invariant process (X¢)ter.

2.1.3. Summary

Let us review for future use the properties of our set X', with its promenade and control
function N. For every place z in X with z = (¢,r,n) = (0(x), p(x), N(x)), let us say
that the ball B(t,r) is the ball associated to z, and denote it by B(z) = B(t,r). Recall
that P(z) denotes the set of next-places after z.

ap — The starting point of the promenade is X = (to,ro, 1), where ¢y = 0(X) is an
arbitrary point in 7'. The radius ro = p(X) is chosen such that A < ry < 4A/3, where A
is the diameter of T'; it implies that (x) = T.

a; — For every place x € X, the ball 8(x) = B(6(z), p(x)) associated to z is
covered by the balls associated to the next-places y = (0(y), p(y), N(y)) after x,

B@)c |J By, and 0(y) € B(O(x),p(x)), ply) = p(x)/3 for(2!) any y € P().
yEP(z)

ag — The function x — N(z) is a normalized previsible 3-control function for the
promenade on X, thus satisfies the properties cg, c1, C2,

N&)=1, yePE) = N(y) >2;
ye P(zr) = (N(y)=N(z)® and [P(z)] < N(y))
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and
y,y' € P(x) = N(y) = N().

We did not yet make use of the invariance condition (25). When we have defined
the next-places after a place z, = (ti, 74, n4), we have set r = r,/3 and we have then
introduced a r-p-net of n points for the ball B(t,,r.), where n = n(x,) could depend
upon the place z,, without using the fact that according to the condition (25), the
covering number N*(B(t,r.),r) does not depend upon t € T. Using that condition, we
can find a r-p-net with the same number n of points for every other ball B(t,r,) of that
same radius r,. Doing this from the start x on, we may replace the functions of maximal
paths x — N;(x) by constant values N;, for each i > 0, and write the conclusion of the
promenade estimate as

(33) o1 = ZTi\/1DN7;+1 < 400.
i=0

2.2. The entropy-like condition is sufficient

Let us consider a promenade with a starting point X, on a set X of places that have the
form = = (¢,r,n) as in the previous sections, with ¢ in the index set T' of an invariant
centered Gaussian process (X¢)ter, and with » > 0, n > 1. As we have done before, we
set r = p(z) and n = N(x), and we assume that the promenade on X, the functions N
and p satisfy the three properties ag, a1, as. In addition, we assume here that given any
maximal path x = (z;);>0 in X, the values IV; = N(z;) do not depend on that particular
path x, but only on the stage i reached in the promenade. We shall explain that the
condition o7 < oo obtained at (33) allows one, conversely, to bound the expectation of
the supremum of the process (X¢)ier.

We start from the initial place x = (to,ro, 1), that was chosen so that B(tg,r9) =T
(see the condition ag), and we move toward an arbitrary point 7 € T by successive
steps of the promenade, that will form a maximal path x(7). We thus begin with
setting xo(7) = X, we let to(7) = tp and we have that 7 € T' = B(to(7),70). Next,
we know that the point 7 is contained in at least one of the balls B(t,71) associated
to the positions ¢; = 6(x1) of the next-places z; after x, that cover B(tg,rg) (this is
condition ay); we let z1(7) = (t1(7),r1,n1) be a next-place after xo(7) = % for which
we have that 7 € B(t1(7),r1). Then, using a; repeatedly, we go on choosing successive
places x;41(7) = (ti+1(7), 741, ni41) such that z;41(7) is a next-place after x;(7) for
which we have again 7 € B(t;41(7),7:+1). We see that the sequence (t;(7)) tends to 7
in T because r; tends to 0(22) and d(r,t;(7)) < r;. We know that t;11(7) € B(t;(7),1;)
using a; again, and it yields that the move in T from ¢;(7) to ¢;11(7) has size < r;, we
shall use it below.

Here, the control function N takes the same value N; on all the places at the ith
stage of the promenade X. If we fix £ > 0 and consider in X’ the subset

Xk:{$€XiN(ZE)<Nk},

we know by Corollary 2 that there are at most N,f/ ? maximal paths from x for the
promenade restricted to Xx, and clearly, the last places of those maximal paths are
precisely the places at the kth stage of the promenade on X'. Hence, when 7 varies in T’
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and when the integer ¢ > 0 is fixed, the global number M;,; of paths from x to all the
places z;4+1(7) mentioned above admlts( 3) the bound

(34) M;i1 < Ngj{f < N7,

(recall that N;;1 > 1 because ¢ +1 > 0). In particular, when 7 varies, the number of all
possible steps from z;(7) to z;41(7) is bounded by M, 1 < N2 ;.

Because Var(Xy,,, (r)—Xy,(r) = d(tiy1(7),t:(7))* < r7 and using (9), we have for
each integer ¢ > 0 that

E sup |Xti+1(7)—Xti(T)| < TZ'.Q ID(MZ'+1 + 1) < QTM/IHN_i_l < 3T1\/1I1Ni+1.
TeT

Every 7 € T is the limit of a sequence (¢;(7));>0 and to(7) = to, hence

Xr — Xto = Z (Xti+1(T) - th‘(T))'
1=0
It follows that

Esup|X, — Xy <) E sup Xt (=Xt <3 riy/In Ny,
i=0 '€ i=0

TeT
thus, knowing that E X;, = 0, we conclude that

E(supXt> <3 Zri In N;y1 = 3071, E(sup |Xt]> < E|Xy |+ 30;.
teT P teT

Of course what we just did is nothing but a variant of the proof that the finiteness
of the Dudley integral related to a Gaussian process implies that the expectation of its
supremum is finite. We could actually have easily related directly the condition

00
o1 = ZT’“/lIINH_l < 400
1=0

to Dudley’s integral. Indeed, we have seen at (34) that there are M; < N? paths from
the start X to the places at the i¢th stage of the promenade; in particular, the set T; of
points t; € T appearing in the places (t;,7;,n;) of that ith stage contains at most N?
points, and we know by iterating condition a; that the balls B(¢;,r;) centered at those
points t; € T; cover T'. This means that

N(r;) < M; < N?,

where N (e) = N (T, ) denotes the minimal number of open balls of radius € > 0 needed
to cover T'. When r;11 < ¢ < r; we thus have

N(e) < N(riq1) < Ni2+1,

vIn N dE N12+1) <2’I“Z'\/111NZ‘+1

Ti4+1

and because rg > A and lim; r; = 0, we conclude using (32) that

A o)
:/ \/lnN(g)d€<2Zri\/lnNi+1 =20, <432E<supXt>.
0 i=0

teT

hence

These are pretty much the same arguments as those that we have seen before, when we
discretized the Dudley integral.
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3. Beyond invariance

Consider again a centered Gaussian process (X;):er such that
E* = E(sup Xt) < 00.

teT
If we give up invariance for the process (X;)ter, we lose Equality (24). Then, for each
point s € T"and r > 0, we can do nothing but consider

o(s,r) = E( sup Xt) < E™.

teB(s,r)
Without invariance and applying Corollary 1, it only remains from (26), when i = 0 for
example, that

o(to,2rg) = E( sup Xt) > (rg/24)+/In Ny + min E( sup Xt)
teB(to,270) s€51 teB(s,r0/12)

= (ro/24)/In N1 + mgn (s, 19/12).
s€51

This cannot be used, unless we can make sure that the different values ¢(s,rq/12),
for s € 51, are “under some control”, let say for simplicity that they are essentially
the same. For this we need a quite natural extra ingredient in the construction of the
promenade. We have to make divisions of T into “zones” where the function ¢ will be
controlled in a suitable way. Now, the collection of next-places after a place x, will
possibly be split into different sub-collections corresponding to these “zones”. Also,
we shall need an improving control over ¢ as ¢ increases, by locating values of ¢ in
smaller and smaller intervals of the real line; in order to avoid multiplying unnecessarily
the number of parameters of the construction, we shall use(2?4) the rapidly growing
numbers n = N () to this end, locating values of ¢ in small intervals of size O(n™1).

The basic homogeneous zones from which other homogeneous zones will be built are
defined as follows: fix a radius » > 0 and an integer m > 1; for every integer a such
that 0 < o < m, consider the (possibly empty) subset of T' defined by

Wao(r,m) ={veT:evr/12) e Z(a,m)}
where

Z(a,m) = [aE*/m, (a +1)E*/m] C [0, E*].
Notice that

(35) T= ] Walr,m),

since the segments Z(a,m) cover [0, E*] and 0 < ¢ < E*. We shall thus divide the
successive sets obtained in the invariant case —there, they were the balls B(t,r)— into
“homogeneous zones”.

The new set X of places for the promenade will now consist of the 4-tuples
x = (V,t,r,n) where t €T, r>0, n>1 as before,
and where
(36) V C B(t,r) is non-empty.

We say that V' is the region associated to x. It will be useful to define the function R
that indicates the region V' = R(x), and to set again

O(x)=t, p(z)=r, N(z)=n.
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We could then (mostly uselessly) write z = (R(zx),0(x), p(z), N(x)). In the construction
of next-places, we shall make sure that V be a “homogeneous zone” where a certain
variation of ¢ will be controlled.

The new control function will be defined in two phases: starting from a place z.,
we first find a bound n on the entropy of V, = R(z.), and then a bound in n? for the
number of places x where one can go in one step from x,, so that the actual control value
will be n2. The function N will be called the growing function for the promenade, it will
satisfy the conditions cg and cq, and the function N? will be the 3-control function, still
satisfying cg and cq, clearly, and satisfying c, in addition.

3.1. A new promenade

The construction of the new promenade on X and of the growing function N (and
therefore of the control N?) goes as follows: we suppose of course that T has at least
two points, so that its diameter A is > 0, and finite(?). We choose a radius rg such
that A < rg < 4A/3 and ty a point in T', hence we have T' = B(tg,rg). The starting
place of our promenade is x = (Vp, to,70,1) with Vj = T. So far the description of the
start is exactly as before —save for the addition of V) = T to the triple (tg,70,1)—. It
is still convenient to let 1 = 37ry. Let us describe the modified construction step.

Suppose that a place x, = (Vi,ts, 7, n,) is considered in the new set X. The first
part of the construction step is essentially identical to what was done in the invariant
case, except that the set V, replaces now what was the ball B(t,,r.) before, and that
the control will be defined differently, in two phases, first the growth value, and later the
control value: let

r=r./3 and let S be a r-p-net for Vi,

that is to say, the set S C Vi is a r-separated set such that

(37) Vi C U B(s,r).
ses

We let n = max(n2,|S]), this will be the growth value for all the next-places after z,.
Again, the rich case is when n = |S| > n2, and otherwise we have the poor case n = n3.

Here comes the difference: in the invariant case, the next-places after x, corre-
sponded directly to the points s in S and thus to the balls B(s,r); now, for each s € S,
we make a further splitting of B(s,r), arising from the splitting of T into sets W, (r,n),
where r and n are defined above: the first component V' of the next-places after x, will
be contained in one of the intersections B(s,r) N W,(r,n). Precisely, the next-places
after x, = (Vi,ts,7«,n,) will be the places x = (V,s,r,n), where we decided already
that

r=r,/3, n=max(n,|S|), and where in addition

V=V.NB(s,r) N Wy(r,n) #0, s€S, 0<a<n.

For every next-place z = (V,s,r,n) after x., we let N(x) = n —a value that depends
only upon z,— and we have by construction that

(38) VcV., seV, VCB(sr).

The number of next-places after z, is less than or equal to |S|n < n?, and we shall
thus define N2(x) = n?, it will be the control value for all those next-places x € P(x,).
Intersecting the “coverings” in (37) and (35), we see that

(39) V. C U{B(s,r)ﬂWa(r,n) :5€8,0<a<n},
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which implies that the regions V' corresponding to all next-places x = (V, s,r,n) after x,
cover V.. By construction, when v runs in the set V, the values of (v, r/12) stay in one
of the segments Z(«,n) of length E*/n, where 0 < a < n.

For each place x = (V,t,r,n) in X let
(40) z(z) = inf {e(v,r/12) v € V} > 0.
From what we have just said, we know when =z = (V,t,7,n) is a next-place after some
place x, that
veV = z(z) < e(v,r/12) < z(z) + E* /n,
and for the origin X, we also have that
veVy = z2(X) <p(v,10/12) < 2(X) + E* /ng,
because ng =1 and 0 < ¢ < E*.

We check that the function N is a normalized 3-growing function for the promenade
on the set X: for the start x = (Vp,to,7r0,1), we have Vj = T, N(X) = 1 and we
have assumed that A < rg < 4A/3. Tt yields that N*(Vy,70/3) = N*(T,r¢/3) > 1,
since the inequality 2(r¢/3) < A implies that B(t,r9/3) # T for any point ¢t € T. We
have thus N; > 2, the condition cq for a growing function is satisfied. The function N
satisfies that N(x) > N(x.)? for all next-places = after any place x,, thus N satisfies
the condition ¢y, and it is therefore a 3-growing function. It is obvious that N? also
satisfies cg and ¢y and furthermore, we have |P(x,)| < N?(z) when z € P(x,), the
condition co for N? to be a control function is satisfied. Finally, the function N takes
on the same value N(zx) for all next-places x after a place z., it is thus previsible.

In the invariant case, the function ¢ — @(¢,7/12) is constant on 7" and in that situa-
tion, the above procedure produces exactly one homogeneous zone inside the ball B(s, ),
for each s € S, namely, the ball B(s,r) itself: there is only one set V' =V, N B(s,r) for
each given point s € S.

3.1.1. Estimates

Suppose that z, is a given place in the new set X, with z, = (Vi,t., 7, n.) and growth
value N(z,) = n.. Recall that a r-p-net S for V, with » = r,/3 has been introduced,
and that n = max(n2,|S|) is the growth value N(z) for all the next-places z after z..
There are as before two possibilities:

— in the “rich case”, we have n = |S| > n2 and we know that S is r-separated, con-
tained in B(t.,r.) because S C V., C B(t.,r) by (36) and (38); therefore, by Corollary 1
applied with the value 26 = r —and thus with /2 =r/4 = r, /12— we obtain

O(ta, TitTs/12) = E( sup Xt>
tEB (b, +Tx/12)

> (r*/24)\/1nn+minE< sup Xt>
s€S  \4eB(s,r./12)

> kr.Vinn + in‘ﬁ o(v,r/12) = kreVinn + z(z.),
ve *

by the definition (40) of z(z.); we just lazily write and keep in mind that
O(ti,214) = kreVinn + z(z,);

— otherwise, we are in the poor case, thus n = n2. On one hand, letting r,, = 3,
we use as before %/ir**\/ln n« = KreVInn —see Equation (27)—; on the other hand,
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given v € V,, we have
Z(llf*) g SO(U7T*/12) < QO(t*,T* + T*/12> g SO(tMQT*)
because B(v,r./12) C B(t., r«+r./12) since v € Vi, C B(ts,74).

In both cases, we conclude that

2
(41) O(ts, 27ry) + gmr**\/lnn* > krevVinn 4 z(zy).

This replaces Inequality (28) obtained in the invariant case.

3.1.2. Adding up

Let us consider a maximal path x = (z;);>0 from % of the promenade on the new set X,
and write z; = z;(x) = (V;(x), t;(x), r;, N;(x)) for each ¢ > 0, where

Vi(x) = R(zi(x)), ti(x) = 0(zi(x)), ri = p(wi(x)), Ni(x)=N(zi(x)).

Let us write the values z;(x), t;(x) and N;(x) without their x variable, but remember
that there is a path x that remains fixed in the following lines. Applying (41) to z. = z;,
we conclude that

2
(42) o(ti, 2r;) + 3 KTi—1\V/In Ny > kri/In Nijyq + z(x;).

Adding (42) from i = 0 to an arbitrary k& > 0 and reorganizing as before the root-of-log
terms we get

k k
(43) Z (ti,2r;) > ZT“/lnNHl +Zz(a:
i=0

k
= 1=0

OJIE

Inequality (31) has to be revised, we argue now as follows: let x; = (V;, t;,r;,n;) be
the place of x at stage i € N; the set V; C B(t;,r;) is an “homogeneous” subset, meaning
precisely that z(x;) < ¢(v,r;/12) < z(x;) + £*/N; for all v € V;. One then has that

(44) P(tits, 2riys) < z(wi) + £ /Ni;
indeed, we see again that 2r; ;3 = 2r;/27 < r;/12, and we also know by Equation (38)
that ¢;43 € Viyo C V;(29), therefore

¢(tits, 2rivs) < @(tirs, 1i/12) < z(w;) + E*/N;.
It follows from (44) that

k k k
Zz(xz)—i-ZE*/N ng tj,2r;)
i=0 i=0 j=3

and using (43) we get

k k k k
. K
ng(t“ 27"1) + ZE /Nz 2 § Zri\/lnNH_l + Zg@(tj,Z’l“j).
i=0 i=0 i=0 j=3
Because ¢ < E*, then recalling (21) we obtain
2 k

k
BE* > 3(to,2r0) +2E* > > o(ti,2r;) + Yy E” > riy/InNijy.

=0 =0 1=0

ool:m*

We conclude that

(45) o1(x) = > riy/I N (x) < % E* =360 E <sup Xt>

teT

for every maximal path x of the promenade on the set X
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3.1.3. Summing up

For every place z = (R(x),0(z), p(z), N(x)) in X, we have said that R(z) is the region
associated to the place x. Let us review the properties of the promenade on X and of
the functions p and N.

af, — (compare to ag) The starting point of the promenade is x = (Vy, to, 70, 1),
where V) = T and where typ = 6(X) is a point in 7. The radius ro = p(X) is such
that A < rg < 4A/3, where A is the diameter of T'. It implies that B(tg,r0) =T = Vj.

aj; — (see a; and (38)) For every place x in the set X, the region R(x) is the union
of the regions associated to the next-places y = (R(y), 0(y), p(y), N(y)) after x:

R(z) = |J R(y), and 6(y) € R(z) C B(6(x), p(x)), p(y) = p(z)/3.
yeP(x)

In particular, we see that R(z;41(x)) C R(x;(x)) for every maximal path x = (x;(x))ien
and every integer ¢ > 0.

a5 — (see az) The function N is a normalized previsible 3-growing function and
the function N2 is a 3-control function for the promenade on X’

NE) =1, yeP(X) = N(y) > 2;
y,y' € P(x) = N(y) = N(y); yePx)= N(y) > N(z);
y € P(z) = [P(x)] < N2(y).
For every maximal path x = (2;(x));en and i > 0, one has that N (z;(x)) > 2° (see (21)).

Remark 1. Suppose that a promenade on X satisfies the properties aj, and aj. For
every point T in T, we can find a maximal path x = (x;);>0 of the promenade such that
writing

x; = x;(x) = (Vi(x), ti(x),7i,n;), =0,
we have that t;(x) tends to T, and more precisely

(46) T € Vi(x) C B(ty(x),7;), tip1(x) € B(t;(x),r;) for each i > 0.

The reason is the same as before. We let xo(x) = X be the starting point of the
promenade; then we have 7 € Vy = T by condition ajj. Assuming that z; = z;(x) has
been selected such that 7 € V;(x) = R(x;), we can find a next-place x;11 after z; such
that 7 € R(x;4+1), because by aj these regions R(x;11) cover R(z;) when x;11 varies
in P(x;). We then let x;11(x) = x;4+1 and we go on with the construction of the path x.
By aj again, we know that (46) is satisfied. O

If the metric space (T,d) is dense it itself, that is to say without isolated point,
we may radically —though rather artificially (2¢)— simplify the setting presented in the
conditions ag to a3. Let Xy denote the set of places in X that can be reached by a path
starting from the origin X (this includes x itself). The set &j is countable, it is therefore
possible (27) to define a one-to-one mapping = + ¢, from Xy to a countable subset Tj
of T, in such a way that tz = to = 6(X) and

(47) x=(V,t,r,n) € Xy = d(tz,t) <7r/2=p(x)/2.

We then transfer the promenade on X to a promenade on Ty: the starting point is g
and we set
ty € P(t;) & yeP(x).
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We define Ny(t,) = N%(z) (we won’t need considering both N and N? anymore). The
function Ny is a previsible 3-control function for that promenade on Tj.

Proposition 2. Suppose that (X;)icr is a centered Gaussian process with a finite
expectation E* for its supremum, and that (T, d) is dense in itself. There exists then a
promenade on T and a previsible 3-control function Ny for that promenade satisfying:
for every T € T, there is a maximal path t = (t;);>0 of the promenade that tends to T
and such that

> d(tiz1, ti)\/In No(tis1) < CE*,
i>0
with C' a universal constant. One may ask in addition that
d(tiz1,t;) <2.37"rg, >0,
where A < rg < 4A/3, with A > 0 being the diameter of T'.

Proof. We first consider the set X', the promenade on X and the control function N2 that
led us to (45); the properties ay to a$ are satisfied. We define the promenade on 7" and
the 3-control function Ny by transferring, via the mapping x — t, from Xy to Ty C T,
the corresponding elements that were defined on X, letting

P(t;) = {ty 1y € P(z)}, No(t;) = N*(z).
We complete the definition by setting P(t) = () and Ny(t) = 1 when ¢t € T'\ Tp, for exam-
ple. Let 7 € T'; applying Remark 1, we can find a maximal path x in X} satisfying (46),
with
x = (7(X)iz0, zi(x) = (Vi,ti(x), 75, m5).
Let
so =to =ts, Si=tg,(x) foreach i>1.
The mapping = +— t, satisfies (47): we see therefore that
d(7,8;) < d(7,t;(x)) + d(t;(x),8;) <1 +71i/2 <21,
and by (47) and aj we get
d(Si—i—l; 32’) < Ti—i—l/z + d(ti+1(X)7 tl(X)) + 7‘1/2 < 27"2'.
We have a maximal path s = (s;);>0 of the promenade on T" such that s; tends to 7 and
such that d(s;41,8;) < 2r; for i > 0. We know by (45) that

3 riy/In N (x) < 360 E (sup Xt> — 360 "
1=0

teT

Now d(s;41,8;) < 2r; and No(s;41) = NZ.QH(X), the result follows with C < 3 x 360. O

3.2. Suppose we have that nice promenade

Let X be a set of places z = (V,t,r,n) where r > 0, t belongs to the index set T' of
a centered Gaussian process (X;)ier, and V' is a non-empty subset of B(t,r). Suppose
that the promenade and the growth function N on X satisfy the properties aj to aj.
If x = (x;(x))j>0 is a maximal path of the promenade and i > 0, let

Vi(x) = R(z(x)), ti(x) =0(zi(x)), i = p(zi(x)), Ni(x)=N(zi(x)).
For a place x; at stage ¢ > 0, we shall also write x; = (V;,t;,7;,n;) and n; = N(z;).
Assume that for some constant K; and for every maximal path x in the set X', we have

0'1(X) = Zri\/lnNi—i—l(X) < Kl.
1=0
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We want to use this information in order to bound the expectation of the supremum of
the process (X¢)ter.

Let us fix a stage ¢ € N in the promenade. Consider a place x; = (V;,t;,r;,n;) at
the ith stage. Let us first estimate the probability of a (relatively) large jump when
passing from x; to a specific fixed next-place z; 11 = (Viq1,tivr1, 741, ni11) after x;, that
is to say, the probability of having a big absolute value for the difference Xy, ,—X;, of
the two values of the process (X;)ier at t; 41 and at t;. Consider u > 0, consider the
path & = (z;,z;41) of length 2 and let the size of the jump be

s(u,&) = (u+ v/8Innipr ) d(tizr, ti),
where n;11 = N(x;11) depends on the previous place x; only, by condition a%. We shall
recall it by writing n;11 = N4 [z;]. By the definition of the metric d on T, we have

P(1 Xy, — Xu,| > 5(w, &) =P(lg] > u+/8lnniyq)
where ¢ is a N(0, 1) Gaussian random variable, and by (7) we get
P(1 Xt =Xt | > s(u,&)) < exp(—(ut 8lnni+1)2/2)

< exp(—u2/2 — 41nni+1) — e /2 n;fl.

[

Note that n; 1 > 27! by condition a%. Letting c;(u) = 277! e_“2/2, we rewrite the last
two lines as

3

2
P<|Xti+1 _Xti > S(“? fl)) e /2 n;—ll n;+1

<e /22703 = i(u)ng ) = ei(u) Ny [wi] 2,

(2

(48)

Let Z; be the set of paths of length (i+2) from the start X to any place z;11 at
the (i+1) stage of the promenade. Clearly, this set has the no-extension property. The
control function here being N2, it follows from Lemma 5 that

DN TP =D NAE) TP <L,

EEE; £eE;
where A(€) is the last place in &, that is to say, the place x;11 at stage (i+1) in the
present case. This sum (28) is larger than or equal to the sum limited to the family F;
of all paths £ = (x;,x;41) from a place x; at the ith stage to a place z;11 € P(z;) at
the (i+1)th stage of the promenade. It follows that

SNOE)F= Y New) = Y Nt

£eF; (zi,xi41)EF; (zi,xi41)EF;
We obtain therefore from (48) that

ci(w) D Ny[zi] ™ <cilw)
(zi,xi41)EF;
is an upper bound for the total probability that a jump of size s(u,&;) occur between
the ith stage and the next for some path of length (i+2) going from the start to any
place at the (i+1)th stage. We want to apply this to different integers ¢ > 0: starting
from the initial place X of the promenade, the first jump to consider is between X and
its next-places x; € P(X), a jump with a size s(u,&y) and probability < c¢o(u). So, the
probability p(u) of finding for some ¢ > 0 a jump of size s(u,§;) between the stages i
and (i+1) of the promenade is bounded above by

o0

p(u) < cl(u) _ e—u2/2 Zz—i—l — e—u2/2‘
1=0 1=0
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Therefore, except for a set S(u) C Q that has probability P(S(u)) < p(u), we obtain
that when w ¢ S(u), all moves

|Xti+1(x) (w) - Xti(x) (UJ>|, 120,

along any maximal path x are less than s(u, (x;(x), z;+1(x))), so that outside S(u), we
have

D X0 — Kool <D (u+ VBInNipy (x)) dist(tig (%), ti(x)).
=0 =0

By aj, we know that ¢,,1(x) € V;(x) C B(t;(x),r;), hence d(t;11(x),t;(x)) < r;. Then,
outside S(u), we have

(49) D XKt — Xl < (Z m)u +3 " ri/8InNij1 (%)
=0

1=0 1=0
< (3/2)7’0U—|—3K1 < 2Au+ 3K;.

We know by Remark 1 that every 7 € T is the limit of the sequence (t;(x))i>o for a
certain maximal path x, and to(x) = to, hence
XT - Xt() = Z(Xti+1(x) - Xti(x))-
i=0
It follows from (49) that for every u > 0, we have

P(sup | X — Xto| > 2Au+ 3K1) < P(S(u)) < e_“2/2_
TeT

This certainly implies that
E(sup | X — Xt0|> < 00,
teT
and more precisely, letting X* = sup,cr | Xy — X3, |, we obtain that

EX*:/ P(X*>v)dv<3K1+/ P(X* >wv)dv
0 3K,

:3K1+/ P(X*>3K1+v)dv:3K1—|—2A/ P(X* >3K; +2Au)du
0 0

< 3K, + 2A/ e /2 qu = 3K, + V21 A.

0
Also,
AvVIn2 < rog/In N7 < K3
so that
2
EX*<3K1+\/27TA<<3+ £>K1<7K1.
n

Remark 2. It is not difficult to adapt the above proof and get:

Suppose that (X;)ier is a centered Gaussian process, and that (T,d) is dense in
itself. The expectation E* of the supremum of the process is finite if and only if there
exists a constant Ky and a promenade on I' with a starting point ty € T and with a
previsible 3-control function N, satisfying that: for every T € T, there is a maximal
path t = (t;);>0 of the promenade, starting at to, that tends to 7 and such that

Z d(ti—f—la ti) In N(tH—l) < Ko.

i>0

36



The first direction is given by Proposition 2. When trying conversely to bound E* using
the inequality above, one begins by considering for each i > 0 a path & = (t;,t;41) of
the promenade on 7', and by setting the new bound

S(U,EO = (u + /5 1n N(ti+1)) d(ti+1,ti)7 u > 0.

Observing again that N [t;] := N(t;31) = 271 if ;44 is a place at stage (i+1) on a path
starting from ¢y, we obtain now

P(|Xti+1 - th| > 8(“751)) < e_U2/2 N+[t’i]_5/2 < Cl(u) N+[ti]_3/2’

with ¢;(u) as before. One applies again Lemma 5. At the end, note that for every
maximal path t = (¢;);>0 of the promenade on 7', one has

Vin?2 Z d(tit1,ti) < Z d(tiv1,ti)v/In N(tit1) < Ko

i>0 i>0

D> s(u&) < (\/ﬁl—z +5) Ko,

One concludes as before that E* is finite, bounded by a universal multiple of Ky. O

and therefore

3.2.1. Only the rich really count, and other remarks

— This is just a remark in passing. Consider a maximal path x in X and suppose
that a partial path
Lj4ly, Tj42y -0y Tk
in x consists only of poor steps from x; to z;41, for every integer i between j + 1 and k.
By Equation (27) we have

2
rivlnNz-_H(x)ggri_lvln]\fi(x), j—l—l§z<k,

thus

zk: riv/In Nipq (x) < <i<§>m> riv/InNjpq(x) =274/In Nj1q(x).

i=j+1

This shows that for every path x,

Z?‘i\/lnNi+1(X) g 3 Z rjﬂ/lan—l—l(X)-
1=0

x; rich

— We could have tried to relate the construction of the “new promenade” in section 3
to the successive balls introduced in the invariant case. Indeed, we can construct the
promenade on X of Section 2.1.1 regardless of invariance. That would provide us with
a system of balls B(t;,r;) with the properties ag, a; and as. Next, we can try to build
the new promenade on X'* by observing that the balls for X give coverings of the sets V;
—but the centers may be outside V;—. There is a difficulty here: suppose that several
balls B(t;,r;) related to X meet an homogeneous zone V for X* at points s;; then it
may be impossible to choose these s; to be well separated. Also, the number N; in
section 2.1.1 refers to the global covering of B(t;_1,r;—1) by balls B(t;,r;), while in the
new promenade on X'* the value N refers to a single set V;_;.
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— The construction of the successive regions V; associated to the places could be
seen as the introduction of a sequence of increasing finite fields (F;);>o of subsets of T" of
which the V; are the atoms, and for justifying this we have to make the sets V; disjoint
by a slight modification of the procedure. Let us come back to the construction step
of the next-places after a given place z. = (Vi,ts, 74, ny): first, we have set r = r,/3
and we have introduced a r-p-net S for the set Vi; then, the regions V for the next-
places z = (V,t,r,n) after z,. were constructed by breaking into homogeneous pieces V
each one of the sets V,NB(s,r), for s varying in S. The sets V' obtained in this way for a
fixed s cover V., N B(s,r), but we did not use that fact: we only used that V' is contained
in B(s,r) when x = (V,s,r,n), and that the various sets V corresponding to all the
next-places after z, cover V.. Thus, instead of defining the regions V starting from
the covering of V, by the balls B(s,r), that overlap in general and may thus produce
overlapping regions V' when breaking the sets V. N B(s,r) into pieces, we could for
example have considered the covering of V, by the Voronoi cells that are associated to
the r-p-net S = {s1,s2,...,s,} for Vi, namely, the covering of V, by the sets

Wi ={t eV, :dist(¢t,S) =d(t,sx)}, k=1,2,...,p,

and in the usual way, make out of those W} a covering of V, by the disjoint sets

5k:Wk\UWj7 k:1,2,...,p.
i<k
The set (i is not empty: since S is a r-net, we have dist(¢,S) < r for every t € T,
hence W; C B(s;,r) for each j, thus s, ¢ W; when j # k because d(sx,s;) > r, and it
follows that s € Bi. We complete the “disjointification procedure” by an inconsequential
modification of the sets Z(a, m), that we define now for every m > 1 by

Z(0,m) =[0,E*/m], and Z(a,m)= (aE*/m,(a+1)E*/m| when 1< a<m,

a collection of (m—1) half-open intervals; then the new sets Z(«,m) are disjoint, for
each fixed m > 1. Letting n, = N(z.) be the growth value for the previous place ., we
introduce again the integer n = max(n?,|S|) for the growth value at each next-place x
after z,; finally, the next-places x = (V, ¢, r, n) after x, are constructed from the elements

V=V.nBNZ(an)#0, 1<k<p=IS|, 0<a<n, t=s, €S, r=r,/3,

and the different sets V', that clearly cover Vi, are therefore pairwise disjoint. We still
have that V' C B(t,r), knowing that 5 C Wy C B(sk,r) = B(t,r). As before, we only
kept the non-empty sets V' of the form above. (%9)

Each set V; at the i¢th stage is an atom of a finite field F; of subsets of T'. The
field Fy consists of the sole atom Vy = T'. The condition aj implies that each atom V;
of F; is split into atoms V;y; in the next field F;1; —here, we might make the side
remark that the growth function NN, is previsible in the probabilistic sense: its value
depends only upon the preceding field F;—. Because the sets V; of a same stage i are
disjoint, we know that each point 7 in 7" determines a unique path x = x(7) with the
property that 7 € V;(x) C B(t;(x),r;) for every ¢ > 0.

This construction of fields on T" could go along with defining a probability measure
on the space (T, F), where F is the o-field generated by the finite fields: this is what
will be done in the next section, but without relying on the disjointification procedure
presented above.
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3.3. Majorizing measure

We will assume here that T' is a compact space, and we are going to define an interesting
probability measure on T": this is what Fernique was looking for, a mesure majorante for
every centered Gaussian process with a finite expectation for its supremum (see Chap. 6
in [Fersg]). The results in the next Section 3.4 imply that this measure exists, however,
the form given there in Equation (52) proved more manageable and useful than the
existence of a majorizing measure. We say with Fernique that a majorizing measure for
the centered Gaussian process (X;)icr is a probability measure p on 7' such that there
is a constant K for which we have

A 1
J(1) ::/0 lnm dr < K

for every 7 € T'. Fernique showed that the existence of a majorizing measure implies that
the expectation of the supremum of the associated process is finite. It should not be a big
surprise to learn that the invariant probability measure m on the torus T is a majorizing
measure for any invariant centered Gaussian process on T whose supremum has a finite
expectation: one could say that it is just another form of the Fernique theorem for the
torus —mnote that here the metric on T is the metric of the process, not the usual one—.
As it is the case for Dudley’s integral, the integral J(7) above can be discretized in the
form of an “equivalent” series

= 1
S(r) := Zz:; ri«/1n —M(B(T, o)) )

that satisfies (2/9)S(7) < J(7) < S(7) for every 7 € T.
We continue with the promenade on X, growth function N and control function N?
specified at the beginning of section 3.2, where the places at stage ¢ > 0 have the form
x; = (Vi, ti,ri,ng)

with 7; = 37%ry. We will use auto-indexing, and assume here that 7' C L?({, P) is closed
in L?. Then T is a compact subset of L? (by the Sudakov bound, because we assume
that E* < 00), and for every path x in X, where we have z;(x) = (V;(x), t;(x), 7:, NVi(x))
for i > 0, the (Cauchy) sequence (¢;(x)) C T tends to a point in 7. The set X of
all maximal paths x in X is a compact space for its natural tree-topology (39), and it
projects on T via the continuous(3?) mapping 7 that associates a limit point in T to
each maximal path x, by letting

7(x) = lim t;(x) € T.
7
Knowing all what we know now, the most sensible thing to do seems to consider the

“natural” probability measure v on X associated to the promenade(3') on X —or to
the filtration, if we did perform the disjointification—. Let ¢ > 0 and let

&‘ = (1'0,51,52, 752)
be a path of the promenade, with xy = X the starting point; we associate to &; the
closed-open subset £ of X consisting of maximal paths that begin with &;, namely

& ={xeX :z;(x)=1;, 1<j<i, zo(x)=x}.

Letting &y = (X) be the trivial path, we have that £} = X and since we are looking for a
probability measure on X we set first

V(&) = v(X) = L.
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If 41 = (X, 71, T2, ..., Ty, Ti41) is an extension of the path & by one more step going
from the last place z; of &; to a new place 7,51 € P(x;), and knowing that |P(z;)| is the
number of the places ;11 that can be reached from z; (a number > 1), we let

V(§z+1) ’P($2)‘

Clearly, the set {§ C X is the disjoint union of the sets {7, ; corresponding to the
extensions of & by a next-place ;11 after ;. It follows that v(£) is equal to the
sum of all those values (£, ), so that these coherent values do define a probability
measure v on the space X of maximal paths. For each finite path & = (X, 21,...,2;)
in X, it follows from the construction of the promenade that |P(z;)| € {1,...,N?(zj4+1)}
when 0 < j <4, and we get for the measure of £ that

i

1 1
H|P ()] HN2< 5 M(z;)

We see as before in Corollary 2 that
M({EZ) = NZ({EZ‘)NQ(CEZ‘_l) ce N2(£L'1)N02 g N($1)2N( )2/3N( )2/9 < N((EZ)?)

Let p be the image measure of v by the projection 7 from X onto 7. If £ is a finite
path and if x = (V,t,r,n) € X is the last place visited by &, the image by 7 of £* C X
is a compact subset of T' that is contained in the closure of V' in T indeed, if x € &*
and V = Vi(x), we have that t;1,(x) € Vj(x) C Vi(x) = V for every integer j > i,
and tj41(x) € V tends to m(x). If <" and since V C B(t,r), we get that

n(&*)C{seT:d(ts) <r}C B(t,r")

hence
v(€) < pl(m(€7)) < p(B(E, ).
Let 7 be an arbitrary point in 7" and let x be a path such that 7 € V;(x) for

each i > 0. Let us write x;(x) = z; = (V;,t;,7,m;) and & = (X, 21, ...,2;). We know
that 7 € V; C B(t;,r;) hence V; C B(r,2r;), and because 2r; = 2r;_1/3 < r;_1 we have
1 1

M(B(Tv Ti—l)) > V(fz*) Z= M(Iz) > N(:L“q,)?’

Observing that u(B(7,79)) = u(T") = 1, then writing N (z;) = N;(x), we obtain

1 - 1
Z " hl +1)) - Z hie \/ln w(B(7,ri-1))
ZTZ 2V <6ZTZ 1V IIIN( )—601(X).

=1

Hence, the probability measure p on T is a majorizing measure for the process. O

3.4. Changing the variable

We continue with the same promenade on X, growth function N and control function N2,
as in section 3.2. We shall perform a “change of variable” identical to the one that has
led us from the first Dudley series >, (1") in (1) to the series >2(7") in (2). We introduced
a number b such that b > 1/(In2) > 1. Let us consider a maximal path x in the set X’;
for every integer k > 0, let ix(x) be the smallest integer ¢ > 0 for which(32) we have
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that b*~! < In N;11(x); when k = 0 we obtain that ig(x) = 0, because In Ng = 0 < b~}
and In Ny > In2 > b=, Let us define for every path x a “variable analog” o2(x) of ¥2(T)
by setting

(50) oa(x) = Zrik(x) bh/2.
k=0

We repeat exactly the computations that we have done for ¥5(7): let I(x) C N be the
set of values i (x), k > 0, and for every i € I(x), let k(i) = k(i,x) be the largest k such
that ix(x) = 4. First, adding up geometric progressions, then observing when iy (x) = i
that v*~! < In N;;1(x) and thus bE() < b1n Nit1(x), we get

\/B k(i)+1 _1 51/2 i
o2(x) = Z < Z 7«ibk/2>< Z ”( 3/5_1 <b1/2—1 Z 7 bR@/2

i€I(x) ig(x)=i i€I(x) i€l (x)

bm - D VI N (x bm - Zm/lnNM

’LEI(X)

therefore

b
(51) O'Q(X) < mUl(X).

Let us fix £ > 0. By the definition of ix(x), we know that
In Nj, (x) (%) <071 < In NV, ()11 (%).

Consider the family X C & of places x;, (x)(x), where x varies in the set of maximal
paths of X. The places x € X} are characterized by

N(z) <exp(b® ') and ye€ P(x) = N(y) > exp(b*1).
The places in X}, are the end-points of the maximal paths of the promenade restricted
to the subset X3, from Equation (22), where we should let M = M; = exp(b*~1)2
remember that the 3-control function here is given by 2 € X — N(z)?—. By Corollary 2,
we obtain that

| X5| < M = exp(36F71).

When k = 0, we have seen that io(x) = 0 for every path x, hence z;,(x)(x) = %X: the
subset Xy, is reduced to the start X € X, and therefore Xy = {x}.

For every index k > 0, let T} denote the set of positions 0(x) € T corresponding to
the places x € Xj, namely

T, ={0(z) : x € X}}; we have that In|T}| < In|X}| < 3bF.

We see that Ty = {to} since Xo = {x} = {(Vo, %0, 70,1)}. If the expectation E* of the
supremum of the process (X;);cr is finite, we know by (45) that the function x — o1 (x) is
bounded by some value K that is a universal multiple of E*; it follows by Equation (51)
that x +— 05(x) is bounded by a multiple Ky = ¢(b) K7 of K;, with a factor ¢(b) that
only depends upon the choice of b.

Let 7 be an arbitrary point in T’; there is a path x = x(7) such that 7 belongs to
the region R(x) for each place x in x; if £ > 0 is given, consider the index i = iy (x)
associated to that path. Then z;(x) = z;,(x)(x) is an element of X}. This means that
if we write x;(x) = (V;,t;,r;,n;), we have t; € Ty,. As always we know that

\% CB(ti,Ti), and 7€V CB<ti7ri)'
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It yields that dist(7, Ty) < dist(7,%;) <73 = 75, (x), We thus conclude that

Z dist(r, Tk)bk/2 < Z Ti(x) b2 = o2(x) < Ka.
k=0 k=0

We finally abandon the set X', the promenade and control function. Here is the final
word: the sets (T}) are finite subsets of T" such that

ITo| =1; In|Ty| < 3b* and
(52) — . k/2
for every 7 € T, Z dist(7, Tx) b= < Ko.
k=0

That this implies a bound on the expectation of the supremum is slightly easier to
check than before: to each 7 € T and k > 0 we can associate a point tx(7) € T} such
that d(7,tx(7)) = dist(7, Tk); the number of couples (ty(7),tx+1(7)) that can appear
when 7 varies in T is less that g := |Tk||Tk41], so that Ingy is less than 66%+!. When
going from ¢, (7) to t;11 () we shall look for jumps of order dist (7, T} ) b*/? for the process.
We can then apply the Gaussian bounds of Lemma 1 as we did before, in section 2.2 or
in section 3.2, and obtain

1 Xt (r) — Xt (o)
P +1 k bk/2 < . 2bk 92).
(dist(T, Tx) + dist(7, T11) - ¢ exp(=cb"/2)

We just have to choose ¢ > v/12b in order to compensate for the size of g < exp(6b.0%)
when applying the union bound inequality. We may observe that in doing so, we shall
only use the sub-gaussian character: we could as well deal here with any centered pro-
cess (X¢)ier satisfying (52) and such that

P(|1X; — X,|/d(t,s) > u) <27 /2 steT, dt,s) >0, u>0.
We can at last state Talagrand’s theorem (32).

Theorem 2. The expectation of the supremum of a centered Gaussian process (Xt)ter
is finite if and only if there exists a family (T})r>0 of subsets of T' that satisfies (52).

4. Back to norms

We will finally come back to some Functional Analysis, with normed spaces and bounded
linear maps, we also say operators. We start easily, with R™ equipped with the usual

Euclidean norm
n

1/2
o= (302) ") e = @rwan..m) €Y
i=1
Now and later below we shall deal with transforming, via a bounded linear map a,
a uniform scalar estimate obtained in a normed linear domain space FE, into a norm
estimate in the normed range space F. Let for example a : E = R™ — I be a linear
map from our Euclidean space R™ to a normed linear space F. Consider the standard
Gaussian probability measure v, on R", defined by

dyn(z) = e l12l13/2 44

1
(27?')”/2
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The uniform scalar estimate we have in mind is this: for every linear functional £ on R",
the image measure by ¢ of v, is a centered Gaussian probability measure ¢ := £(7y,,) on
the real line such that

[ et = [ 1€l draa) = e
R Rn
hence
swp [ (€0 dnla) = sup [ P dvelu) <1
lel<t Jrn lel<t JRr
This is what we mean by a uniform scalar estimate for a measure on the domain space,
here ~y,, on R™. This is just one example, implicitly involving the L?-norm, but we could
also use the other LP-norms and even beyond, as we shall see later.
We can view the normed space R", with the probability measure ~, on it, as a
probability space (2, P) = (R™,~,). Then each linear functional £ on R™ can be viewed

as a centered Gaussian random variable defined on 2, and the preceding quantities can
be seen as variances,

Var,, (§) =E, (€~ E, €2 =E, ¢ = /R W drye ().

Now, we may be interested in the image probability measure v := a(vy,,) of v, on F' —in
other words, the pushforward v = axvy, of v, by a : R" — F—, and look for a norm
estimate on v, rather than a mere scalar one, namely an estimate about

[ sl dvt) = [ asle v o)

Here, we chose an L!-norm that will better fit our immediate purpose. In the Gaussian
case, this choice is not crucial, as it is known that all moments of Gaussian measures on
normed spaces are equivalent (Shepp—Landau—Fernique, see the simpler proof in [Fer;]),
but it will be different soon.

The norm of a vector y € F' is the supremum of the values (y*,y) at y of the linear
functionals y* in the unit ball Bp« of the dual F* of F. Let us introduce the adjoint
map a* of a, that maps from F* to (R™)* ~ R": it is defined by the equation

(a*y*,z) = (y*,azx), ze€R" y"e€F~.
We have therefore

laz||p = sup (y*,ax)= sup (a*y", z).
Yy*EBpx y*EBpx

Letting T' = a*(Bp~) be the image of the unit ball Bp« of F* under a*, we can rewrite

laz||p = sup (£, z).
¢eT

We have said that each linear functional £ can be viewed as a (centered) Gaussian random
variable defined on (R™,~,,) by

f(w)=({,w), with w=zeR"
Then the family of random variables £ =t € T is a centered Gaussian process (X¢)ier,
where X; =t =¢, and
sup X¢(w) = [law]|p.
teT

Finally,

sl vt = [ fasle dv () = B (sup X))

teT
This is the connection with what we have seen in the preceding sections.
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4.1. Radonifying

The words “application radonifiante” were used by Laurent Schwartz, I couldn’t say
whether he invented this radonifiant or borrowed it somewhere. It is of course related to
the notion of a Radon measure, a measure on a topological space M that is supported
by a countable union of compact subsets of M. It is by attending the 1969 seminar [Sch]
on this radonifying subject that I had my first experiences in “live” mathematics.

Let wus start by giving an idea of the so-called Gaussian cylindrical measure vy
on a Hilbert space H; our Hilbert space will be ¢?(N). The standard way of building
a model for an infinite sequence Xg, X1,...,X,,... of independent N(0,1) Gaussian
random variables is to use an infinite product of copies of the probability space (R, ),
where 7 is the distribution of the N(0, 1) Gaussian random variables. We let

Q=RY, T= ", 0=m.

Then, the formulas

Xilw)=w; R, >0,
where w = (w;)i>0 € Q = RY, define a sequence of independent N(0, 1) variables (X;);>0
on the probability space (£2,T'). Consider now H = ¢?(N) as a subset of RN = Q via the
formal identical injection (z;)ieny € £2(N) — (2;)ien € RY. If we set on Q the product
topology, we can easily check that the closed unit ball By of H, namely

By ={z = (z)ien : y_? <1},
=0

is a compact subset of €2, as well as its multiple » By of an arbitrary radius » > 0. Hence,
the subset H of €2 is a K,-set, thus a Borel subset of €). The ball » By is contained in
the hypercube

Cp=[=rr", and T(C,)=]]~+?(-rr]) =0,
1=0

as YO ([=r,7]) = y1([~r,7]) < 1. It follows that I'(r By) = 0, and H is a I'-null set in Q:
the probability measure I' does not induce a meaningful measure on H. However, if £ is a
bounded linear functional on H, we can make sense of ¢ as a random variable on (2, T);
indeed, we can see the action of £ = (§;);>0 € H* ~ ¢*(N) as a series of multiples of the
coordinate functions on 2: for every integer n > 0, the function

W — i & X,(w)
=0

is a centered Gaussian variable of variance Y ;&2 on (2, P); if £ € H*, the '-almost
everywhere convergent series

{(w) = Z i Xi(w)

defines a Gaussian variable of variance ||£||%., and we can introduce its distribution I'¢ on
the line. In the same way we can consider, for every finite dimensional quotient Hy of H,
a probability measure I'yy, on Hy that is the distribution of the vector valued random
variable Py, the quotient map from H onto Hy; this distribution is actually the N(0, Id)
Gaussian measure of that Euclidean space Hy. In addition, if H; is a further quotient
of Hy, then I'y, is the image measure of I'y, by the quotient map from Hy onto H;.

44



Thus, the Gaussian cylindrical measure vz on H is not a measure on H, but a projective
system of measures on the family of finite dimensional quotients of H. This “canonical”
object vg is also called white noise.

This notion of projective system of probability measures applies as well to any
Banach space, but for the Hilbert space it is not easy to distinguish between a finite
dimensional quotient Hy and the finite dimensional subspace H ({ orthogonal to the kernel
of the quotient map Pp,: one can thus also think that the cylindrical measure vy
is in some sense the limit of the inductive system of N(0, Id s) Gaussian probability
measures on the finite dimensional subspaces H/ of H. In the case of H = ¢?(N), we can
simplify and consider the sequence (y,),>1 of measures on the specific n-dimensional
subspaces H,, of H defined by

Hy, = {(zi)iz0 : x; =0, j > n}

and see the cylindrical measure 7y2(y) as a sort of limit of the sequence (7).

Consider now for every u > 0 the product set K, C RY defined by
Ky =]][-(u+4In(i+3)), u+ /4 In(i + 3)].
i=0

It follows easily from (7) that

= 1 2 '
F(Q \ Ku) < <Z (Z—F—3)2> e /2, hence u]i)H;O F(Ku) =1.
=0

Let us introduce the diagonal map
B:RY — RY B((wi)ien) = (Biwi)ien

where the diagonal coefficients (3;);en decrease as 1/v1Ini, say

1
Bi = —— < 1, 1> 0.

The images 3(K,) of the different products K, are contained in hypercubes [—c,, ¢, |V,
because
u+ /4 In(i + 3)
(i + 3)

The image measure [((I") is therefore supported on a family of hypercubes, that can
be seen as bounded subsets in the Banach space ¢>°(N). We can consider 5(I") as a
probability measure on £*°(N) —we should add: with respect to the weak*-Borel sets,
or in other words, the Borel sets induced on £*°(N) by those of RN —.

<u+2=:cy.

We can also view 3 as a linear map from ¢?(N) to £*°(N), and we then have an
example of a radonifying fact: the somewhat abstract Gaussian cylindrical measure g
defined “on” the linear space H = (?(N) is transformed by the map 3 into a “true”
measure ((yy) = B(I') on the range space £*°(N), a Radon measure on the topological
space £>°(N) equipped with the weak* topology o(¢>°(N), ¢1(N)).
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4.2. p-summing maps

Given p € (0,00), a bounded linear map a from a normed space E to another normed
space F'is p-summing when there is a constant C' such that for every finite nonnegative
measure ;4 on F, one has

) [ pasiow = [ aal duwy < s [ i o) aue),
x* e *

The p-summing norm (34) 7, (a) of a is defined to be the smallest possible C' in the above
inequality. Restricting the definition to the Dirac probability measures on E, we can see
that [|a]| < mp(a).

The notion of factorization of linear operators is important is this context: it is easy
to see that given ag : g — E and ay : F' — F}, we have

mp(aroaoag) < |laol mp(a) [lay,

so that the p-summing maps form an operator ideal. This property applies in particular
when FEj is a subspace of F/, with the induced norm, and when ag is the isometric injection
from Fy into E; then aoag is the restriction of a to Ey: the p-summing maps are stable
by restriction —a fact that is clear directly from the definition and the Hahn—-Banach
extension theorem for functionals—. Also, we can prove that a given map is p-summing
if we manage to factor it through another map that is known to be p-summing.

These concepts were thoroughly studied by Pietsch [Pies]. In [Pie1], he introduced
a notion that became known as the Pietsch measure for the p-summing map a: the
unit ball Bg« of the dual E* equipped with the weak* topology is a compact space; the
bounded linear map a from E to F' is p-summing with m,(a) < C if and only if there
exists a probability measure P, on that compact Bg« such that

(54) lazl < cp/ (z*,2)|” dPy(2*), @€ E.
B

Deducing Inequality (53) from this is a simple matter of applying the Fubini theorem,
followed by an easy L'(P,)—L>(P,) bound,

] ol date / sy dp(z)
(55) <CP/BE* /E](:c*,x>\pdu(sc)) AP, (z*)

< C? sup (/ |<x*,x>‘pdu(x)).
2*€Bp« \JE

Proving the existence of the Pietsch measure requires a fairly clever application of the
Hahn—Banach separation theorem —and of the fact that the space of measures on a
compact space is the dual of the space of continuous functions on that compact—. A
sketch of proof is given below in a more general setting.

The existence of the Pietsch measure leads to a factorization involving a sort of
“standard model” for p-summing maps. Let Kz denote the compact space Bg~ equipped
with the weak* topology. Classically, one can think of E as being the subspace of C(Kg)
(the space of continuous functions on Kg) consisting of the functions

€ Ky — (z%,z), x€E,
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with the Hahn—Banach theorem implying that E is isometrically embedded in C(Kg)
in that way. The preceding chain of inequalities (55) can easily be modified and used to
show that the formal “injection”

35 :CXJ(E) — l}%l(E,Pa)
is p-summing and m,(ig) = 1. If we consider E as a subspace of C(Kg), we may look

at its image ig(F) in LP(Kg,P,) and call E, the closure of ig(E) in LP(Kg,P,). Then
the Pietsch measure inequality says that a can be factored as

a:F — E, —>F
JE

where jg is the restriction of ig to E. Indeed, Inequality (54) means that
lazl|r < Cllip(@)|Lr@p,), =€ E,

so that we can define a bounded operator a; from the image jgp(FE) to the space F' by
letting a1 (je(x)) = a(x) for € E, then extend a; to the closure E, of jg(E) in the
space LP(Kpg,P,). In this factorization, the first map jg is p-summing as restriction
of ig and

m(e) <1, af| <C
Note that we may find P, for which C = m,(a). We can sum up everything by recalling
that a = a10jr and drawing the following diagram:

CKBQQ 77+ LPU{E:Pa)
U U

E — E, — F

JE ai

The early works of Alexandre Grothendieck [Groq], [Grog] in Functional Analysis
contain factorizations and measures similar to the Pietsch measure and factorization,
in particular in the case where p = 2. Lindenstrauss and Aleksander Pelczynski [LiPe]
have translated the now famous Grothendieck inequality from [Gros| in the language
of p-summing operators: every linear operator from an L' space to a Hilbert space H
is 1-summing.

The usual definition [Piej] of a p-summing map from E to F uses finite sequences
of vectors in E rather than measures, asking that for some C' and every n > 1 we have

(56) Z||axj||p C? sup Z‘x ;)
j=1

GBE*-_

’ (':EJ);L:1 C E.

Replacing each vector x; with )\j/ Py; for some real \; > 0, we see that (56) is directly
equivalent to restricting our definition given at (53) to the finitely supported nonnegative
measures [, = Z;’:l Aj oy, on E. Passing by density from finitely supported to general
finite measures, we see that (53) is equivalent to (56).

Suppose now that p > 1 and that a linear mapping a : £ — F satisfies
1/p
(57) / laz||F dp(z) < sup / |(z*, z) du )) ,
E x*€B(E™*)

for some C and every probability measure p on E. This is formally weaker that our
definition of p-summing maps (the L'(x) norm on the left is smaller), but we will check
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easily that it is equivalent. Playing with the L%(u) norms on the right-hand side of (57),
this implies that when the mapping a is p-summing, it is also q-summing for all ¢ > p.

We show now that (57) implies (56). Let (z;)7_; be given and let us try to prove (56).
We may discard those vectors z; with axz; = 0. Then, for every index j in the remaining
set R C {1,2,...,n}, we define

A
ITOETE .fE'GE, ,u':—J .
HaxjHF ’ ’ ZigR Ai

We observe that [lay;|lp =1, and (57) applied to p = >, p 156y, gives the result,

1= Z“j = Zﬂj lay;llFr = /E lay|lr du(y)

JER JER

Aj = llaz;lls >0, y; =

1/p
< C ( . *7 ‘ p)
%) o b ;{“JHI u;)|

(ZjeRl@*,l’jﬂp)l/p.

2 jer law;lle

=(C sup

CE*EBE*

4.3. P-summing maps

One can go beyond the class of LP-spaces, and introduce ®-summing maps for any
Orlicz function ®, especially for functions ¢ that grow more rapidly at infinity than any
power-type function. An Orlicz function ® is an increasing convex function on [0, c0)
with ®(0) = 0, and we extend ® to R by letting ®(¢) = ®(|t|) when ¢t < 0. If (S,v) is a
measure space, one says that a measurable function f on S belongs to the space L®(v)
when there is a real § > 0 such that the integral of ®(J f) with respect to v is finite;
hence, ® and u — ®(cu) define the same space of functions, for every ¢ > 0.

Of special interest are the functions u — e’ —1, that are closely related to the
Gaussian distribution. Fernique examined those functions and their conjugate functions
in Chap. 5 of [Fers]. We make here a bizarre choice of ¢ and set

Dy (u) = 3/ weR.
We say that a random variable X has norm < 1 with respect to ®3 when
E ®(X) <1, thatis, when Eexp(3X?/8)< 2.
By Markov’s inequality, this implies an estimation on the tail of the distribution of X,
P(IX| > u) <2e3%/8 u>0,

and conversely, this bound on the tail yields for example that E ®9(4 X) is finite. It
is rather easy to see that having f € L%? is equivalent to saying that f belongs to all
the LP spaces with p < oo and that for some C, one has(3%)

| fllzr <CVp, p=2.
If X is a N(0, 1) Gaussian variable, we get

du 2 du
E ®y(X +1:/63“2/8e_“2/2 = e T =,
2(X) R V2m R Vam

hence X has norm 1 in L®? —this is the reason for our strange normalization of ®5—.

We say that a linear map a : F — F' is ®-summing if it transforms measures pu
on E with a uniform scalar L®-estimate into measures on F with a norm estimate, in
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the form (57) for example: for some C and for every probability measure p on E, one
has

(58) sup Hx}—> (& x HL@() = /||ax||F du(z) < C.
EEB(E™) E

Suppose that a linear map a # 0 satisfies (58), and consider the set % of functions f on
the unit ball B+ of the dual E* of E that have the form

FO ==14> No((& ), &€ Bee,
i=1
wheren > 1, A; > 0and ), A\; =1, and |lay;||r > C for every i = 1,2,...,n. This set &
is a convex set of functions that are continuous on the compact Kp = Bpg+ equipped
with the weak* topology. One sees from (58) applied to pn =), \;d,, that 3 is disjoint
from the open convex cone () consisting of functions < 0 on Kp. It follows from the
Hahn—Banach separation theorem that there exists a probability measure P, on K such
that P,(f) > 0 for every f € X, in particular,

/K (€, ) dPu(€) > 1

whenever ||ay||r > C, and it yields that

(59) /K @(CM )dPa(S) >1 when ax #0, or |az|r < C’Hf — <€’I>HL¢(PQ)

laz||F

for every x € E. The probability measure P, is a Pietsch measure for the ®-summing
character of a, let us say a ®-Pietsch measure.

Going from the inequality (59), with the Pietsch measure, back to the definition (58)
is less pleasant than in the p-summing case, due to the lack of homogeneity here.
Since ® is convex and ®(0) = 0, we know that ®(¢)/t is non-decreasing for ¢ > 0,
hence when ||az|r > 1 we may write with ¢ = |laz|/z' < 1 that

(& x) (& @) 1
= < .
lazlle (I)<||a,x||p> (I)<||aa:||p>/<||ax||F> < @((& 7))
Using (59), where we suppose that C' = 1 for simplicity, we have
(& @)
1< ) dP, (&),
o 2 () a7

then, when ||az|r > 1 we get

faale < lazle [ @(2 )arue) < [ a(i.a) ape)

laz]r

Suppose that p is a probability measure on F such that
sup [l (€} ugy <1 or swp [ ((60) duto) < 1.
§EB(E*) ¢€EKr JE
It follows that

[ tastesn sl dute) < [ () dPu© ano) < [ apa(e) =1

Kg
and

[ Nzl du@) <1+ [ Lgaappsn lasle du) < 2
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Starting with a Pietsch measure with constant 1, we got Inequality (58) with C' = 2,
which is somewhat unsatisfactory, but it was easily obtained.

If the given Orlicz function @ is our function ®,, we see that for any p finite,
the L®2(y)-norm is larger than some multiple of the L”(u)-norm: it then follows, com-
paring (57) and (58), that being ®9-summing is a weaker property than having any of
the p-summing properties with p < co. A prototypical example of a ®o-summing map
is the diagonal map S : ¢°°(N) — ¢>°(N) given by

1
5(($i)ieN) = (Bizi)ien, Bi= m>
seen previously in Section 4.1. Indeed, let p be a probability measure on E = ¢°°(N)
that satisfies a uniform ®s-scalar estimate; let us suppose for instance that for every

coordinate function z € £*°(N) — z; with i > 0, we have

E
By Markov again, it implies for each coordinate function that
plx s x| >u) <2 e 3W /8 >0,

Then
wla: Bl >24u) = plx sup | 2| > 2+ u)
i>0

< ple s w] > (24 u)/In(i+3))

i>0

< Z,u(x\:cl| > /4 1In(i + 3) + u)

i>0

1 2
<2( —)e—Su/S‘
Z T 2)3/2
= (i + 3)3/

This yields of course that the norm function x € £°°(N) — |82 s belongs to L®2(1).
From this property of 8 follows that every linear mapping a : ¥ — F' that factors
through a “sub-object” of [ satisfies

<C

60 : st = H ‘ h
(60) ge?(%*)HIH (& 2| o ) © e azllrll o, )

for some C and every probability measure p on E. By such a “sub-object factorization”,
we mean that there is a mapping a : E — ¢°°(N), linear and bounded, such that

laz]p < [Boaz|e, =€ E.

In particular, any diagonal map ¢ : £>°(N) — ¢°°(N) such that |J;| < ¢3; for some ¢ and
every ¢ > 0 can be written 6 = Soa, with « the bounded diagonal map on ¢*°(N) that
is given by «; = 6;/5; for i > 0. These maps § are thus ®,-summing.

We will give a ®9-Pietsch measure for 5. Let (ep)n>0 denote the standard unit
vector basis of £!(N), and consider the measure on the unit ball of ¢!(N) defined by

=1
Pe=e 2 e

where p > 0 is chosen to make Pg a probability measure, namely
1 <dt 1
-1 _ _
i=0
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The probability measure Pg on ¢!(N) is in particular a measure on the unit ball of the
dual of £°°(N) —this dual “contains” ¢!(N)—, and we shall see that

1Bzlloe <3[[€ = (€ 2)|| o p,yr % € (N

Indeed, suppose that ||Sz||s > 3: there exists an index j > 0 such that 3; |z;| > 3, thus
we have that || > 3/In(j + 3) > 1/( 16/3 In(j + 3). Then

1
Po((§; ) dPp(§) = -1+ exp(31}/8) =—=v5
/ o g E P (i +3)?
exp(323/9) exp(2Inj +3))
2—1+pW>—1+p (j—|—3)2 =—1+p=>1 O

4.4. Closing the path

Among the young people in the (very) little group of researchers interested in Functional
Analysis and Banach Spaces in the '70s at the “Centre de Mathématiques” directed
by Laurent Schwartz at Ecole Polytechnique, Paris, there was a strong belief in an
affirmative answer to the following question (but not the slightest clue for a solution):
is every y-summing linear operator a ®9-summing one? Here, being y-summing simply
means that the image of the standard Gaussian cylindrical measure vz on the Hilbert
space will be a true measure on the range space; in the other direction, it is almost
evident that every ®5-summing map is y-summing.

That the answer to the question is positive is a consequence of the result given in the
previous section 3. Indeed, an immediate reason for y-summing maps to be ®s-summing
as well is that the estimation of the expectation of the supremum of a Gaussian process
satisfying the conclusion (52) only uses (7), which is also true —by definition— for
sub-gaussian variables. And having a uniform scalar ®,-estimate for a measure p on a
normed space ' amounts to having a sub-gaussian process indexed by x* € Bg~. But
we will work in the rest of the section to give in addition a sort of Pietsch factorization
for v-summing maps, a factorization through a somewhat canonical ®5-summing map.

Let a : H = (?>(N) — F be a y-summing linear bounded operator: by definition, the
image of the cylindrical measure vy on H is a Gaussian Radon measure v on F. We
then have, for example by [Fer;], that

/F lylr du(y) < oo.

We can describe the measure v as limit of the images a(y,), where 7, is the standard
Gaussian probability measure on the n-dimensional subspace H,, of £?(N) consisting of
all vectors (x;);eny with z; = 0 when ¢ > n. Now

im [ ol dn(@) = [ Iyl dviy) < oo

therefore, introducing the Gaussmn measure I' on RY from section 4.1, we have

lim/ laz|» dym ()
n H’VL

(61) = lim sup (a”y", w) dyn(w)
n H’n y*eBF*

:/ sup (a*y*,w)dl(w /Hy“FdV y) < 00.
R

N y*eBF*
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We recall that when £ = (&) € €2(N)* ~ ¢*(N), the series ({,w) = >, & w; is con-
vergent for [-almost all w = (w;) € @ = RY and actually defines a centered Gaussian
random variable on (©,T') with variance =, & = [I€]|7 -

Let T = a*(Bp+) C H* be the image of the unit ball of the dual F* by the adjoint
mapping a*. For each t € T, define X; : w — (t,w) € L*(Q,T). This is a Gaussian
process, and saying that the mapping a is y-summing implies that

E <sup Xt> < 00,
teT
a mere restatement of (61). Note that
A(s,1) = |1 X, = Xella(ry = o = {5 — ) 2y = Ils — tllngry.
We shall use (52) to see that a admits a factorization through a somehow “canonical”

model: we decide quite arbitrarily to declare canonical the diagonal map ( already seen
twice before, that has diagonal coefficients

1
Bn=——m—=> n=0
VIn(n + 3)
We choose a countable dense subset {d;};>¢ in the unit ball of H* ~ ¢*(N), and we
know by (52) that there is a constant Ky = K3(7T') and a sequence of finite sets T}, C T,
with £ > 0, such that
(62) Tol =1, In|T| <30%, ) dist(t, Th)b** < Ky, teT,

k>0

where distances are evaluated in ¢?(N). We may decide to set tg = 0 € T, so Ty = {0}.
For every couple (s,t) € Ty xTy1 such that d(t, s) > 0, consider the norm one functional

(63) £(s.1) = @ (t—s)eH"

and complete the definition with £(s,t) = 0 when d(t,s) = 0. For k£ > 0, let
Er = {&(s,t) : (s,t) € Ty X Tp1} U{dr} C By~.

We have |Zg| < 1+ |Tk|.|Tk+1| and thus

(64) In|Zg| <14+30%+30F < (1+343b)0" < 7b.0F

because b > 1 and In(1 4+ u) < 1+ Inw when u > 1. We consider a listing (z7),>0 of all
elements in the union
U=

k>0

where we may have to repeat functionals and have z}, = z;, with m # n, if that same

functional happens to belong to two different sets =, and where the elements of = are
listed before those of Z;11. Let

I, = {n : :13;: S Ek}
The sets ), are disjoint and cover N. The sequence (z},) is contained in the unit ball By~

and contains the (d;),>o as subsequence. We define a first linear mapping f from ¢(N)
to H* by letting

(65) f(en) = .I:L,
where (e, )n>0 is the standard unit vector basis for £}(N). The adjoint map f* from H
to £>°(N) acts on vectors x € H by

66)  f(x) = ({27, 2)),50, and [f*(@)]e = Sglp|<ﬂf;§,$>\ > Sljl,PRdj»«'EH = [/l
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because the sequence (d;) was chosen dense in the unit ball of H*, and || f*(2)|leo < ||z]|a
because the z} belong to the dual unit ball By~. The mapping f* is therefore an isometry

from H into EOO (N).
Next, we need find a diagonal map ¢ : £*°(N) — ¢>°(N), given by
6((xn)n€N) = (5n'rn)n€N7
with coefficients (0,,),>0 satisfying |d,| < ¢f, for some ¢ and all integers n > 0, i.e.,
such that the sequence (\/In(n + 3) d,,) is bounded, and such that for some C', we have

laz|p < Ol f*2]oo, € H.

That would allow us to factorize the mapping a : H — F' through the restriction to the
subspace f*(H) C £°°(N) of the ®3-summing map ¢ : £°°(N) — ¢°°(N). By construction,

we know that -
N=J L,
k=0

where the Ij are pairwise disjoint subsets. We define the coefficients (d,,)n,en for the
required diagonal map ¢ by

5n:b_k/2 when n € I;.

Let us denote by 61 : £1(N) — ¢1(N) the restriction of 6 to £}(N) C £>°(N). Clearly, the
map 0 is the adjoint (6(0)* to §(). For the unit vector basis (e,) in £}(N), we have

(5(1)(en) =dpen, neN.
When n € I, we have §(V)(e,,) = b*/2¢,, or
(67) en = b¥/25W (ey,).
Given any point 7 € T', we can find a sequence (tx(7))xr>0 such that t5(7) € T, and

such that dist(r,t,(7)) = dist(r, T}) for each k > 0. We know by (62) that dist(r, 7))
tends to 0. It follows that -
= Z tk+1 — tk T))

in H* (remember that we chose to (1) =0). Recall from (63) that

t
b1 (7) — ti(7) = d(t(7), thg1 (7)) E(t(T), togr (7).
For a certain ny(7) € Iy C N we have
7oy = E(tR(7), s (7)) € B
Now by (67) and the definition (65) of f we have

x;kbk(T) = f(enk(T)) = bk/2 (fo(s(l))(enk(T))
and therefore

T:Z(tkﬂ( —ti(T Zd )s te1 (7)) T3, ()
pa k=0

= Zd tr(7), tes1 (7)) br/? (fO(S(l))(enk(T))-
So, we see that 7 € T C H* is the image by fod : /1(N) — H* of the element

= d(tr(1), trs1 (1) V¥ ey, () € 1 (N)
k=0

53



that sits in a fixed ball in £}(N), because

lm(~ Hl—Zdtk ern (7)) 02 <2 T d(r, T ) B2 < 2K,
k=0

For x € H we have

(r,2) = ((fodW)m(r), ) = (m(7),0 f*x) < 2K |6 f* 2 co-
It follows that

(68) laz||lF = sup (T,2) <2K2 |6 f 2o,
TE

and this indicates a possible factorization: indeed, we can draw the following diagram:

A - >
(69) U U

H — E, — F, — F
I 01 ay

where f* is the isometric embedding of H into ¢*°(N) given at (66), F, is the image
of H under f*, §; is the restriction to EF., of the diagonal map 9§, F, is the closure of
the image of F, under 91, and a; is defined so that a = a;0d10f*. Equation (68) shows
that

lar]| < 2Ko>.

It remains to check that in the above diagram, the map 9§ is ®3-summing —this will
follow from the calculations of section 4.3 on diagonal operators—. The map d; will then
be ®5-summing, as restriction of the ®5-summing map §, and we shall get the wanted
factorization

a = aio 51 ¢} f* .

For proving that § is ®3-summing, we will show that the diagonal coefficients (d,,)
decrease at least as fast as those of the ®o-summing map 3. We defined §,, = b—5/2
when n € I, we thus need to see that for some ¢ and whenever n € I, we have

c

70 Op =0 —k/2 < <cf,=——— or In(n+3 cbk k> 0.
(70) 4 In(n + 3) ( )<
Knowing that n € I and letting n = 7b, we have by (64) that
k
SIS ARy
s=0

Because b > 1/(In2) > 1 we can check (36) that n(b— 1) > In2, and when s > 1,
B —b"t=b— 1, exp(nb®!) < e exp(nb®) < (1/2) exp(nb®).

It follows that
k

n < (Z 2*77“) exp(nb®) < 2 exp(7b.0%)

n=0

and from this, we get

In(n +3) <In(3+ 2 exp(76.0%)) < 3+1n2+ 7b.6% < (11b).b",

that is to say, Inequality (70) with ¢ = v/11b. O
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If we insist on introducing the “canonical” object (3, then because |6,| < ¢f,, we
can factor 0 : £>°(N) — (*°(N) as § = aof8 where a : £*°(N) — ¢°°(N) is diagonal with
coefficients «, = d,,/5, bounded by c¢. We may rewrite (68) in the form

laz|lp < 2K falloe = 200 ]|af fr2lloo < 2¢ K28 f7 2] o0,
then modify the diagram (69) and factor a through a “sub-object” 1 of our canonical
diagonal mapping S,
> — U™
B

U U

H — FE, — Gy — F

f* B1 asz

where (1 is the restriction to F, of the diagonal map 3, and G, is the closure of the
image of E, under 8. We get a = asof10f* with |az|| < 2¢Kos.

5. Appendix

5.1. Expectation of the maximum of a few independent Gaussian variables

It is quite possible that Mathematica or another software of the kind can immediately
give the formulas obtained in this section. We will nevertheless go on with our own
calculations. Let g1, g2, ..., g, denote independent N(0,1) Gaussian random variables,
and set

*
g, = max g;.
" 1gign

We shall obtain expressions for E g whenn =2, n =3, n =4 and n = 5.

Consider the Gaussian distribution function ®, defined for x € R by

z 2 1
d(x) = e /2 pdu=P(g; <), where p=——.

By independence, we know that
P(g, <z) = ®(2)",
so that the density of the distribution of g is given by
(71) n®(x)" " tp e™®/2 and we have /Rq)(x)”_l e /2 dy = on
For 6 such that 0 < § < 7/2 and k > 0 an integer, consider

Ar(9) :/@(x)ke@an”)wz/? da,
R

Bk;(e) _ / (P(l')k ef(tan2 0)z?/2 LL‘dQ’J, C«k(e) _ / @(:L,)k:ef(tan2 0)z2/2 IQ dz.
R R

We immediately see that

2 2 1
2 A — —(tan® 0)z</2 _ ,
(72) 0(0) /Re dx S tan?
2 2 2 2 1
BO(Q) _ / e—(tan 0)z=/2 zdx = 0, 00(9) _ / e—(tan 0)x=/2 .CL’2 dr = -
R R p tan” 6
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Let 6y = 7/4, so that tanfy = 1. We have already seen at (71) that

Au(0) = /R D(x)F ==/ d — m

Note that
Egr = / n@(m)”_lpe_x2/2 xdr =npB,_1(0p).
R

Using integration by parts and letting T = tanf > 0, we obtain

1
Bi(0) = —2/ q)(x)ke_TQ””z/2 T? rdx
% Jr
1 2,2 oo 2 2, 2
_ _2([_q)(x)kzeT x /2} +/ k®(x)FLpe /2 o T 2%/2 dx)
T oo Ja
— kg /q)(x)k—le—(1+tan2 6)z2/2 dzr.
tan“ 6 R
Let us define 81, 02 € (0,7/2) by tan?(V)) = j + tan?6, j = 1,2. We see that
kp
By(0) = A1 (0W).
+(9) tanZg " 1(677)
When k£ =1, we have
1 1

P P
B (6) = Ap(0M)) = — .

Letting 6, = (Ap)™), so that tanf; = /2, we get

—1
E g, =npBai(80) = nplgh? 4, o(0))
tan® 0y
and we shall keep it for later as
(Gh) E gy =n(n—1)p* Ay _o(61).

Using (72) we obtain immediately

1 2p 2p
E g5 =2p? Ag(01) = 2p° = = —
? (6v) ptanf; /1 +tan26, V2
and thus
1
G Egf = —.
( 2) 9o \/E

For C}, with T'= tanf > 0 again, we have

1 2,.2
Cr(0) = TQ/R@(Q:)]%:. e T2 T2 p dy
1 722 oo _2 2
= TQ([—CD(I)I%U. e T /2}_Oo+/]R(CI>(m)kx)/e T"a7/2 dx)

_ %Q (/ k®(z)k 1 pg o~ (tan® 0)a®/2 qp 4 / P ()" o~ (tan” 0)o%/2 dx)-
R R

It follows that

— (1)
Cr(6) tan2 " 1(0F) + tan? 6 £(0);
therefore .
€10) = tan? 6 1(6):



When k > 1, we rewrite

kp (k—1)p 1
0) = Ap_o(0?) A (6
Cr(0) tanZ  tan2 @) " 2(0%) + tan? 0 k(6);
thus ( ) )
k(k—1)p 1
C(0) = Ap_o(0? Ak(6).
k() (tan2 0) tanZ(9(0) 2(0°7) + tan? 6 £(0)

We shall try to identify Ay (0) from its derivative and its value at 6y,

tanﬁ 2 2 tan@
Al — ) k 2 _—(tan”0)xz*/2 — .
' (6) /R (o 20 ar = 0 ¢ (6)

When k£ = 1 we see that
tan 0 tan 6 1 1
A/ 9 — _ [ - = - 0 .
1(0) cos? 0 1(0) cos2 @ tan2 60 1(0) sin @ cos 6 1(0)

We have first to solve

1
/ S —
7(0) = sin @ cos 6 1(6),
for which we choose . 9
cos
f(0) = f(bo) = 1.

- tanf  sinf’
We thus obtain that

cos 1 cos@ 1
A1(0) = A1(00) £(0) = A1(b0) - — = 2psinf  2ptand

With this we get

3p
* 2 _
E g3 =6p" A1(61) = tan(6;)
and we have tanf; = \/5, thus
3p 3
E o L — .
When £ > 1 let us come back to
, _ tand
4,0) = — 2% 00
tan 6 k(k—1)p? 1
=— Ap—2(0® Ar(0
cos? 6 (tan2 0 tan2(0M) " 2(07) + tan? 6 #(0)
thus ( ) 2
k(k—1)p 1
Aj(0) = — A2 (0®) — ———— A,(0).
£ (0) sin 6 cos 0 tanZ (M) ** 2(6°) sin € cos 6 ()
The solution for Ay will take the form Ag(0) = u(0) f(0), where we must have
k(k—1)p? 1
L(0)f(0 0)f(0) = — A2 (0®) — ———— g, (0) f (0
i (0)(0) + i (6)17(6) sin 0 cos 0 tan?(6(1)) e—2(8) Sin@cos@uk( )£(9);
therefore

_sind k(k —1)p?
cos 0 sin 0 cos O tan?(6(1))
k(k —1)p?(1 +tan?0)

- _ (2)y = _ —1)p? (2)
= tanz(e(l)) Ak_g(e )— k(l{? 1),0 Ak_2(9 )

uy(0) = Ap—2(0')
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When £k = 2,

1
/ 9,2 (2)y —
u2(9) - 2p AO(Q ) - 2p tan 6(2)
or ) 0
2(0) P2t tan26 2 sin?
hence 0
sin
ug(0) = ko — 2 arcsin( )
2( ) 2 P \/5
We have sin 6 = sin(r/4) = 1/4/2 and since Ay = uy f and f(6p) = 1, we get
1 1 2 1
% = Ag(eo) = U2(90> = Ko — 2p arcsin<§> = Ko — % = Ko — 6_p

(notice that 27p? = 1) hence ko = 1/(3p) + 1/(6p) = 1/(2p). Finally,

u2(0) = 1 2p arcsin(Sin9> — 2p($ B arcsin<sm9>)

2p V2 V2
=2 <z — arcsin(sme)> =2 arccos(—sme)
and 0 ingy 2 in 0
B _ cos sinfy _ 2p sin
A2(0) = f(0)use(0) = e .2p arccos( 7 > — arccos( 7 )
From sin?(6())/ cos?(#)) = 2 we deduce sin(f(V)) = /2/3. With this we obtain now
 _ 2 . 2 sin 91
E gy =12p° A3(61) = 12p — arccos( NG )
2107 arecos(—=) = 5, arceos (=)
= I _— = — I _— y
V2 V3/ o w3 V3
or
.6
(Gy) Eg; = —g7, arctan V2.
T
We move now to uz. We know that
1 1
5(0) = —=3.2p% A1(0?)) = —6p* — —————
U’S( ) p 1( ) p 2[) tan(0(2))
PR B 1
7 tan(0®) ~ PV tan?0
We have seen this before. We get
sin 0
uz(0) = k3 — 3 arcsin( )
3( ) 3 P \/5
Now
1 /1 3pm 3 1
us(fp) = As(0g) = I =Kz — 3p arcsm(§> = K3 — % = K3 — 12'22 = K3 — 1
thus k3 = 1/(2p) and
430) = us(0) S 0) = (5~ 3 arcsin(sme))mse
SV - \2p P V2 // sinf
cos /1 . (sinf cosf /m . (sinf
002 () 0 20 (7 ().
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With this we obtain now

3p ([ . /sinf,
Egi =20p* A = 20 p* (— - ( ))
g 0p~ A3(61) =20p and, \3 arcsin 7

= 6072 (g — arcsin(%)) = ﬁ (g — arcsin(%)),

thus

(G5) Eg: = %2 <g — arcsin(%)) > 1.162.

The next step would be to solve
sin(6(?))
=)

2p
ul(0) = —12p? A5(0?)) = —12p? tan(6@) arccos(

We see that cos(8®)) = 1/v/3 + tan? 6, and
, 24 p3 2 + tan? 6
uy(0) = ——=———== arccos( \| — =5
2 + tan® 0 6 + 2 tan® 0
24 p3 ; 4 4 tan? 6
= ————— arctan( /| ——— |.
V2 + tan? 6 2 + tan? 0

That seems to me pretty much intractable.

5.2. Sketch of proof for the comparison result

We shall sketch a proof of the Slepian—Sudakov comparison result, essentially following Li
and Queffélec [LiQu], Chap. 8. For doing it, we can limit ourselves to Gaussian processes
with a finite index set T, say |T'| = n; in other words, we restrict the discussion to two
centered Gaussian random vectors X = (X1,...,X,,) and Y = (¥7,...,Y,,). We define
the function ¢ on R™ by

o(uy, ug, ..., Up) = max(uy, g, ..., Uy), U ER, i=1,2... n.
We have to prove that Ep(Y) < Ep(X) under the Slepian-Sudakov hypothesis
(H) EY; -Y;)? <EX; - X;)?, 1<i,j<n.

We shall use some special properties of ¢, stated in the next lemma.

Lemma 6. Let (e;)], be the canonical basis of R™. When i # j we have

(%) o(x +te; +te;) —p(r+tej) —p(r+te;) +o(x) <0, zeR" teR.
Also,

(k) @x+tdr e)=@@i+t, zo+t, ..., z+t) =p(x)+t xR, teR.

If ¢ is a non-negative C'*° function defined on R", with a compact support, then the
convolution ® = ¢ * 1) satisfies everywhere that

0?°® 9%
<0 when i+3j, and
8@83:]- when 7é J» - an ; 8.%1837]

=0 for i=1,...,n.

Proof. The second property (%) of ¢ is clear. For the first property (x), we select i # j,
we may suppose that ¢t > 0 and z; < x;; then

max(z; +t,z; +t) = max(z;,x; +t), thus @(z+te, +te;) = p(r+tej),
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the first difference in (x) is therefore equal to zero, and —p(z+te;) +p(x) < 0 because ¢
is non-decreasing with respect to each of its n variables.

It is easy to see that convolutions with non-negative functions v will preserve the
property (), while the property (#*) becomes

O(x1+t, xott, ..., xyt+t) = P(x) + Y(y) dy.
Rn

Then (x) for ® implies the first result for ®” when ¢ tends to 0, the second is obtained by
differentiating twice the above equality for ®, first with respect to one of the variables,
say x;, killing the ¢ term on the right-hand side, then with respect to ¢t. [

We have to prove that Ep(Y) < Ep(X) and for this, it suffices to establish the
corresponding result for the functions ® = ¢ 1. Indeed, using a sequence (1,,) of non-
negative functions with integral 1 and supports tending to {0}, we will obtain the result
for ¢ by approximation (37).

The convex and Lipschitz function ¢ admits partial right derivatives, everywhere
equal to 0 or 1. If we denote them by 0;¢, i = 1,2,...,n, we can see for every x € R"
(with Lebesgue’s dominated convergence theorem for instance) that

0:0w) = | duola ~ )b dy = [ dioly) (o~ ).
Then, letting 0% = 0;, 0, ... 0;, , the next partial derivatives of ® can be written as
0°0:8(x) = [ B0 ula~y)dy. z e R,
and they are therefore bounded on R", because
(73) 00, 0@) < [ |90~ )| dy = Kol0). R

This will be used below for bounding the remainder in the Taylor formula for .

The obvious verification of the following lemma is left to the reader.

Lemma 7. Let A = (a;;) be a symmetric n x n matrix such that Y77 a;; = 0 for

eachi=1,...,n. One has for any v = (u;)_; in R™ that
1 2 1 2
A(U,U) = Za@j ’LLZ‘UJ‘ = —5 ZCLZ‘J(ui — Uj) = —5 ;ai7j(ui — Uj) .
0. % i#]

Letting X and Y be independent, we shall study the evolution of the function
t = EQ(VI—tY +vVtX) = f(t)

for ¢ varying from 0 to 1, and use it for comparing f(0) = E®(Y) and f(1) = E®(X).
Let b? + €2 4+ a? = 1, where € > 0 is “small”, a,b are > 0, and consider the rather
small step from t = sg = a to t = s; = V&2 + a2, that we decide to describe in the
following way: let Y Y2 be two “copies” of ¥ and X1, X®?) two copies of X,
with YO, Y@ X X2 independent. Let us introduce

Vo=b0YW 4ev® 1 ax@  yp =py W 4 ex® 44 x3,
The distribution of Vj is that of \/1 — s0Y + /50 X, while the distribution of V; is that
of /1 —s1Y +,/51 X, hence f(so) = E®(Vp) and f(s1) = E®(V7). It will be convenient
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toset U=0Y1 +aX® sothat Vo =U +eY @ and Vi = U 4+ ¢ XM, With Taylor’s
formula for @, applied to the random elements U and Y?) of R", we can write

2
(74) (Vo) =®(U +eYPD)=d{U)+ed}, - Y? + % (Y ® y®) 4 Ry,

the (random) remainder Ry written in integral form admits a bound that involves the
third derivative ®7” ) at the points of the segment [U, U + eY(z)]. By (73) one has

U+sY
|Ro| < K(v) .|| Y@ |3,

where the norm for Y is (for example) the Euclidean norm in R”. Using the last
assertion in Lemma 6 we may apply Lemma 7 to the matrix ((CID’I’])”) of ®” at the
point U, and rewrite

2
€ 2 2
(V) = 2(U) + ey - Y® — = 3 7(@),; (% — Y )’ + Ro.
i#£]
Using independence and the finiteness of Gaussian moments we obtain

2
E®(Vo) = EQ(U) - = D E(®f),, E(Y; - ¥;)* + Co<’
i#]
and in the same way for ®(V}) = ®(U + ¢ X)), we have

2
E®(V;) = ED(U) — % SUE®)), , B(X, - X;)? + C1 %,
i#]
with |Cyl, |C1]| < C = C(¢, X,Y), depending on the function ¢ and on the distributions
of X, Y only. From Lemma 6 we have that (®7;), ; < 0 when i # j, and from the
hypothesis (H) of Slepian-Sudakov we conclude that

f(s0) =E®(Vo) SE®(V1) + (Co — C)e’ < f(s1) +2C¢”.
At last, we can go from t =ty =0tot =ty =1 in N steps t; — t;11, in such a way
that t7,; —t? =e? = 1/N for 0 < i < N; treating each step as we did above when going
from sg to s1 (we had s — s3 = €2), we know that f(t;) — f(t;r1) < 2Ce3, thus
E®(Y) = f(0) < f(1) +2NCe® = E®(X) +2C/VN,

with N that can be arbitrarily large. The Slepian—Sudakov result follows. O

Remark 3. If we also want to prove the Slepian comparison lemma, we need to replace
the function ¢ by a function ks defined by

k’s(l‘) - 1{cp(:r:)>s}7 r e R",
where s is an arbitrarily given real number, and to compare E k,(Y) with E k4(X). The
function ks has the form k = hoy where h is a non-decreasing function on the real line
(in the case of ks, it is hy = 1(5,00)). It is easy to see from the proof of Lemma 6 that
any such function k satisfies (). If we regularize k as K = k * 1) with a non-negative
smooth function ¢, we still have therefore that

0K
(9.132'633']'

we can complete Lemma 7 by observing that for any symmetric matrix (a; ;), one has

Zai’jUin = Za/l,j —’LL] +Z<Za’1])
(2]

=1 j=1

<0 when i#j;
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If we try to repeat the above proof with K instead of ®, there will be no change for the
2
treatment of the terms a; ; = % with ¢ # 7, but now we have no control on the sign

of the coefficient Z?:l a; j of u?: we have to have an equality here when we replace Y
by X, that is to say, we need to assume that

(H') EY?=EX? i=12,...,n.
One more comment: having both (H) and (H') amounts to assuming that
EX;X; <EYY;, i,j=12,...,n and EY?=EX?, i=1,2,...,n; so,

if we just care about Slepian’s lemma, we would start the same proof, but in the study of
Taylor’s expansion (74) we won’t go through differences and Lemma 7, we will directly

: ?K ?K
compare the expectations of Z” MYin and Z” MXin-

Notes

(') There are obvious and well known difficulties when one is trying to consider

sup X;(w),
teT

where T is uncountable but each X is merely a class of random variables (an uncountable
union of negligible sets is no longer negligible...). This is not our main concern here;
we shall be happy enough to be able to deal with countable index sets T

(?) We shall only be interested in the situation where the expectation of the supremum
of the (centered) process is finite,

E* = E(sup Xt) < o0,
teT

and this implies that 7" is bounded for the metric d: indeed, if s,t € T, then

E* > Emax(X;, X,) = E (maX(Xt, X,) - X,) = Emax(X; — X,,0);
this is the expectation of the positive part of a centered Gaussian random variable of
variance d(s,t)?,
du  d(s,t)
V2m Vam
and it follows that the diameter A of T satisfies A < V27 E*.

E max(X; — X,,0) = d(s,t) / we w2 < B,
0

(%) One can check rather easily by running a pseudo-random estimation that the in-
equality E g: > 1.162 is likely to hold true. I was not able to find a closed-form expres-
sion for E ¢§ (nor for the higher orders, needless to say). A numerical computation leads
to E gi > 1.267206, thus E g&/v/In6 > 0.946. The next computed value E g5 > 1.352178,
with E g% /v/In7 > 0.969, does not contradict the hypothesis that E g% /v/Inn is actually
increasing with n > 2.

(4) Simone Chevet in [Che;] does not study the expectation of the supremum, but its
distribution, and she writes a proof for the Slepian lemma; however, Fernique in [Fery]
claims to see between the lines of Chevet’s article a proof for Proposition 1; he himself
writes on page 63 a one line justification for that Proposition, namely:

1wz} = Y ian 0] [ 25 [ i

s, teTXT
s#t
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only adding that the last integral is done on the domain xs = x; = supx; = u. If I try
be a little understandable, I have to add that

Zo=vVaX++V1-aY, 0<a<l,

where X and Y are independent copies of the two processes from Proposition 1, and say
that Az denotes the L2-metric associated to a process Z. Also, T is supposed to be
finite here, and g,, is the function on R” equal to the density (supposed to exist) of the
distribution of Z,.

It seems that Fernique meant to have an expectation in the left-hand side of the
main equality above. He gave the details of the proof in Chap. 2 of [Fers].

(°) Paul Lévy’s isoperimetric inequality for the sphere S"~! C R” implies that the
measure of the e-enlargement A, of a set A of probability 1/2 on that sphere is larger
than the probability of the e-enlargement of a halfsphere. The latter value can be
computed explicitely and is very close to 1 when n is large; the isoperimetric result
therefore implies that for some ¢ > 0, one has

on-1(Ac) =2 1—c¢c e e /2

The enlargement
A, ={rxc S dist(x, A) < &}

is taken with respect to the geodesic metric d on the sphere, and here, o,,_1 is the invari-
ant probability measure on S”~!. This is a concentration of measure phenomenon: in a
high dimension n, for any given set A C S™~! of measure 1/2, most of the mass of o,,_;
sits around the boundary of A, and by a union bound estimate for the complements, it
allows one to see that the intersection of many such enlargements will not be empty. It
was used by Vitali Milman for giving a proof of the Dvoretzky theorem on the existence
of Euclidean sections of convex sets in high dimension [Mil]. Milman’s approach was
extended in an important paper by Tadeusz Figiel, Lindenstrauss and Milman [FLM].

Proofs using concentration of measure on the sphere can often be replaced by Gaus-
sian proofs, because the standard Gaussian probability measure ~,, on R" is essentially
supported on a sphere (of radius y/n), and because nice concentration results exist for
the Gaussian measure.

(6) The packing problem for solid balls of a given radius consists in finding an optimal
arrangement of these balls, so as to fit a maximal number of them in a given space.
One can say that a finite set S is d-packing when it is d-separated: then, the balls of
radius 0/2 centered at the points of S are disjoint and thus satisfy the requirement of
the packing problem. A d-net S for a set A is a subset S C A such that the balls B(s, d)
that are centered at the points s € S cover A. One sees easily that a maximal d-packing
set S for a set A is at the same time a d-net for A. Note that most often in the literature,
the covering balls are supposed to be closed and the d-separation strict. We found more
convenient to turn it around, considering open covering balls and J-separation defined
by d(s,t) > 4.

(") The general notion of mixed volume involves n convex sets K1, Ks, ..., K, in R";
the mixed volume V(K1,Ks,...,K,)is anumber > 0 obtained from the coefficients that
appear in the expansion as a polynomial in the —non-negative— variables A1, Ao, ..., A\,
of the n-dimensional volume .

DNk,

i=1
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of the Minkowski sum Z?:l A K. In our account of the cited work of Sudakov, only the
special case V (K, By, By, ..., By,) appears, with B,, the Euclidean unit ball in R™.

(®) We are considering the Gaussian random variables X, that are defined on (R",~;,)
by Xi(w) =w-t, for wand ¢ in R™. Since maxi¢j<m (6 - a;) = max,cx (0 -t) because we
have K = conv(ai,...,an), we did actually check at (19) that

_ 2
pu(0) =1+u rtréz}cht(Q) + O(u®),

so it won’t be too surprising that hi(K), that is proportional to the first order in u of
the volume of B,, + © K, will relate to E (maxteK Xt).

(9)  We say smallest in order to have o defined everywhere. Actually, if X7, Xo,..., X,
are merely distinct, the “maximal index” o is almost surely unique, and more precisely,
one has X; # X; almost surely when 7 # j, simply because X; — X is then a non-zero
Gaussian random variable.

(10) If we translate K by some b, replacing each a; by a; + b, hence each Gaussian
variable X; by X; +Y with Y (z) = x - b, then ho(K 4 b) = ho(K) will not change but

2 2 2
E (SI}P(Xi—FY)) =E <Y+ sup Xi> =E <sup Xi> +2E (Y sup Xi> +EY?

will change in general. Fernique in [Fery] pointed out that the quantity E (X2 —v(c,0))
is invariant under translation, and he gave geometrical interpretations of that quantity
when dim K = 2 or 3.

(11) This lemma, a rather simple application of the Slepian—Sudakov comparison result,

does not appear in the original proofs by Fernique. I learned about it by attending
lectures about the so-called generic chaining method of Talagrand [Tals], given at Marne-
la-Vallée around 2002 by (by then) young researchers there. One could claim with a bit
of exaggeration and some mauvaise foi that once the lemma and its Corollary 4 are
set in place, the proof of the Fernique theorem reduces to an almost mechanical tree-
manipulation.

(12) There is nothing magical about this cube N3. We could rewrite everything with
another power N, as long as o > 1. For example, the exponent 3/2 in Lemma 5 would
be then replaced by the exponent o = a/(« — 1) conjugate to «.

(13) We have a good reason for not restricting the discussion to the attainable subset X.
While it will be very easy to describe the set of states X and the origin % that we use later
below, it would be very difficult if not impossible to describe explicitely the subset X
(and it would be useless, on top of that).

(14) In the set X \ X of non-attainable places, we could have a loop (zg,z1,...,xk)
with £ >0, N(z;) =1for 0 <j <k and P(x;) = {x;1} for 0 < j <k, P(xy) = {xo}.

(1%) Actually, it is the logarithm of N; that grows like a power: we have that
].nNZ'+1 2 3 lIlNZ',

and N; is thus enormously larger than 2¢, of order at least exp(c3%) when i > 1, where
we can set ¢ = (In2)/3, according to the fact that Ny > 2.

(16) This follows easily from the well-known Konig’s infinity lemma, 1927, an easy but
logically interesting result.

64



(17) We do not actually need a group action; all we need is that for any two balls B(t1,7)
and B(ts,r) in T, considered as subset of L?, there is an onto affine L?-isometry between
them, sending t; to t5. Of course this family of isometries generates a group, but we will
ignore it completely.

(18) If T has no isolated point, all maximal paths produced by our process will be
“naturally” infinite. We could arrange to work with a set T" with no isolated point, for
example by replacing T by its convex hull in L?(€, P), but the added complexity would
ruin the small simplification of not having to deal with isolated points.

(19) Onme could think of defining places x simply as couples z = (B,n) where B is an
open ball B(t,r) in T, but it would not be satisfactory when ¢ is an isolated point in 7,
for which B(t,r) = {t} for small » > 0. Then, knowing only the ball B = B(t,r), we
would lose the information about r, that we need in our arguments.

(29) We may encounter degenerate cases = (t,7,n) where the ball B(¢,r) is a finite
set with less than n® points: this may be said “very poor”. Note that in this situation,
each point s € B(t,r) is isolated in T. However, this fact does not play a role in the
further discussion.

(21) Remember that we decide to set r_1 = 37¢. In the construction of the promenade
we insisted that r;;1 = r;/3, but this will not appear in the reverse direction that comes
next: only lim; r; = 0 will be used.

(22) When T is finite, we have of course ¢;(7) = 7 when i > i5. Then the successive
places in a path have the form

xj = (1,r;,n;), when j > i,

and are distinguished by the values of the radii r; (also by the values of the n;). Our
“unnatural” treatment was meant to avoid considering the finite case separately.

(23) Tt is a remarkable and very important fact that, due to the absolutely huge growth of

the constants NV;, the logarithm of the number M; of points at the i¢th stage is comparable
to the logarithm of the number N; of next-places after a single place at the (i—1)th stage.

(%) Here, any fixed sequence of integers m; with ) m; 1 « o0 could be used in place
of the values m; = N(x;), that depend upon maximal paths (x;);>0 of the promenade.

(25) In the invariant case, we did not insist that the ball B(t;11,7r;11) associated to
a next-place z; 4 after z; = (t;,7i,n;) be contained in the ball B(t;,r;) associated to
the previous place x;. But here, we need to know that for £ > 1, the points in the
regions Vi at the next stages will still satisfy the homogeneity condition that was set
before for the points of V;. We ensure V;,, C V; by imposing that V;;1 C V; for every
integer 7 > 0.

Also, we can see in the next equation that what we really need is not so much the
fact that o(t;,7;/12) remains almost the same when j > i than the fact that it will not
grow larger.

(26) What is artificial is that we are coding a node x € X, with several properties
attached to it such as the region V, the radius r and more importantly the growth
value n, by using the one-to-one choice of a coding point t, € T meant to represent all
those values at once.
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(27) Suppose that f is a mapping from a countable set X to a metric space (T, d) with
no isolated point, and p > 0 a positive function on Xy. It is easy to define a one-to-one
mapping f1 from Xy to 7" such that d(fi(z), f(z)) < p(x) for every x € Xy; indeed,
if (zn)n>0 is a list of the elements of Xy, we may select inductively the values of f; as
follows: we let fi(xo) = f(z0); next, suppose that fi(z;) was chosen for 0 < j < n; since
the set T has no isolated point, we know that the ball B(f(x,,41), p(n+1)) is infinite: we
can thus select a point fi(z,41) in that ball, distinct from the preceding values fi(z;),
for all 5 such that 0 < j < n.

(28) For a promenade, it is not impossible that two or more different paths £ € Z; end
with the same “sub-path” (z;,z;+1) € F;.

(29) Now that the sets V' at a given stage in the promenade are disjoint, we could define
the places of the promenade simply as couples

(V,t), with t €T,
that appear in the disjointification procedure. Indeed, if ¢ = (V;, ¢;) is such a “new place”

at stage ¢ > 0, there would be unique place (V;_1,t;_1) at stage (i—1) such that V;_
contains V;, and we might retrieve without ambiguity the rule of the promenade.

(39) For each i > 0, let X; be the finite set of places at stage i in the promenade on X,
where X; is equipped with the discrete topology. The product space P = Hi>0 X, with
the product topology is compact by the Tikhonov theorem, and the set X of maximal
paths in X is closed in P: indeed, for each fixed j > 0, the set of x = (x;);>0 € P such
that z;41 is a next-place after z; is closed in P, as it is defined by a finite number of
conditions on the “coordinates” of x, namely, that the couple (x;(x), z;+1(x)) belong to
the finite set of (place, next-place)-couples at stage j for the promenade on X.

The set of paths x such that z;(x) = x; for some fixed place T; at stage i is both
closed and open in X. Hence, in the case of our set consisting of 4-tuples x = (V,t,r,n)
with ¢ € T, the mapping x — ¢;(x) is continuous from X to 7', and the projection 7 is
the uniform limit of those continuous mappings, because d(t;+1(x),t;(x)) < r; for each
integer i > 0 and x € X —we know that ¢;,(x) € V;(x) C B(t;(x),r;) by aj —.

(31) We have said that a promenade is more or less a Markov chain without probability.

The simplest way to make a Markov chain out of a promenade is of course to assign the
same probability 1/n to the n possible moves that can be achieved from a place x to
its next-places y € P(x), where n = |P(z)| > 1.

(32) If we have performed the disjointification of the preceding section 3.3, we can see
each function ix(.) as a stopping time relative to the fields (F;).

(33) We did not give a verbatim statement in our Equation (52). The original result

would have b = 2, and the bound 3b* replaced by (In2)b*, so that |Tj| < 22"

(34) The notion of p-summing map can be considered for every p > 0, but m,(a) is a
norm for p > 1 only. Otherwise it is a quasi-norm, just as what one has for the space LP
when 0 < p < 1.

(3%) Hence Pisier’s theorem [Pis] can be rephrased to say that: a set A C Z is a Sidon
set when all integrable functions on T with spectrum in A belong to L®2(T,m).

As for the behaviour of LP-norms, observe that the maximal value of uP? e ™" for u > 0
is achieved when u = p, hence u? < (p/e)P e*. Thus for any ¢ > 0 and p > 1/2 we have

/S(Cf(s)z)pdu(S) < (g) /SGXP(Cf(S)Q) du(s).
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If the integral on the right-hand side is < 2, we obtain that || f||2, < 2 (p/[c €])*/2. The
opposite direction is obtained from the Taylor’s series of the exponential function,

"HfH - 1A13, )"
/Sexp(cf() —1+Z 1+;(206W) ;

the series is convergent if || f||, < 1/8/(2c e) /p for some 6 € (0,1) and every p > 2, and
has sum < 1if 6 < 1/2. We used the easy fact that

[o.¢] o oo
n!:/ ue du}/ ue du}n”/ e “du=n"e".
0 n n

(36) For example, observe that In2 < 1—1/2+1/3 =5/6, hence b > 1/1In2 > 6/5; this
implies that 7(b—1) > 1 and 7b(b—1) >b > 1> In2.

(37) Approximation by convolution is useful for dealing with more general examples,
but for our specific function ¢ we might use the explicit C'*° approximation

1 n
Pa(z) = N ln<z e)‘xi> —  max(x1,Z2,...,2,) = @(x), x€R™

A— 400

One sees readily that @) satisfies (xx); when A > 0 and i # j we have

a2cp AT QAT
A p)=-A——% " <0, zeR".
Oi0; (S o)

Also, one can check that the partial derivatives of ®, are bounded on R".
More generally, any function ®(z) = g(>_/; f(x;)) satisfies when i # j that

@) =o' (32160 116 o),

so that a Slepian-like comparison result can be expected between E ®(X) and E &(Y")
when f is monotone on the real line and g concave on the image interval n f(R), and
under the Slepian’s assumptions for the centered Gaussian processes X and Y.
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