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The slice filtration and mixed Tate motives

Annette Huber and Bruno Kahn

Abstract

Using the ‘slice filtration’, defined by effectivity conditions on Voevodsky’s triangulated
motives, we define spectral sequences converging to their motivic cohomology and étale
motivic cohomology. These spectral sequences are particularly interesting in the case
of mixed Tate motives as their E2-terms then have a simple description. In particular
this yields spectral sequences converging to the motivic cohomology of a split connected
reductive group. We also describe in detail the multiplicative structure of the motive of a
split torus.

Introduction

In this paper we study the ‘slice filtration’ defined by effectivity conditions on Voevodsky’s trian-
gulated motives, and apply it to obtain spectral sequences converging to their motivic cohomology.
These spectral sequences are particularly interesting in the case of mixed Tate motives as their E2-
terms then have a simple description. They generalise the spectral sequences introduced in [Kah99]
for (geometrically) cellular varieties, in particular projective homogeneous varieties. The interest is
that they can be computed for a much wider class of varieties, among which are connected reductive
groups: in this case, a concrete computation of the E2-terms is given in § 9.

Our approach is quite elementary. Given a perfect field F and an object M of the category
DM eff

− (F ) of triangulated motivic complexes (see [Voe00b]), for any integer n � 0, the identity map
Hom(Z(n),M)→ Hom(Z(n),M) gives by adjunction a map

Hom(Z(n),M)(n)→M.

Here Hom denotes the partially defined internal Hom of DM eff
− (F ). This turns out to define a very

well-behaved ‘filtration’ on M : the slice filtration. The successive cones (chunks) of this filtration
are unique up to unique isomorphism and functorial in M ; taking morphisms to Z(n) for various n
then gives the desired spectral sequences.

We can also take the image of this filtration in the category DM eff
−,ét(F ) of étale triangulated

motivic complexes and get spectral sequences for étale motivic cohomology.
If M is mixed Tate, that is, belongs to the tensor localising subcategory of DM eff

− (F ) generated
by Z(1), then the chunks of the slice filtration are just tensor products of Tate objects Z(n) by
complexes of abelian groups. If M is ‘geometrically Tate’, the same is true in the étale situation,
the complexes of abelian groups being replaced by complexes of sheaves over the small étale site of
SpecF . This applies for example when M = M(G) where G is a connected reductive group.

The first to have considered mixed Tate motives and a weight filtration on them in a triangulated
context is Levine [Lev93a]; our paper was inspired by it and of course by Voevodsky’s work. It was
started in 1998; some of its results were announced in [Kah00]. It has known a rather long evolution.
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Meanwhile related work has been done, by among others Voevodsky [Voe02a, Voe03a], Kahn and
Sujatha [KS06], Huber [Hub03] and Biglari [Big04]. (The reader may also like to look at [Tot06].)

In particular, after hesitating between ‘weight filtration’ (inappropriate in general), ‘niveau fil-
tration’ (same problem), ‘level filtration’. . . for our object of study, we opted for ‘slice filtration’ as
in [Voe02a], since the two notions are clearly similar. In fact, Voevodsky defines in [Voe03a, § 5]
relative mixed Tate motives and a slice filtration on them in his triangulated category DM eff

− (X ) of
effective motivic complexes over a simplicial scheme X in the same way as we do [Voe03a, proof of
Lemma 5.9].

We now run briefly through the contents of this paper. The first section introduces the slice
filtration and proves some of its basic properties. In the next one we relate it to the theory of
birational motives of Kahn and Sujatha [KS06] and compute the slices in special cases, extending
some of their results. The third section describes spectral sequences associated to the slice filtration,
and we come back to this question in the sixth section for the étale topology; in particular, we solve
there a question raised in [Kah99]. Sections 4 and 5 introduce and discuss mixed Tate motives.

The next three sections converge towards a computation of the motive of a split (connected)
reductive group G: the sixth deals with split tori, the seventh with toric fibrations and the eighth
with reductive groups. We should stress, however, that our computation of M(G) is not completed
here: we merely describe the E1-terms of the spectral sequence obtained from the slice filtration and
converging to its motivic cohomology. Biglari’s thesis [Big04] contains the complete computation
for split reductive groups and rational coefficients.

Finally, there are three appendices dealing with technical matters.

Acknowledgement

The work on this project was to some extent done in parallel with [KS06]. Ideas from there have
been used in § 2.

Convention. Throughout the paper, F is a perfect field. We use the notation of [Voe00b].

1. The slice filtration

Let n � 0. Let DM eff
− (F )(n) ⊂ DM eff

− be the full subcategory of objects of the form M(n) with
M ∈ DM eff

− (F ). For M ∈ DM eff
− (F ), define

ν�nM = Hom(Z(n),M)(n). (1.1)

It is clear that ν�n is a triangulated functor from DM eff
− (F ) to its subcategory DM eff

− (F )(n). By
adjunction, the identity map of Hom(Z(n),M) gives a canonical morphism (natural transformation)

an : ν�nM →M. (1.2)

More generally, for n > 0 define a natural transformation

fn : ν�nM → ν�n−1M (1.3)

as follows: by adjunction, we get a morphism

Hom(Z(n),M)(1) → Hom(Z(n− 1),M)

whence (1.3) by tensoring with Z(n− 1). It is immediate to check that an−1 ◦ fn = an.

Proposition 1.1. The functor ν�n is right adjoint to the inclusion DM eff
− (F )(n) ↪→ DM eff

− (F ).
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The slice filtration and mixed Tate motives

Proof. We have to show that for any N,P ∈ DM eff
− (F )

Hom(P (n), ν�nN) ∼−−→ Hom(P (n), N)

where the map is induced by an. Now

Hom(P (n), ν�nN) = Hom(P (n),Hom(Z(n), N)(n)) ∼←−− Hom(P,Hom(Z(n), N))
� Hom(P ⊗ Z(n), N) = Hom(P (n), N)

where the first isomorphism follows from the quasi-invertibility of the Tate object (Proposition A.1).
It remains to check that the isomorphism described above is indeed the one induced by an: this is
left to the reader.

Remark 1.2. As a right adjoint, ν�n commutes with existing inverse limits. It also commutes with
direct sums because so does tensor product and because Rp∗p∗ has this property, where p : An −
{0} → SpecF is the structural morphism. (Recall that by [Voe00b, Proposition 3.2.8] the internal
Hom is computed in terms of Rp∗p∗.)

Definition 1.3. Let ν�nDM eff
− (F ) be the full subcategory of DM eff

− (F ) consisting of those objects
on which ν�n+1 vanishes.

Corollary 1.4. Let M ∈ DM eff
− (F ).

(i) Let ν<nM = ν�n−1M be an object fitting in an exact triangle

ν�nM
an

−→M → ν<nM → ν�nM [1].

This object is uniquely defined up to unique isomorphism. For all n � 0, ν<n defines a triangu-
lated endofunctor of DM eff

− (F ). The natural transformations an : Id→ ν<n factor canonically
through natural transformations fn : ν<n+1 → ν<n.

(ii) One has ν�n is left adjoint to the inclusion ν�nDM eff
− → DM eff

− .

(iii) Let νnM be an object fitting in an exact triangle

νnM → ν<n+1M
fn−→ ν<nM → νnM [1].

Again this object is uniquely defined up to unique isomorphism; νn defines another triangulated
endofunctor of DM eff

− (F ). There is also a functorial exact triangle

ν�n+1M
fn

−→ ν�nM → νnM.

(iv) For any M ∈ DM eff
− (F ), one can write canonically

νnM = cn(M)(n)[2n]

and the cn also define triangulated endofunctors of DM eff
− (F ).

(v) One has the identities

ν�n(M(1)) = (ν�n−1M)(1),
cn(M(1)[2]) = cn−1(M). (1.4)

Proof. The first assertion (including the functoriality) is equivalent to the following: for all M,N ∈
DM eff

− (F ), m � n and r ∈ Z, we have

Hom(ν�nM,ν<mN [r]) = 0

or
Hom(ν�nM,ν�mN [r]) ∼−−→ Hom(ν�nM,N [r]),
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which is a special case of Proposition 1.1. (See also [BBD82, § 1.4.4].) Let M ∈ DM eff
− (F ), and

N ∈ ν�nDM eff
− (F ). The defining triangle for ν�nN yields an exact sequence

Hom(M,ν�n+1N)→ Hom(M,N)→ Hom(M,ν�nN)→ Hom(M,ν�n+1N [1]).

By assumption ν�n+1N = 0. This verifies the universal property of ν�n.
The existence of fn and the functoriality of νn are proven in the same way. By the octahedral

axiom, the commutative diagram of exact triangles

ν�n+1M
fn

−−−−→ ν�nM

an+1

� an

�
M M

an+1

� an

�
ν<n+1M

fn−−−−→ ν<nM

implies the second exact triangle for νnM . In particular, νnM ∈ DM eff
− (F )(n). In view of the quasi-

invertibility of Z(n) this is enough to show the existence and uniqueness of cn. The last assertion is
obvious.

Definition 1.5. The cn(M) are called the fundamental invariants of M . For a variety X we
abbreviate cn(X) := cn(M(X)).

Corollary 1.6. For all integers n, n′ � 0, there exists a unique natural transformation of bifunctors
ν�n ⊗ ν�n′ → ν�n+n′

(· ⊗ ·) letting the diagram

ν�n ⊗ ν�n′ −−−−→ ν�n+n′
(· ⊗ ·)

an⊗an′
� an+n′

�
⊗ ⊗

commute. This natural transformation induces natural transformations

νn ⊗ νn′ → νn+n′(· ⊗ ·),
cn ⊗ cn′ → cn+n′(· ⊗ ·). (1.5)

Proposition 1.7. Let char F = 0. Let X be an F -variety of dimension � d. Then

ν�mM c(X) =

{
0 if m > d,

CHd(X)[0] ⊗ Z(d)[2d] if m = d,

cmM c(X) =

{
0 if m > d,

CHd(X)[0] if m = d,

where CHd(X) denotes the homotopy invariant Nisnevich sheaf with transfers U �→ CHd(X⊗F F (U))
where F (U) is the total ring of fractions of U . Here we denote by M c(X) the object Cc

∗(X) ∈
DM eff

− (F ) of [Voe00b, p. 224], which belongs to DM gm(F ) by [Voe00b, Proposition 4.1.6] (‘motive
with compact supports’ [Voe00b, p. 195]).

Proof. From [Voe00b, prop. 4.2.8], we have an isomorphism for any m � 0,

ν�mM c(X) := Hom(Z(m),M c(X))(m) ∼= C∗(zequi(X,m))(m)[2m],
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where zequi(X,m) is a certain Nisnevich sheaf with transfers defined in the beginning of [Voe00b,
§ 4.2]. This definition shows immediately that zequi(X,m) = 0 for m > dim X and that

zequi(X, d)(U) � CHd(X ⊗F F (U))

as the free abelian group generated by the closed integral subschemes of U×X which are equidimen-
sional of relative dimension d over U , that is, the (reduced) irreducible components of U ×X.

In Appendix B we explain how to extend the definition of M c(X) to arbitrary characteristic
under some conditions.

Proposition 1.8. If X is smooth in Proposition 1.7, the assumption of characteristic 0 is not
necessary in the following cases:

(i) d � 2;
(ii) any d provided we tensor everything by Q;

(iii) any d provided X is smooth projective.

Proof. Let A = Z,Q respectively. Assume X is connected of dimension d. Let m � d. By Lemma B.1

ν�mM c(X)(−m) ∼= Hom(M(X)(m − d)[−2d], A).

By Lemma A.2 this vanishes for m > d. For m = d the cohomology sheaves are associated to

U �→ Hq(U ×X,A).

This cohomology vanishes for q 
= 0 because A is flasque. For q = 0 it equals CHd(X × U) ⊗ A =
CHd(X ⊗F F (U))⊗A.

Corollary 1.9. Suppose char F = 0. For any M ∈ DM eff
gm(F ) we have ν�nM = 0 for n large

enough. Equivalently, ν�nM = M for n large enough. The functors (cn)n�0 are conservative on
DM eff

gm(F ): if cn(M) = 0 for all n, then M = 0.
If char F > 0 all this remains true after tensorisation by Q.

Proof. Let d�nDM eff
gm(F ) be the thick subcategory of DM eff

gm(F ) generated by the M(X) for X

smooth and dim X � n, so that DM eff
gm(F ) =

⋃
d�nDM eff

gm(F ). By Lemma B.4, d�nDM eff
gm(F ) is

also generated by the M c(X) for X smooth and dim X � n. Now it follows from Proposition 1.7
that ν�n+1M = 0 for all M ∈ d�nDM eff

gm(F ). The third statement is an immediate consequence.
In characteristic p, the same argument works with Proposition 1.8 instead of Proposition 1.7.

Remark 1.10. In the case of DM eff
− (F ), we have to be a little more careful. Note that the functors

cn are certainly not conservative on

DM eff
− (F )(∞) :=

⋂
n�0

DM eff
− (F )(n).

Here is an example of an object in the right-hand side. Consider a sequence of units t = (t0, . . . ,
tn, . . . ) in F ∗ and form the homotopy colimit (= mapping telescope)

Z(∞)t = hocolim Z(n)[n],

where the transition map Z(n)[n]→ Z(n + 1)[n + 1] is given by cup-product by tn. Note that there
is a canonical map

Z→ Z(∞)t
given by the sequence of elements {t0, . . . , tn−1} ∈ KM

n (F ) = Hom(Z,Z(n)[n]). To get an example
where Z(∞)t 
= 0, it therefore suffices to find one where all these symbols are non-zero: take for
instance F = k(t0, . . . , tn, . . . ), a rational function field in infinitely many variables.
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2. Birational motives

By definition,

cnM = ν�0Hom(Z(n)[2n],M), (2.1)

i.e. the functors cn actually take their values in the full triangulated subcategory DM o
−(F ) =

ν�0DM eff
− (F ) of birational motivic complexes of [KS06]. In other words, for any dense open immer-

sion j : U → X of smooth F -schemes, any M ∈ DM eff
− (F ) and any n � 0, the map

j∗ : Hom(M(X), cn(M))→ Hom(M(U), cn(M))

is an isomorphism. Equivalently by the Gysin exact triangles (compare [KS06]), for any N ∈
DM eff

gm(F ) we have Hom(N(1), cnM) = 0: this follows immediately from Proposition 1.1.

The category DM o
−(F ) is not stable under the tensor product of DM eff

− (F ). However, by Propo-
sition 1.7, ν�0 is left adjoint–left inverse to the inclusion functor i : DM o

−(F ) → DM eff
− (F ) and

one easily sees that the tensor product of DM eff
− (F ) descends via ν�0 to a tensor product ⊗ on

DM o
−(F ) (compare [KS06]). Then a simple adjunction argument shows that the pairing of functors

(1.5) factors through ⊗.
We are now going to prove a number of vanishing results for the fundamental invariants, by

relying on some results of [KS06]: these vanishing results will not be used in the rest of the paper.
Let us start with the following lemma.

Lemma 2.1. The functor cn[n] is right exact on motivic complexes, i.e. if M is concentrated in
non-positive degrees, then the same if true for cnM [n].

Proof. We have to consider the functor ν�0 Hom(Z(n)[n], ·). The functor ν�0 is right exact by
[KS06, Proposition 14.3.3]. We view Z(n)[n] as direct summand of M(An � {0})[1 − n].
Hence H i Hom(Z(n)[n],M) is the sheafification of

U �→ H i+1−n(U × (An � {0}),M)/H i(U,M).

This is the functor considered in [Voe00a, Lemma 4.35]. As shown there, it is concentrated in
degree 0 if M is concentrated in degree 0.

In the case M = M c(X), much stronger vanishing statements are true. In [KS06], c0(M c(X)) is
considered in the case where X is smooth projective and F is of characteristic 0. One finds that it
is concentrated in non-positive degrees and that

H0c0(M c(X)) = h̄0(X)[0],

where h̄0(X) denotes the sheaf U �→ CH0(X ⊗F F (U)) where F (U) is the total ring of fractions of
U (it is not a priori obvious that this is a presheaf!).

We are going to generalise this using the same line of arguments.

Theorem 2.2. Let X be a variety, n � 0. We assume one of the following conditions:

(i) either char F = 0;

(ii) or char F > 0 and dimX � 2;

(iii) or char F > 0 and we take Q coefficients;

(iv) or char F > 0 and X smooth projective.

(Recall that any of these conditions permits one to define M c(X); cf. Definition B.3 in character-
istic p.) Then the complex cnM c(X) is concentrated in non-positive degrees and moreover

H0(cn(M c(X))) = CHn(X),
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where the values of the Nisnevich sheaf with transfers CHn(X) are given by the formula

CHn(X)(U) = CHn(XF (U)).

Proof. We start with char F = 0 and X arbitrary. We consider the defining triangle for cn(M c(X)):

Hom(Z(n + 1)[2n + 2],M c(X))(1)[2] → Hom(Z(n)[2n],M c(X))→ cnM c(X).

By [Voe00b, Proposition 4.2.8], Hom(Z(n)[2n],M c(X)) is given by C∗zequi(X,n). In particular it is
concentrated in non-positive degrees. Tensor product is right exact on DM eff

− (F ) (see Lemma 2.4
below). Hence the term

Hom(Z(n + 1)[2n + 2],M c(X))(1)[2] = Hom(Z(n + 1)[2n + 2],M c(X))⊗Gm[1]

is concentrated in negative degrees. The long exact sequence of cohomology sheaves shows that
cn(M c(X)) is concentrated in non-positive degrees and, moreover,

H0(cn(M c(X))) ∼= H0 Hom(Z(n)[2n],M c(X)).

As cn(M c(X)) is a birational motive, its cohomology sheaves are birational [KS06, Proposition
14.2.6(a)]: this is the case in particular for H0.

Let F be a presheaf (with transfers) such that the associated sheaf F̃ for the Nisnevich topology
is birational. Then for all connected smooth U ,

F̃(U) = F̃F (U)
∼= FF (U) = lim−→

V

F(V ),

where V runs through all dense open subschemes of U .
We apply this remark to the presheaf

U �→Hom(M(U)(n)[2n],M c(X))
∼= Hom(Z(n)[2n],M c(U ×X)(−dU )[−2dU ])
= CHn−dU

(U ×X) [Voe00b, Proposition 4.2.9],

where dU and dX are the dimensions of U and X. In the limit we obtain CHn(XF (U)).
Now let char F be arbitrary, X smooth connected of dimension dX satisfying one of the assump-

tions, A = Z,Q respectively. By Proposition 1.8 the assertion holds for n � dX . Let n < dX . By
Lemma B.1

ν�nM c(X)(−n) ∼= Hom(M(X), A(dX − n)[2dX − 2n]).

Hence its qth cohomology sheaf is associated to the presheaf

U �→ ∼= H2dX−2n+q(U ×X,A(dX − n))
∼= CHdX−n(U ×X,−q)⊗A [Voe02b].

This presheaf vanishes for q > 0. For q = 0 this is the ordinary Chow group and the sheafification
is computed as in the first case.

Remark 2.3. As a by-product of the proof, we find that the Nisnevich sheafification of the presheaf
P (U) = CHn−dU

(U ×X) is birational. Here is a direct proof. Observe that:

(a) P (U)→ P (V ) is surjective when V ⊆ U ;

(b) if x ∈ U and η is the generic point of U , then Px
∼−−→ Pη (see [Voe00a, Corollary 4.18]).

It follows for the associated Zariski sheaf PZar that PZar(U) ∼−−→ Pη. Thus PZar is birational and
a fortiori so is PNis = PZar.
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Note that the tensor product on DM eff
− (F ) is Voevodsky’s. It is characterised by the fact that

M(X)⊗M(Y ) = M(X ×Y ) for all smooth varieties X,Y . At the referee’s request, we give a proof
of the following lemma.

Lemma 2.4. In DM eff
− (F ), the tensor product ⊗ is right exact, i.e. if K,L are concentrated in

non-positive degrees, then so is K ⊗ L.

Proof. By a spectral sequence argument, it is enough to show that, if F ,G ∈ DM eff
− (F ) are concen-

trated in degree 0, then Hq(F [0] ⊗ G[0]) = 0 for q > 0. For this we may use the resolutions of F
and G considered in [Voe00b, p. 206] and apply the definition of ⊗ given therein on p. 210.

Proposition 2.5. Let p : X → SpecF be smooth of pure dimension d � 1. Let p0 : π0(X)→ SpecF
be the scheme of constants of X: p0 is étale and p factors through a morphism X → π0(X) with
geometrically connected fibres. Assume that one of the conditions of Theorem 2.2 is satisfied. Then

Hqcd−1M
c(X) =


p∗Gm/(p0)∗Gm q = −1,
R1p∗Gm = CHd−1(X) q = 0,
0 otherwise.

Proof. As in the proof of the last theorem we consider the defining triangle for cd−1M
c(X). By the

case n = d already calculated in Propositions 1.7 and 1.8, it reads

CHd(X)(1)[2] → Hom(Z(d− 1)[2d − 2],M c(X))→ cd−1M
c(X). (2.2)

We abbreviate π0(X) = π0. Note that this scheme is smooth of dimension zero. We have

CHd(X) ∼= CH0(X) ∼= L(π0) ∼= M(π0)

and hence

CHd(X)(1)[2] ∼= M(π0)(1)[2] ∼= Hom(Z,M(π0)(1)[2]) ∼= Hom(M(π0), Gm[1]) ∼= (p0)∗Gm[1].

In particular the left-hand term of (2.2) is concentrated in degree −1. By Lemma B.1 and [Voe00b,
Proposition 3.2.8], the term in the middle of (2.2) is isomorphic to

Hom(M(X),Z(1)[2]) ∼= Rp∗p∗Gm[1].

The higher direct images of Gm under p are known and vanish for degrees different from 0, 1, hence
the result. (For q � 0 we recover part of Theorem 2.2.)

Proposition 2.5 shows that cnM c(X) is not concentrated in degree 0 in general. However we
have the following corollary.

Corollary 2.6. In Theorem 2.2, cn(M c(X)) is concentrated in degree 0 in the following cases:

(i) n � dimX;

(ii) X smooth projective, n = dim X − 1;

(iii) X cellular.

Proof. Case (i) is Proposition 1.7 and Proposition 1.8.

For case (ii) we use Proposition 2.5: as X is proper, p∗Gm
∼= (p0)∗Gm.

Case (iii) follows from the stronger Proposition 4.11 below.
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The slice filtration and mixed Tate motives

3. Spectral sequences

Consider the exact sequences

· · · → Hom(ν�q−1M,Z(n)[p + q])
f∗

q−−→ Hom(ν�qM,Z(n)[p + q])
→ Hom(νqM,Z(n)[p + q])→ Hom(ν�q−1M,Z(n)[p + q + 1])→ · · · .

We get for any M ∈ DM eff
− (F ) and any n � 0 an exact couple, hence a spectral sequence

Ep,q
2 (M,n) = Hp+q(νqM,Z(n))⇒ Hp+q(M,Z(n))

or, by quasi-invertibility,

Ep,q
2 (M,n) = Hp−q(cqM,Z(n − q))⇒ Hp+q(M,Z(n)). (3.1)

This will be called the slice spectral sequence associated to M in weight n. It is functorial in M and
Corollary 1.6 provides pairings of spectral sequences

E(M,m) × E(N,n)→ E(M ⊗N,m + n).

Similarly, we may pull back the situation to the étale topology. Let α∗ : DM eff
− (F )→ DM eff

−,ét(F )
be the natural functor: we may consider the functors α∗ν�n, α∗ν<n, α∗νn and α∗cn. They are all
triangulated functors; note that we have

α∗νn(M) = (α∗cn(M))(n)[2n]

for any M ∈ DM eff
− (F ), since α∗ commutes with tensor product. We get a filtration on α∗M with

‘associated graded’ the α∗νn(M).

Definition 3.1. Let (cf. [Kah99, Lemma 2.4])

Z(r)ét =

{
α∗Z(r) if r � 0,⊕

l �=char F Ql/Zl(r)[−1] if r < 0.

For all n we have similar long exact sequences

· · · → Hom(α∗ν�q−1M,Z(n)ét[p + q])
f∗

q−−→ Hom(α∗ν�qM,Z(n)ét[p + q])
→ Hom(α∗νqM,Z(n)ét[p + q])→ Hom(α∗ν�q−1M,Z(n)ét[p + q + 1]) · · · .

By ‘quasi-invertibility’ in DM eff
−,ét(F ) (see [Kah99, Lemma 2.4] and Propositions A.3 and A.4), we

get a spectral sequence

Ep,q
2 (M,n) = Hp−q

ét (cqM,Z(n − q)ét)⇒ Hp+q
ét (M,Z(n)ét), (3.2)

where Hr
ét(M,Z(n)ét) is shorthand for HomDM eff

−,ét(F )(α
∗M,Z(n)ét[r]).

4. Mixed Tate motives

Definition 4.1. Let Z(1) ∈ DM eff
gm(F ) be the Tate object. Denote by

TDM eff
gm(F )

the thick tensor subcategory of DM eff
gm(F ) generated by Z(0) and Z(1). An object of TDM gm(F )

is called a mixed Tate motive. We write TDM eff
− (F ) for the localising subcategory of DM eff

− (F )
generated by TDM eff

gm(F ) (effective mixed Tate motivic complexes). (Recall that a triangulated
subcategory of a triangulated category is thick if it is stable under direct summands, localising if it
is stable under arbitrary direct sums.)
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A. Huber and B. Kahn

Remark 4.2. A less elegant version of these categories is also considered in [Hub00, § 1.2] in the case
F = Q and with rational coefficients.

Lemma 4.3.

(i) The partially defined bifunctor internal Hom on DM eff
− restricts to an internal Hom-functor

Hom : TDM eff
gm(F )× TDM eff

gm(F )→ TDM eff
gm(F ).

(ii) The functors ν�n and ν�n respect TDM eff
gm and TDM eff

− .

Proof. The objects Z(i) for i � 0 generate TDM eff
gm as thick triangulated subcategory of DM eff

gm.
It suffices to check the assertion for these generators. By quasi-invertibility we have

Hom(Z(i),Z(j)) =

{
Z(j − i) for j � i,

0 otherwise.

In particular these Hom are always in TDM eff
gm. By definition of the slice filtration this implies

that all ν�n (and hence also ν�n) respect TDM eff
gm. The statement for TDM eff

− follows because ν�n

commutes with direct sums.

Remark 4.4. On the category of mixed Tate motives, the slice filtration in fact agrees with the
weight filtration (whatever the latter is going to be).

Let Ab be the category of abelian groups, Db(Ab) the bounded derived category of Ab, D−(Ab)
the bounded above derived category and Db

f (Ab) the full subcategory of Db(Ab) consisting of those
objects whose cohomology groups are finitely generated. It is the category of perfect complexes, i.e.
those isomorphic to bounded complexes of finitely generated free Z-modules. It is equivalent to the
bounded derived category of finitely generated abelian groups. The category Db

f (Ab) is rigid tensor
triangulated.

Proposition 4.5. There exists a unique triangulated functor

i : Db
f (Ab)→ DM eff

gm(F )

sending Z to Z. It is fully faithful and respects the tensor structures. Its essential image is the thick
tensor subcategory of DM eff

gm generated by Z(0).
Similarly there is a fully faithful tensor functor

i : D−(Ab)→ DM eff
− (F ).

Its essential image is the localising subcategory of DM eff
− generated by Z(0).

Proof. For D−(Ab) the existence of i is obvious; it is clear that i sends Db
f (Ab) in DM eff

gm(F ).
For the full faithfulness on Db

f (Ab), we reduce to the case Hom(Z,Z[j]), which is obvious, and full
faithfulness on D−(Ab) then follows by density. Similarly, uniqueness holds because Z generates
D−(Ab).

In particular, Db
f (Ab) can be viewed as a full subcategory of TDM eff

gm and D−(Ab) as a full
subcategory of TDM eff

− .
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The slice filtration and mixed Tate motives

Proposition 4.6. Assume either char F = 0 or coefficients in Q. A motive M ∈ DM eff
gm(F ) is in

TDM eff
gm(F ) if and only if cn(M) ∈ Db

f (Ab) for all n and cn(M) = 0 for n large enough. If M ∈
TDM eff

− (F ), then cn(M) ∈ D−(Ab).

Proof. Let TDM eff
gm(F )′ be the full subcategory of DM eff

gm(F ) formed of those motives M such
that cn(M) ∈ Db

f (Ab) for all n. It is triangulated, thick, stable under tensor product and contains
Z(1), hence it contains TDM eff

gm(F ). Conversely, let M ∈ TDM eff
gm(F )′. By assumption νn(M) ∈

TDM eff
gm(F ) for all n. By induction on n, it follows that ν�nM ∈ TDM eff

gm(F ) for all n � 0.
As M = ν�nM for some n by Corollary 1.9, this implies M ∈ TDM eff

gm(F ). The statement for
TDM eff

− follows from the first case because cn commutes with arbitrary direct sums.

Remark 4.7. We do not expect that objects of DM eff
− such that cn(M) ∈ D−(Ab) are automatically

in TDM eff
− . Tensoring the object of the example in Remark 1.10 with M(X) for some variety X

gives a motivic complex M such that all cn(M) vanish, hence are in D−(Ab). However, we do not
expect M to be contained in TDM eff

− .

Lemma 4.8. Let M ∈ DM eff
− (F ) and N ∈ TDM eff

− (F ). Then the morphisms (1.5) induce ‘Künneth’
isomorphisms ⊕

p+q=n

cp(M)⊗ cq(N) ∼−−→ cn(M ⊗N).

(In this formula, the tensor product ⊗ of DM eff
− (F ) may be replaced by the tensor product ⊗

of DM o
−(F ), cf. § 2.)

Proof. Reduce to the case where N = Z(n), when it follows from Corollary 1.4(v).

Definition 4.9. An object of DM gm is called pure Tate motive if it is a (finite) direct sum of copies
of Z(p)[2p] for p ∈ Z.

Note that by Voevodsky’s embedding theorem (see [Voe00b, Proposition 2.1.4, Corollary 4.2.6]
and [Voe02b]), this category is equivalent to the full subcategory of Tate motives in the category
of pure motives in Grothendieck’s sense. Indeed, rational, homological and numerical equivalence
agree on such motives.

Proposition 4.10. Let X be a smooth variety such that M(X) is a pure Tate motive. Then there
is a natural isomorphism

M(X) ∼=
⊕

p

cp(X)(p)[2p], with cp(X) = CHp(X)∗[0],

where ·∗ denotes the dual of a free abelian group.

Proof. By [Voe02b] there is a natural isomorphism

CHp(X) ∼= Hom(M(X),Z(p)[2p]). (4.1)

As M(X) is mixed Tate, this group is free of finite type. Hence the isomorphism (4.1) yields a
canonical morphism

M(X) ⊗ CHp(X)→ Z(p)[2p].
Summing over all p we obtain dually a natural map

M(X)→
⊕

p

CHp(X)∗(p)[2p].

917

https://www.cambridge.org/core/terms. https://doi.org/10.1112/S0010437X06002107
Downloaded from https://www.cambridge.org/core. IP address: 77.207.228.156, on 04 Dec 2020 at 14:11:25, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1112/S0010437X06002107
https://www.cambridge.org/core


A. Huber and B. Kahn

We are going to check that it is an isomorphism. By a version of the Yoneda lemma on the category
of pure Tate motives it suffices to prove that, for any q,

Hom
(⊕

p

CHp(X)∗(p)[2p], Z(q)[2q]
) ∼−−→ Hom(M(X),Z(q)[2q]).

This holds tautologically.

Recall that a cell is a variety isomorphic to some An. A variety is called cellular if it contains
a cell as an open subvariety such that the closed complement is already cellular.

Proposition 4.11. Let X be a cellular variety. If char F = 0, then M c(X) is a pure Tate motive.
Moreover,

M c(X) =
⊕

p

cp(M c(X))(p)[2p], with cp(M c(X)) = CHp(X)[0].

If char F is arbitrary and X is smooth, then M(X) is a pure Tate motive. Moreover,

M(X) =
⊕

p

cp(X)(p)[2p], with cp(X) = CHp(X)∗[0].

Proof. The first statement was proved in [Kah99, Proposition 3.4]. The second statement was
deduced there by duality in the case char F = 0. Here is a direct proof in arbitrary characteristic.

By Proposition 4.10 it suffices to check that M(X) is pure Tate. We do this by induction on the
number of cells. Let d be the dimension of X, d′ the dimension of the smallest cells occurring in
the cellular decomposition of X. One easily sees that there is a closed cell C of dimension d′ (remove
an open cell of dimension d and argue by induction on the total number of cells). Note that, being
a cell, C is smooth. Consider the Gysin triangle

M(U)→M(X)→M(C)(d− d′)[2d − 2d′]→

with U = X � C. By induction on the number of cells we can assume that M(U) is a direct sum
of the Z(q)[2q] with q � d− d′. By homotopy invariance, M(C) = Z. The boundary map vanishes
because Hom(Z(d− d′)[2d − 2d′],Z(q)[2q + 1]) = 0 for q � d− d′. Hence the triangle splits.

5. Geometrically mixed Tate motives

Definition 5.1. An object M ∈ DM eff
− (F ) is a geometrically Tate mixed motivic complex if its

restriction to DM eff
− (F sep) (where F sep is the separable closure of F ) is mixed Tate. The full subcat-

egory of geometrically Tate mixed motivic complexes is denoted T gDM eff
− (F ). Similarly, an object

M ∈ DM eff
gm(F ) is a geometrically mixed Tate motive if its restriction to DM eff

gm(F sep) is mixed Tate.
The full subcategory of geometrically Tate mixed motives is denoted T gDM eff

gm(F ).

Clearly, T gDM eff
− (F ) is a localising tensor subcategory of DM eff

− (F ) and T gDM eff
gm(F ) is a thick

tensor subcategory of DM eff
gm(F ).

Example 5.2. The motive of a non-split torus is not mixed Tate but is geometrically mixed Tate.

As the functors cn commute with extension of scalars, Lemma 4.3 implies that being geometri-
cally mixed Tate can be tested on the cn(M).

Proposition 5.3. An object M ∈ DM eff
gm(F ) is geometrically mixed Tate if and only if there is a

finite separable extension E of F such that the restriction of M to DM eff
gm(E) is mixed Tate.
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Proof. The key observation is the following. If M,M ′ are objects of DM eff
gm(E) and f : M ×Esep →

M ′ × Esep is a morphism, then there is a finite separable extension L/E over which f is defined.
Moreover, if two such morphisms are equal over Esep, they are equal over some finite extension
L/E.

We introduce the notion of complexity of a mixed Tate motive. The object 0 is of complexity 0,
and the objects Z(n)[j] are of complexity 1. If M and M ′ are of complexity at most c and at most
c′, and if f : M →M ′ is a morphism, then the third object N in the exact triangle M →M ′ → N is
of complexity at most c+ c′. All mixed Tate motives are of finite complexity. The above observation
shows by induction on the complexity that all mixed Tate motives over F sep are defined over some
finite separable extension E of F (where E depends on the object). If M is geometrically mixed
Tate, it is isomorphic to such an object over F sep, hence by the observation already over some finite
extension of F .

In contrast to the Tate case, there is no simple description of the fundamental invariants cn(M)
for geometrically mixed Tate motives. However, such a description exists after passing to the étale
site.

Lemma 5.4. Let M ∈ T gDM eff
− (F ). Then α∗cn(M) is isomorphic to a complex of étale sheaves

coming from the small étale site of SpecF . For M ∈ T gDM eff
gm(F ), the α∗cn(M) are in addition

bounded with finitely generated cohomology and vanish for n big enough.

Proof. We have that α∗ commutes with restriction to SpecF sep, hence α∗cn(M) is geometrically
constant, i.e. isomorphic to a complex of constant étale sheaves over SpecF sep. This implies that it
is induced by a complex of sheaves on the small étale site.

Remarks 5.5. (1) There is a competing notion of étale mixed Tate motive: M ∈ DM eff
− (F ) is étale

mixed Tate if it satisfies the conclusion of this lemma. The two categories agree after tensoring
with Q by [Voe00b, Proposition 3.3.2], but not integrally. Any torsion motive is étale mixed Tate
by [Voe00b, Proposition 3.3.3], but not necessarily geometrically mixed Tate. For example, let A
be an abelian variety over F = F sep. Then U �→ A(U)/2 is a homotopy invariant Nisnevich sheaf
with transfers whose étale sheafification vanishes, so it is étale mixed Tate; on the other hand it is
not geometrically mixed Tate. Indeed, it is well known that A is a birational sheaf. If our sheaf was
étale mixed Tate, it would have to be constant.

(2) This example shows that the functor α∗ : DM eff
− (F ) → DM eff

−,ét(F ) is not conservative on
étale mixed Tate motives. This is also true for the functor DM eff

− (F )→ DM eff
− (F sep) on geometrically

mixed Tate motives: consider for example the sheaf U �→ H1
ét(π0(U),Z/2) where π0(U) is the scheme

of constants of U .

Recall that the category of mixed Artin motives is the subcategory of DM eff
gm(F ) generated by

zero-dimensional varieties. The category of mixed Artin–Tate motives is the thick tensor subcategory
of DM eff

gm(F ) generated by mixed Artin motives and mixed Tate motives.

Proposition 5.6. The category of mixed Artin–Tate motives is contained in T gDM eff
gm(F ). After

extension of coefficients to Q it is even equal to the latter.

Proof. Obviously Artin motives are geometrically Tate. This implies the first statement. For M ∈
T gDM eff

gm(F ) ⊗ Q it suffices to show that cn(M) is a mixed Artin motive. By [Voe00b, Proposi-
tion 3.3.2] we can work on the étale site. By Lemma 5.4, cn(M) is a bounded complex. It suffices
to consider its cohomology sheaves which are finitely generated and constant over F sep. Hence they
correspond to finite-dimensional representations of G(F sep/F ), i.e. to Artin motives.
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6. Spectral sequences again

Recall that in [Kah99] were defined similar spectral sequences to (3.1) and (3.2) for (geometrically)
cellular varieties. We are now going to compare these spectral sequences with those of § 3.

Recall that the spectral sequences of [Kah99] are constructed from a filtration

Z(n, 0,X)→ Z(n, 1,X)→ · · · → Z(n, n,X),

where

Z(n, i,X) = Hom(M(X),Z(i))(n − i).

More generally, for any M ∈ DM eff
− (F ) and any integer n � 0, consider the filtration

Z(n, 0,M)→ Z(n, 1,M)→ · · · → Z(n, n,M),

where

Z(n, q,M) = Hom(M,Z(q))(n − q).

Let Z(n, q/q−1,M) be the cone of the morphism Z(n, q−1,M)→ Z(n, q,M) defined analogously
to [Kah99, p. 153]. There is an associated spectral sequence

Ep,q
2 = Hp+q(F,Z(n, q/q − 1,M))⇒ Hp+q(M,Z(n)), (6.1)

generalising [Kah99, Equation (4), p. 153].
We define a morphism

ϕq : Z(n, q,M)→ Hom(ν�qM,Z(n)) (6.2)

as follows. Start from the evaluation morphism

Hom(M,Z(q)) ⊗M → Z(q).

Note that Hom(M,Z(q))⊗ν�q+1M is in DMeff
− (F )(q+1), hence the evaluation map to Z(q) vanishes

on it. This implies that it factors, even canonically, through Hom(M,Z(q)) ⊗ ν�qM . We get the
desired morphism by first tensoring both sides by Z(n − q) and then using adjunction. These
morphisms are easily seen to be compatible with the transition maps.

Remark 6.1. The complexes Z(n, q,M) are unbounded in general. In order for the above calculations
to be well defined we would have to work in the bigger category DMeff(F ) of unbounded motivic
complexes; see e.g. [Voe03b] and [Wei04]. However, in the situation of [Kah99], where M = M(X)
for a cellular variety X, they are in fact bounded above and within the scope of [Voe00b].

Proposition 6.2. The morphism ϕn is an isomorphism. The collection of morphisms ϕq defines a
morphism θ of spectral sequences from (3.1) to (6.1), with the same abutments. If M ∈ TDM eff

− (F ),
the ϕq are isomorphisms, so θ is an isomorphism of spectral sequences. If M ∈ T gDM eff

− (F ), then
the α∗ϕq are isomorphisms.

Proof. The only things to justify are the assertions on isomorphisms. By dévissage we reduce to
the case where M is of the form Z(i) for some i � 0, and then it is obvious (the two sides of (6.2)
are 0 for i > q and isomorphic to Z(n− i) for i � q). If M is geometrically mixed Tate, we have an
isomorphism over F sep. This implies that it also becomes an isomorphism on the étale site.

Remark 6.3. The étale case is more complicated because α∗ does not commute with the internal
Homs: this accounts for the delicate description of the abutment of Equation (6), p. 159 in [Kah99].
Taking the pull-back of (6.2), we get a chain of morphisms,

α∗Z(n, q,M)→ α∗ Hom(ν�qM,Z(n))→ Homét(α
∗ν�qM,α∗Z(n)), (6.3)
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where Homét is the partial internal Hom of DM eff
−,ét(F ). The left objects yield a spectral sequence

Ep,q
2 = Hp+q

ét (F,α∗Z(n, q/q − 1,M))⇒ Hp+q
ét (F,α∗ Hom(M,Z(n))), (6.4)

generalising [Kah99, Equation (6), p. 159]. The middle objects yield an intermediate spectral se-
quence, with the same abutment as (6.4). By the last assertion of Proposition 6.2, this spectral
sequence is isomorphic to (6.4) in the case of geometrically Tate motivic complexes. Finally, the
right-most objects in (6.3) yield the ‘right’ spectral sequence (3.2): this solves the question in [Kah99,
Remark 4.5].

7. The motive of a torus

Let T be a torus. In this section we compute the étale fundamental invariants of T explicitly. When
T is split, this computation is valid in the Nisnevich topology. We then describe an almost functorial
decomposition of M(T ) in the split case.

Recall that M(Gm) ∼= Z⊕Z(1)[1]. Hence, a priori, cn(Gr
m) is concentrated in degree n. By étale

sheafification, the same is true for α∗cn(T ) for any torus.
Let χ : Gm → T be a cocharacter. It induces a morphism

c1(χ) : Z[−1] = c1(Gm)→ c1(T ).

Collecting these gives a natural map

Ξ(F )→ Hom(H1c1(Gm),H1c1(T )) = H1c1(T )(F ), (7.1)

where Ξ(F ) is the group of all F -rational cocharacters of T .

Lemma 7.1. The map (7.1) is a group homomorphism.

Proof. Let ξ1, ξ2 ∈ Ξ(F ). Then c1(ξ1 · ξ2) is computed via

c1(Gm)
c1(ξ1,ξ2)−−−−−→ c1(T × T )

c1µ−−→ c1(T ).

The statement follows from the Künneth formula of Lemma 4.8, which implies that c1(µ) = c1(p1)+
c1(p2) (with pi the projection to the factor i.)

Proposition 7.2. Let Ξ = Hom(Gm, T ) be the cocharacter group of T , viewed as a locally constant
étale sheaf. Then there exists a natural isomorphism in DM eff

−,ét(F ),

Λn(Ξ)[−n] ∼−−→ α∗cnM(T ). (7.2)

The isomorphism (7.2) is compatible with homomorphisms of tori and the Künneth formula. If T
is split (hence Ξ is constant), these isomorphisms already hold in DM eff

gm(F ).

Proof. We first construct the homomorphism of (7.2). As M(T ) is geometrically mixed Tate, the
cohomology sheaves of its fundamental invariants come from the small étale site of F . We compute
in the smaller category. By Lemma 7.1, the sheafification of (7.1),

Ξ→ H1α∗c1(T ),

is a homomorphism of étale sheaves. We get a composite morphism for all n > 0,

(Ξ)⊗n → (H1α∗c1(T ))⊗n → Hnα∗cnM(T ), (7.3)

where the second morphism is induced by multiplication. As usual, the symmetric group operates
on this map via the signature. Therefore (7.3) factors into

Λn(Ξ)→ Hnα∗cn(T ), (7.4)
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as promised. The map (7.3) (and hence (7.4)) is natural with respect to homomorphisms of tori.
Clearly, if T is split, the sheaves are constant.

Let us now show that our morphism (7.2) is an isomorphism. It is sufficient to see that (7.4)
is an isomorphism. The assertion is local for the étale topology, so we may and do assume that T
is split.

We shall argue by induction on d = dim T . If d = 1, this is trivial by construction. Let us assume
that d > 1. Since T is split, we may write it as T = T1 × T2 with T1 and T2 of smaller dimension.
Let Ξ1 and Ξ2 be the corresponding cocharacter groups. For every n > 0 we have an isomorphism⊕

i+j=n

Λi(Ξ1)⊗ Λj(Ξ2)
∼−−→ Λn(Ξ)

given on the (i, j) factor by

v1 ∧ · · · ∧ vi ⊗ wj+1 ∧ · · · ∧ wn �→ v1 ∧ · · · ∧ vi ∧ wj+1 ∧ · · · ∧ wn.

The collection of these isomorphisms is by construction compatible with the Künneth formula for
Hnα∗cn(T ) (cf. Lemma 4.8) under the morphisms of (7.3) and hence (7.4). By induction, (7.2) is
an isomorphism for T1 and T2, hence also for T .

Example 7.3. The smallest-dimensional example of a non-split torus is

T = R1
E/F Gm =: Ker(NE/F : RE/F Gm → Gm),

where E/F is a quadratic extension and RE/F denotes Weil restriction of scalars. Here dim T = 1.
One easily sees that M̃(T ) � c(1)[1] where c = Coker(L(SpecF ) → L(SpecE)), the map being
transpose to the norm map. We leave the details to the reader.

Now assume that T is split. For any choice of splitting σ : T → Gr
m, there is an induced

isomorphism

Φσ : M(T )→M(Gr
m)→

⊕
ΛnZr(n)[n]→

⊕
ΛnΞ(n)[n]. (7.5)

We are going to study to what extent this isomorphism is natural. Let α : T → T ′ be a homomor-
phism of tori. It is equivalent to a homomorphism Ξ→ Ξ′, which we will also denote by α. Choices
of trivialisations of T and T ′ induce matrix coefficients αij : ΛjΞ(j)[j] → ΛiΞ′(i)[i]. We have

αij ∈ Hom(ΛjΞ,ΛiΞ′)⊗KM
i−j(F ) (7.6)

by [SV00, Theorem 3.4].

Lemma 7.4.

(i) The matrix (αij) is lower triangular, i.e. αij = 0 for i < j.

(ii) One has αi0 = 0 for i > 0.
(iii) One has αii = Λi(α) for all i.

In particular, these terms are independent of the choices of splittings of T and T ′.

Proof. Property (i) follows from weight reasons. The unit map is compatible with all morphisms of
tori, hence (ii). Finally (iii) holds because ci(Φσ) gives back the natural isomorphism (7.2).

Let m 
= 0 and let [m] denote multiplication by m on a (split) torus. The matrix of [m] (in the
above sense) is diagonal for Gm and hence in general, i.e. [m]ij = 0 for i > j. By Lemma 7.4(iii),
[m]ii is multiplication by mi. Thus, by the same argument as using Adams operations (using the
equality M(α)M([m]) = M([m])M(α)), we get that in general αij is torsion for i > j. This shows
that (7.5) is independent of σ at least after tensoring with Q. We are going to substantially refine
this remark. We need a little preparation.
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The slice filtration and mixed Tate motives

Lemma 7.5. Let t = (t1, . . . , tr) be a rational point of Gr
m. Let Ξ be the cocharacter group of Gr

m.
Then the component M(t)p of

M(t) ∈ Hom(Z,M(Gr
m)) =

⊕
Λp(Ξ)⊗KM

p (F )

on the summand Λp(Ξ)⊗KM
p (F ) is given by the formula

M(t)p =
∑

i1<···<ip

ei1 ∧ · · · ∧ eip ⊗ {ti1 , . . . , tip},

where (e1, . . . , er) denotes the standard basis of Ξ = Zr.

Proof. We immediately reduce to the case r = 1, where this follows from the definition of the
isomorphism Hom(Z,Z(1)[1]) � KM

1 (F ) in [SV00, Theorem 3.4].

Notation 7.6. Let Er = {1, . . . , r} and, for l � 0, let Pl(Er) be the set of all subsets of Er with l
elements. For j = (j1, . . . , jp) ∈ (Er)p, let j be its underlying set: we have j = {k1, . . . , kl} ∈ Pl(Er)
with 1 � k1 < · · · < kl � r. We set l = l(j) and, for (t1, . . . , tr) ∈ F ∗r,

{tj} = {tk1 , . . . , tkl
} ∈ KM

l (F ).

Theorem 7.7. Let T , T ′, Ξ, Ξ′, α be as above, with T = Gr
m and T ′ = Gs

m. As above let αpq be the
matrix coefficients of (7.6) with respect to the canonical trivialisations. Then one has the following.

(a) For p > q, the coefficient αpq is of the form λpq(α)⊗ {−1, . . . ,−1} for a unique

λpq(α) ∈ Hom(ΛqΞ,ΛpΞ′)/2.

(b) Recall notation 7.6. Let (e1, . . . , er) and (e′1, . . . , e′s) be the standard bases of Ξ and Ξ′, and let
A = (aij)i∈Es,j∈Er be the matrix of α with respect to these bases. For i = {i1, . . . , ip} ∈ Pp(Es)
with i1 < · · · < ip and j = {j1, . . . , jq} ∈ Pq(Er) with j1 < · · · < jq, let δi,j ∈ Hom(ΛqΞ,ΛpΞ′)
be the map sending ej := ej1 ∧ · · · ∧ ejq to ei and ej′ to 0 for any j′ 
= j. Then

λpq(α) =
∑

i∈Pp(Es)
j∈(Er)p, l(j)=q

ai1j1 . . . aipjpδi,j .

Proof. Let t ∈ Gr
m(F ) and u = α(t), so that M(u) = M(α)M(t). Our strategy is to compute the

matrices of both sides of this equation explicitly and compare coefficients.
We have un =

∏
m tanm

m , hence

{ui1 , . . . , uip} =
∑

(j1,...,jp)∈(Er)p

ai1j1 . . . aipjp{tj1 , . . . tjp}.

If l = p, we have
{tj1, . . . , tjp} = ε(j){tj},

where ε(j) is the signature of the permutation necessary to put the ji in increasing order. If l < p,
we have

{tj1, . . . , tjp} = {−1, . . . ,−1}{tj}
thanks to the well-known identity in Milnor K-theory

{a, a} = {−1, a}.
The sign is unimportant since {−1, . . . ,−1} is killed by 2. Thus

{ui1 , . . . , uip} =
∑

j∈(Er)p, l(j)=p

ai1j1 . . . aipjpε(j){tj}+
∑

j∈(Er)p,l(j)<p

ai1j1 . . . aipjp{−1}p−l(j){tj}
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A. Huber and B. Kahn

and hence finally by Lemma 7.5

M(u)p =
∑

i=(i1<···<ip)

ei ⊗
( ∑

j∈(Er)p, l(j)=p

ai1j1 . . . aipjpε(j){tj}

+
∑

j∈(Er)p, l(j)<p

ai1j1 . . . aipjp{−1}p−l(j){tj}
)

. (7.7)

On the other hand, we may write

αpq =
∑
i,k

δi,k ⊗ αi,k
pq

with α
i,k
pq ∈ KM

p−q(F ). Via Lemma 7.5,

(M(α)M(t))p =
∑

q

αpqM(t)q =
∑

i

ei ⊗
∑
q,k

αi,k
pq · {tk}. (7.8)

The terms (7.7) and (7.8) are equal. The coefficient of i gives∑
q�p

k=(k1<···<kq)

αi,k
pq · {tk} =

∑
j∈(Er)p, l(j)=p

ai1j1 . . . aipjpε(j){tj}

+
∑

j∈(Er)p,l(j)<p

ai1j1 . . . aipjp{−1}p−l(j){tj}. (7.9)

As this computation is in DM eff
− (F ), we need not assume that F is perfect. The formulae are

natural in F , hence we may extend scalars and apply (7.9) to the generic point of Gr
m. Then the

ti are independent indeterminates. We take iterated residues with respect to all indeterminates.
This shows that

αi,k
pq =


∑
j=k

ai1j1 . . . aipjpε(j) if q = p,∑
l(j)=q, j=k

ai1j1 . . . aipjp{−1}p−l(j) if q < p.

For q = p we recognise an entry of Λp(α) (cf. Lemma 7.4(iii)). For q < p we get the announced
result.

Example 7.8. Consider λ21(α)(ei) =
∑

j<k λ21(α)jki ej ∧ ek. Then we have

λ21(α)jki = ajiaki

where aij are the entries of α.

Corollary 7.9.

(a) Let µ : Gm ×Gm → Gm be the multiplication map. Then M(µ) is diagonal.

(b) Let ∆ : Gm → G2
m be the diagonal map. Then ∆21 = {−1}.

(c) Let τ : G2
m → G2

m be the transposition of the two factors. Then τ21 = 0, i.e. M(τ) is diagonal.

(d) For any permutation σ of {1, . . . , r}, let [σ] be the corresponding action of σ on Gr
m by per-

mutation of the coordinates. Then M([σ]) is diagonal.

Proof. (a) This is obvious from Lemma 7.4. Parts (b) and (c) are obvious from Theorem 7.7.
One could also get (d) from the explicit computation in the proof of this theorem, but an alternative
argument is that any permutation is a composition of permutations of type (i, i+1), which reduces
to (c).
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Corollary 7.10.

(a) The isomorphism (7.5) is invariant by permutations of the basis and commutes with the algebra
structures given by the multiplication of T and the addition of Ξ.

(b) If char F = 2 or after inverting 2, (7.5) is independent of the choice of σ and is a natural
isomorphism of Hopf objects, where the Hopf object structure on

⊕
n�0 Λn(Ξ)(n)[n] is induced

by the Hopf algebra structure on the exterior algebra. The isomorphism is compatible with
morphisms of tori and with the Künneth formula.

Proof. (a) Invariance is clear from Corollary 7.9(d); for the second statement, we reduce to the case
T = Gr

m and note that its multiplication may then be factored as

Gr
m ×Gr

m
σ−−→ (Gm ×Gm)r

µr
0−−→ Gr

m,

where σ is a shuffle permutation and µ0 is the multiplication of Gm; the conclusion then follows
from Corollary 7.9(a) and (d).

(b) Independence of the choice of trivialisation is clear from Theorem 7.7; compatibility with
the Künneth formula follows by reduction to the trivial case. Naturality also follows from this
independence. Note that the comultiplication of T is a homomorphism of tori. By naturality it is
compatible with the decomposition.

Remarks 7.11. (1) If char F 
= 2, then the matrix of M(∆) is not diagonal by Corollary 7.9(b).
This implies that there cannot be a natural transformation as in Corollary 7.10 compatible with
the Künneth formula with integral coefficients.

(2) Corollary 7.9 shows that the matrix of M(α) is diagonal for quite a few α. Here is an
algorithm to compute this matrix differently from the proof of Theorem 7.7. The homomorphism α
can be factored into a product of standard operations. First embed Gr

m → (Gs
m)r diagonally, then

permute the factors to (Gr
m)s, and finally project each factor Gr

m to Gm by means of a row of α.
In this factorisation of α, all terms except the initial one have a diagonal motivic matrix.

(3) Any scheme-theoretic morphism of split tori may be factored as a translation by a rational
point followed by a homomorphism of tori. A translation by t ∈ T (F ) may be further factored as

T = T × SpecF
1T ×t−−−→ T × T

µ−−→ T,

where µ is the multiplication of T . Hence the above computations give an expression of the matrix
of M(f) for any morphism f of split tori. We leave the details to the interested reader.

(4) Suppose that char F 
= 2. Then {−1,−1} = 0 as soon as F is ‘non-exceptional’ in the sense
of Harris and Segal, i.e. that the image of Gal(F (µ2∞)/F ) in Z∗

2 does not contain −1 [Kah02,
proof of Lemma B.3b]. This is true in particular if −1 is a square in F or if char F > 0. In this case,
only the coefficients of the matrix of M(α) on the principal and on the first lower diagonal may be
non-zero. On the other hand, if F is an ordered field, then {−1}n 
= 0 for all n.

(5) It would be interesting to understand the situation for non-split tori and the étale topology.

8. Relative slice filtration for toric bundles

Let T be a split torus of dimension r and X a principal T -bundle over a smooth variety Y over a
field F (of arbitrary characteristic). In this section we want to study M(X).

Definition 8.1. Let E → Y be a vector bundle, i0 its zero section. The motivic Euler class is the
composition of the Gysin morphism for i0 with the isomorphism induced by homotopy invariance,

e(E) : M(Y ) ∼= M(E)
i∗0−→M(Y )(r)[2r]. (8.1)
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Lemma 8.2.

(a) One has e(E ⊕ E′) = e(E)e(E′); in particular, e(E)e(E′) = e(E′)e(E).

(b) If E is trivial, then e(E) = 0.

Lemma 8.3 (see Proposition C.1). If L → Y is a line bundle, then e(L) is multiplication by the
Chern class c1(L) ∈ H2(Y,Z(1)).

Corollary 8.4. If L and L′ are line bundles, then e(L⊗ L′) = e(L) + e(L′).

This implies that the Euler class induces an operation of the group Pic(Y ) on motivic co-
homology. This operation is in fact the cup-product.

Definition 8.5. Let T̂ = Hom(T, Gm) be the character group of T and Ξ = Hom(Gm, T ) its Z-dual
as in the previous section. For χ ∈ T̂ let Lχ be the line bundle associated to the Gm-bundle obtained
by push-out of X by χ.

Cup-product with c1(Lχ) is a map M(Y )→M(Y )(1)[2]. This induces a canonical map

T̂ ⊗M(Y )→M(Y )(1)[2]. (8.2)

Remark 8.6. The choice of a splitting T ∼= Gr
m induces an isomorphism T̂ ∼= Zr. Note, however,

that the map (8.2) is independent of such a choice of basis.

Definition 8.7. Let d0 : M(Y )→M(Y )(1)[2] ⊗ Ξ be the dual of the map (8.2). Let

dp : M(Y )(p)[2p] ⊗ Λp(Ξ)→M(Y )(p + 1)[2p + 2]⊗ Λp+1(Ξ)

be its extension to the exterior powers (induced by the algebra structure of Λ∗(Ξ)).

Theorem 8.8. There is a filtration in DM eff
gm(F ),

ν�p+1
Y M(X)→ ν�p

Y M(X)→ · · · →M(X),

with M(X) ∼= ν�0
Y M(X), 0 = ν�r+1

Y M(X), together with distinguished triangles

ν�p+1
Y M(X)→ ν�p

Y M(X)→M(Y )(p)[p]⊗ Λp(Ξ)

for 0 � p � r. The induced map

M(Y )(p)[p]⊗ Λp(Ξ)→ ν�p+1
Y M(X)[1]→M(Y )(p + 1)[p + 2]⊗ Λp+1(Ξ)

equals dp[−p], where dp is as in Definition 8.7. We call ν�p
Y M(X) the relative slice filtration of X

over Y .

Remark 8.9. The construction of the ν�p
Y M(X) will depend on the choice of a splitting of T . Note

that graded pieces of the filtration and the dp are independent of this choice. If X ∼= T × Y , the
proof will show that

ν�p
Y M(X) ∼= M(Y )⊗ ν�pM(T ),

i.e. the relative slice filtration is indeed induced by the slice filtration of M(T ). In particular it is
independent of the choice of the splitting. In general, the relative slice filtration could be described
as the image of the slice filtration of the motive of X in DM eff

− (Y ) under the restriction of scalars
functor, where DM eff

− (Y ) is Voevodsky’s category of motivic sheaves over Y (see [Voe03a]). However,
here we shall use a more elementary approach based on the method of Levine in [Lev93b], which
unfortunately is not sufficient to prove independence.

Before proving Theorem 8.8, we are going to point out the consequences.
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Proposition 8.10. Let

H : DM eff
gm(F )→ A

be a covariant homological functor with values in some abelian category. Then there is a spectral
sequence

Epq
1 = Hq+2p(M(Y )(p))⊗ Λp(Ξ)⇒ Hp+q(M(X))

with first differential on Epq
1 induced by dp.

Proof. We apply H to the filtration of Theorem 8.8.

Remark 8.11. If M(Y ) is a (geometrically) mixed Tate motive, then the homological functor H
needs only to be defined on (geometrically) mixed Tate motives. By Theorem 8.8 all ν�p

Y M(X)
(in particular M(X)) stay in the subcategory.

Corollary 8.12. There is a spectral sequence

Epq
1 = H−q−2p(Y,Z(−p + i))⊗ Λ−p(Ξ)⇒ H−p−q(X,Z(i)).

Proof. This is Proposition 8.10 with the cohomological functor Hom(·,Z(i)). Note that this is a
contravariant functor, so the signs of the indices have to be inverted.

Remark 8.13. The same constructions can also be carried out for M c(X). In this case we need
the assumption char F = 0 and Y arbitrary, or char F > 0 and Y smooth, coefficients in Q; see
Definition B.3. We leave it to the reader to work out the indices of the spectral sequences in this
case. The two versions are dual to each other where both apply.

The rest of this section is devoted to the construction of the ν�p
Y M(X) and the proof of the

theorem. We follow Levine’s method in [Lev93b, § 1].

Proof of Theorem 8.8. We fix an isomorphism T ∼= Gr
m. This induces T̂ ∼= Zr. Let {e1, . . . , er} be

the standard basis and Li = Lei . Then

E ∼=
r∏

Y,i=1

Li → Y

is a partial compactification of X by a vector bundle. Fibrewise it is induced by the partial com-
pactification of Gr

m by Ar.
For I = {i1, . . . , it} ⊂ {1, . . . , r} we put

EI = 01 ×Y · · · ×Y Li1 ×Y · · · ×Y Lit ×Y · · · ×Y 0r.

Note that
E{1,...,r} ∼= E, E{i} ∼= Li, X = E �

⋃
|I|<r

EI .

For I ⊂ J , we have a closed immersion EI ⊂ EJ . These closed immersions give rise to Gysin exact
triangles. The Gysin maps in these triangles are nothing but the Euler classes e(EJ�I). We follow
Levine’s method in [Lev93b, § 1] in order to organise these triangles.

We repeat Levine’s construction in the model category of complexes of Nisnevich sheaves with
transfer rather than in the category of pointed topological spaces. The EI for all I form a cube of
subvarieties of E =

∏
Li. Let

M̃EI
(E) = C∗([L(E � EI)→ L(E)])

as complex of Nisnevich sheaves with homotopy invariant cohomology. The motive of E with support
in EI (denoted MEI

(E)) is the same object viewed in DM gm(F ). By definition the triangle

M(E � EI)→M(E)→MEI
(E)
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is distinguished. By localisation and homotopy invariance

MEI
(E) ∼= M(EI)(r − k)[2r − 2k] ∼= M(Y )(r − k)[2r − 2k] (k = |I|).

The M̃EI
(E) form a cube in the category of complexes of sheaves. Let C be the total complex of

this cube. In detail, put

Cp =
⊕

|I|=r−p

M̃EI
(E).

Then C is nothing but the total complex of the double complex

C0 → C1 → · · · → Cr.

As in [Lev93b, p. 419]

Cp ∼=
⊕

|I|=r−p

M(Y )(p)[2p] ∼= Λp(Ξ)⊗M(Y )(p)[2p] in DM gm.

As in [Lev93b, p. 416]

C ∼= M(X) in DM gm.

Let ν�p
Y M(X) be the subobject of C with respect to the stupid truncation, i.e. the total complex

of Cp → · · · → Cr. The short exact sequence

0→ ν�p+1
Y M(X)→ ν�p

Y M(X)→ Cp[−p]→ 0

gives rise to the distinguished triangle of the theorem.
The map M(Y )(p)[p] → M(Y )(p + 1)[p + 2] of the theorem is nothing but the boundary map

Cp → Cp+1. By construction it is induced by a linear combination of Euler classes e(EJ�I) with
|J | = r − p, |I| = r − p − 1. By Lemma 8.3 this Euler class is multiplication by the Chern class of
the line bundle corresponding to the additional index. This finishes the proof of Theorem 8.8.

In the special case X = Y × T , we have E = Y × V where V is an affine space which partially
compactifies T . All constructions in the proof are concerned with V and closed subsets of V . Hence
it suffices to consider the case Y = SpecF . By the universal property of the slice filtration, and the
computation of the graded pieces of the relative slice filtration, they agree. This proves the claim of
Remark 8.9.

9. Motives of reductive groups

Let G be a split reductive group over F . Hence G has a split maximal torus T defined over F
(see [DG70, Exposé XIV, Théorème 1.1]). Let B be a Borel subgroup of G containing T .

Lemma 9.1. One has that M(G) and M(G/T ) ∼−−→ M(G/B) are mixed Tate motives. The funda-
mental invariants of G/B are

cp(G/B) = CHp(G/B)∗[0],
where ·∗ denotes the dual of a free abelian group.

Proof. The statements for G/B are a special case of Proposition 4.11 since it is known to be a cellular
variety. Since G/T is an affine bundle over G/B, the map M(G/T )→M(G/B) is an isomorphism
by homotopy invariance. Then, the fact that M(G) is mixed Tate follows from Theorem 8.8.

Remark 9.2. Köck computed the Chow motive of G/B explicitly in [Köc91, § 2] in terms of the root
system. His result can be viewed in DM eff

gm(F ), yielding an explicit description of M(G/B).
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Proposition 9.3. The complex cN (G) ∈ Db
f (Ab) is isomorphic to the complex K(G,N)∗:

CHN (G/B)∗ → Λ1(Ξ)⊗ CHN−1(G/B)∗ → · · ·
→ Λs(Ξ)⊗ CHN−s(G/B)∗ γs−−→
Λs−1(Ξ)⊗CHN−s−1(G/B)∗

γs−1−−−→ · · · −−→ CHN−r(G/B)∗, (9.1)

with CHN (G/B)∗ in degree 0 and γs the map (8.2).

Proof. We consider the homological functor

H0cN : TDM eff
gm → Ab.

Note that cN (M(p)) = cN−p(M)[−2p]. By Proposition 8.10 applied to G→ G/T there is a spectral
sequence

Epq
1 = Hq(cN−p(G/B)) ⊗ Λp(Zr)⇒ Hp+q(cN (G)).

By Lemma 9.1 the spectral sequence is concentrated in the q = 0 row. It degenerates at E2.
Its E1-term is the complex given in the assertion.

Corollary 9.4. For all n � 0 there is a spectral sequence

Ep,q
2 (G,n) = Hp−q(F,K(G, q) ⊗ Z(n− q))⇒ Hp+q(G,Z(n)),

where K(G, q) is the dual of the complex of Proposition 9.3.

Proof. This is the slice spectral sequence for M(G) together with Proposition 9.3.

Remark 9.5. The complex K(G, q) is the same as the one considered in [EKLV98, § 3.14].

Remark 9.6. If G is reductive but not split reductive, then M(G) is geometrically mixed Tate.
We expect the same isomorphism as in Proposition 9.3, hence the same spectral sequence as in
Corollary 9.4, in the étale topology. We do not know how to deduce this from our construction, but
it should be possible along the lines of Remark 8.9.

Example 9.7. Let G = GL2(F ), T the diagonal torus, and B the subgroup of upper triangular
matrices. Hence G/B = P1 and

CHp(G/B)∗ =

{
Z p = 0, 1,
0 otherwise.

Moreover, Ξ = Z2. The complexes K(G,N) vanish for N < 0 and N > 3 and have at most two
terms in the remaining cases. In detail,

c0 = Z[0],

c1 = [Z→ Z2 ⊗ Z][0],

c2 = [Z2 ⊗ Z→ Λ2Z2 ⊗ Z][−1],

c3 = [Λ2Z2 ⊗ Z][−2],
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where the left-hand term of the complex is always put in degree 0. The differential is induced by cup-
product with the first Chern class of a line bundle, in particular by an isomorphism CH1(G/B)∗ →
CH0(G/B)∗. This allows one to compute the cohomology of the complexes:

H icN (GL2(F )) =

{
Z (N, i) = (0, 0), (1, 1), (2, 1), (3, 2),
0 otherwise.

As expected
H∗c∗(GL2(F )) ∼= Λ∗Z2

with generators in bidegrees (1, 1), (2, 1).

Remark 9.8. Analogous results for H∗c∗(G) and even M(G) for general split reductive groups G
are obtained by Biglari in [Big04].

Appendix A. Quasi-invertibility

Let F be a perfect field.

Proposition A.1. The functor

DM eff
− (F )→ DM eff

− (F )
A �→ A(1)

is fully faithful.

Proof. Let (A,B) ∈ DM eff
− (F )×DM eff

− (F ). We have to show that the natural homomorphism

HomDM eff
− (F )(A,B)→ HomDM eff

− (F )(A(1), B(1))

is an isomorphism. By adjunction, this amounts to showing that the natural map

B → Homeff(Z(1), B(1))

is an isomorphism.
Consider the full subcategory T of DM eff

− (F ) consisting of those B for which this map is an
isomorphism. It is clearly triangulated. It is even localising (i.e. stable under infinite direct sums)
by using [Voe00b, Proposition 3.2.8] for X = P1 and because Nisnevich cohomology commutes with
infinite direct sums. By [Voe02c] it contains the image of DM eff

gm(F ), which is dense in DM eff
− (F )

by [Voe00b, Theorem 3.2.6]. Therefore, T = DM eff
− (F ).

Lemma A.2. For any A ∈ DM eff
− (F ), one has Hom(A(1),Z) = Hom(A(1),Q) = 0.

Proof. Again, consider the full subcategory of those A verifying either of the conclusions of the
lemma. It is triangulated and localising, because Hom transforms direct sums into products. By
[Kah99, Lemma 2.1(a)], it contains DM eff

gm(F ), so it is equal to DM eff
− (F ).

Proposition A.3. The functor

DM eff
−,ét(F )→ DM eff

−,ét(F )

A �→ A(1)

is fully faithful.

Proof. We reduce again to proving that the natural map

B → Homét
eff(Z(1), B(1))
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is an isomorphism, where the right-hand side is now the partially defined internal Hom of DM eff
−,ét(F ),

which exists by the same argument as [Voe00b, Proposition 3.2.8]. For notational simplicity, let us
denote the right-hand side by f(B). We have the exact triangle

B −−→ B ⊗Q −−→ B ⊗Q/Z +1−−→ (A.1)

which yields a commutative diagram of exact triangles

B −−−−→ B ⊗Q −−−−→ B ⊗Q/Z +1−−−−→� � �
f(B) −−−−→ f(B ⊗Q) −−−−→ f(B ⊗Q/Z) +1−−−−→

and it suffices to show that the middle and right vertical maps are isomorphisms. For the middle
one, this follows from the previous proposition and [Voe00b, Proposition 3.3.2]. For the right one,
we use [Voe00b, Proposition 3.3.3] which implies that B⊗Q/Z is quasi-isomorphic to a complex of
ind-locally constant étale sheaves of order prime to the characteristic; then the result follows from
the known étale cohomology of P1 with such coefficients and the fact that in DM eff

−,ét(F ) the object
Z/m(1) equals µm for (m, char F ) = 1.

Recall from Definition 3.1 the objects Z(n)ét ∈ DM eff
−,ét(F ) for n ∈ Z. For n > 0, the isomor-

phisms
Z(n)ét ⊗ Z/m

∼−−→ µ⊗n
m ((m, char F ) = 1)

together with the connecting morphism of the triangle

Z→ Z(p) −−→
⊕
l �=p

Ql/Zl −−→ (A.2)

yield a natural composite map

Z(−n)ét(n) = Z(n)ét ⊗ Z(−n)ét
∼−−→

⊕
l �=char F

Ql/Zl[−1]→ Z. (A.3)

Proposition A.4. For any M ∈ DM eff
−,ét(F ) and n > 0, the map (A.3) induces an isomorphism

Hom(M,Z(−n)ét)
∼−−→ Hom(M(n),Z(−n)ét(n)) ∼−−→ Hom(M(n),Z)

where the first isomorphism is that of Proposition A.3.

Proof. Let p = char F . By the above exact triangle (A.2) it suffices to prove that Hom(M(n),Z(p)) =
0. If p > 0, then Hom(M(n),Qp/Zp) = 0 by [Voe00b, Proposition 3.3.3], hence we are reduced
to checking that Hom(M(n),Q) = 0. As the second argument is rational, we may replace
DM eff

−,ét(F ) by DM eff
− (F ) in this computation (see [Voe00a, Proposition 5.28]). The statement now

follows from Lemma A.2.

Appendix B. Duality

By [Voe00b, § 4.3], DM gm(F ) enjoys a perfect duality when F is of characteristic 0. In [Lev98, Part I,
ch. IV, §§ 1.4 and 1.5], Levine gives a simple argument which may replace the one of Voevodsky and
easily extends to yield a perfect duality on d⊗�2DM gm(F ) (the thick tensor triangulated subcategory
of DM gm(F ) generated by motives of smooth varieties of dimension at most 2) or DM gm(F,Q) when
F is of characteristic greater than 0. Let us briefly review this argument:

(i) There is a tensor functor Choweff(F )→ DM eff
gm(F ) [Voe00b, Proposition 2.1.4], which induces

a tensor functor Chow(F )→ DM gm(F ).
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(ii) The category Chow(F ) is rigid. In particular, any pure motive M ∈ Chow(F ) has a dual in
the sense of [DP80]. It follows that the image of M in DM gm(F ) has a dual in the same sense.

(iii) The full subcategory of DM gm(F ) consisting of objects that have a dual is tensor-triangulated
and thick.

(iv) In characteristic 0, by Hironaka [Hir64] the image of Chow(F ) is dense in DM gm(F ), so every
object has a dual by (2) and (3). In characteristic p, we get the same conclusion either in
dimension at most 2 by Abhyankar [Abh69] or Lipman [Lip78], or in all dimensions but with
rational coefficients by de Jong [dJo96]. To apply de Jong, note that, if f : U → V is an étale
finite morphism of degree d between two smooth varieties, then M(f)◦M(tf) is multiplication
by d, where tf is the transpose of the graph of f viewed as a finite correspondence, hence M(V )
is a direct summand of M(U) in DM gm(F,Q).

By construction M∗(n) is effective for M ∈ d�nDM gm because this is true for smooth projective
varieties.

Lemma B.1. Let X be a variety of dimension at most d such that M(X) has a dual in DM gm(F,A)
with A = Z,Q. Let m � 0. Then

Hom(A(m),M(X)∗(d)[2d]) ∼=
{

Hom(M(X), A(d −m)[2d]) if m � d,

0 if m > d.

Proof. Let U be smooth, q ∈ Z, m � d. Using the universal properties of Hom and duality together
with quasi-invertibility, we have

Hom(M(U), Hom(A(m),M(X)∗(d)[2d])[q])
∼= Hom(M(U)(m),M(X)∗(d)[2d + q])
∼= Hom(M(U ×X)[−2d], A(d −m)[2d + q])
∼= Hom(M(U),Hom(M(X), A(d −m))[q]).

This proves the formula in the first case. The second case is proved in the same way, using
Lemma A.2. Note that the case distinction is necessary in order to ensure that the arguments
of Hom are always effective.

This allows one to deduce the same formula for the dual that is used in Voevodsky’s approach
[Voe00b, Corollary 4.3.6].

Corollary B.2. Let X be a variety of dimension at most d which has a dual in DM gm(F,A) for
A = Z or Q respectively. Then

M(X)∗ = Hom(M(X), A(d))(−d).

In particular, Hom(M(X), A(d)) is in DM eff
gm.

Proof. Apply the m = 0 case of Lemma B.1. As remarked before, M(X)∗(d) is geometric and
effective.

Duality allows us to define the motive with compact supports of a smooth variety X even in
characteristic p.

Definition B.3. Let X be a smooth variety of pure dimension d. Assume one of the following
cases:

(i) char F = 0;
(ii) char F > 0, F is perfect and d � 2;
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(iii) char F > 0 and we take Q coefficients;

(iv) char F > 0 and X is smooth and projective.

In either of these cases, we put

M c(X) = M(X)∗(d)[2d].

In the case char F = 0 this is isomorphic to the motive with compact support as defined in
[Voe00b]. Dualising the Gysin exact triangles gives localisation exact triangles when all terms are
smooth.

Lemma B.4. Let n � 0. Then d�nDM gm(F ) is generated by the M c(X) for X smooth of dimension
at most n if either:

(i) char F = 0;

(ii) char F > 0, F is perfect and n � 2;

(iii) char F > 0 and we take Q coefficients.

Proof. Let dc
�nDM gm(F ) be the thick subcategory generated by the said motives: we want to show

that dc
�nDM gm(F ) = d�nDM gm(F ). It suffices to show that, for any X of dimension at most n,

M c(X) ∈ d�nDM gm(F ) and M(X) ∈ dc
�nDM gm(F ). Using the form of resolution of singularities

suited to the context, we reduce by Gysin or localisation to the case where X is smooth projective,
and then we have M(X) = M c(X).

Appendix C. Motivic Euler class of a line bundle

The purpose of this appendix is to prove the following proposition.

Proposition C.1. Let L be a line bundle over a smooth base scheme S. Then the motivic Euler
class of L

e(L) : M(S)→M(S)(1)[2]

(see Definition 8.1) is given by cup-product with c1(L).

Remark C.2. Depending on the normalisation a sign might have to be introduced in the proposition.

We fix some notation. Local parameters of L are denoted by l. We write i0 : S → L for the
zero section. Recall that the Euler class is induced by the Gysin sequence for the smooth pair
(L,L � i0(S)):

M(S) ∼= M(L)→M(S)(1)[2]. (*)

We are going to prove the proposition by going through the definition of the Gysin map in
[Voe00b, § 3.5].

Definition C.3. The projective closure of L is the projective bundle

L̄ = P(L×S A1).

There is a natural inclusion

j : L→ L̄;
l �→ [l : 1].
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The section at infinity i∞ : S → L̄ is given by s �→ (s, [1 : 0]). Consider the diagram in the proof
of [Voe00b, Proposition 3.5.3]. We have X = L, Z = i0(S). The blow-up XZ = X = L because Z
only has codimension 1. In particular p−1(Z) = Z = i0(S). The diagram also contains the blow-up

of L×A1 in i0(S)× 0. We denote it by L̃×A1.

Lemma C.4. The exceptional fibre E of L̃×A1 → L × A1 is isomorphic to L̄. L̃×A1 is an

A1-bundle over E. In particular M(L̃×A1) ∼= M(L̄).

Proof. A point on L has coordinates (s, l) with s ∈ S and l a local parameter of the line bundle. A

point on L̃×A1 has local coordinates (s, l, t)× [l′ : t′] with equation lt′ = tl′. The exceptional fibre
has equation l = t = 0. There is a natural map

P(L×A1)→ E

(s, [l : t]) �→ (s, 0, 0) × [l : t].

It is clearly an isomorphism. The bundle structure of L̃×A1 is given via

L̃×A1 → E

(s, l, t)× [l′ : t′] �→ (s, 0, 0) × [l′ : t′].

Using homotopy invariance, our version of the diagram in [Voe00b, Proposition 3.5.3] now reads
as follows:

M(i0(S)) 1−−−−→ M(L̄)

3

� �4

M(S)⊕M(L) 2−−−−→ M(S)⊕M(L̄)

5

� �6

M(S) id−−−−→ M(S)
The map 1 is the inclusion via the infinity section. The map 3 is the diagonal and the map 5 is the
difference between the entries. The map 2 is the composition

L
id×0−−−→ L̃×A1 → E = L̄.

It maps (s, l) �→ (s, l, 0)× [1 : 0] �→ s× [1 : 0], i.e. it agrees with the infinity section of L̄. The map 6
is the identity on the first summand and minus the natural projection on the second. We also identify
the other morphisms in the proof of [Voe00b, Proposition 3.5.3]. The map id×1 : X → X×A1 lifts
to (X×A1)Z×0. In our case it is given by (s, l) �→ (s, l, 1)× [l : 1]. Composed with the projection to
the exceptional fibre this yields the standard inclusion L → L̄. We sum this up in the following
lemma.

Lemma C.5. The map M(L)→M(L̄) lifting the f constructed in [Voe00b, p. 221] is given by the
difference M(j)−M(i∞).

Proof. One has that f is the difference between two morphisms. The first is the natural section of 5
(the map (0,−id) in our case) composed with 2. This yields the section at infinity. The second map
is induced by the section id × 1. It yields the natural inclusion. Their difference is lifted via the
splitting of 4.

The Gysin map in [Voe00b, § 3.5] is given by the composition of this f with the natural projection
M(L̄)→M(S)(1)[2]. We make its definition explicit following [Voe00b, Proposition 3.5.1]. Let O(1)
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be the standard line bundle on L̄ = P(L × A1). Let c = c1(O(1)) ∈ H2(L̄,Z(1)). Consider the
composition

σ1 : M(L̄) ∆−→M(S)⊗M(L̄) id⊗c−−−→M(S)(1)[2].

This is nothing but cup-product with the Chern class of the standard line bundle.

Lemma C.6. We have σ1 ◦M(j) = 0 and σ1 ◦M(i∞) = ∪c1(L).

Proof. Let ι : L→ L̄ be a morphism. Then the diagram

M(L̄) −−−−→ M(S)⊗M(L̄)
id⊗c1(O(1))−−−−−−−→ M(S)(1)[2]

M(ι)

� � �
M(L) −−−−→ M(S)⊗M(L)

id⊗c1(ι∗O(1))−−−−−−−−−→ M(S)(1)[2]

commutes by the functoriality of c1. We apply this to ι = j, i∞. The line bundle O(1)→ L̄ has local
coordinates (s, l, t) �→ s× [l : t]. Pull-back via j is restriction to t = 1. It yields the line bundle with
coordinates (s, l, t) �→ (s, l), i.e. the trivial bundle on L. Its Chern class is zero. We have that i∞
has the equation t = 0. Hence i∗∞O(1) is given by (s, l, 0) �→ s, i.e. the bundle L on S.

Putting the two lemmas together we get the proposition. Note that there are many choices of
signs involved. We did not enter into this issue because it is unimportant for our final result.
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