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#### Abstract

We establish a cluster theoretical interpretation of the isomorphisms of [FHOO22] among quantum Grothendieck rings of representations of quantum loop algebras. Consequently, we obtain a quantization of the monoidal categorification theorem of [KKOP21b]. We establish applications of these new ingredients. First we solve long-standing problems for any non-simply-laced quantum loop algebras: the positivity of ( $q, t$ )-characters of all simple modules, and the analog of Kazhdan-Lusztig conjecture for all reachable modules (in the cluster monoidal categorification). We also establish the conjectural quantum $T$-systems for the ( $q, t$ )-characters of Kirillov-Reshetikhin modules. Eventually, we show that our isomorphisms arise from explicit birational transformations of variables, which we call substitution formulas. This reveals new non-trivial relations among ( $q, t$ )-characters of simple modules.
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## Introduction

Consider a complex finite-dimensional simple Lie algebra $\mathfrak{g}$ and $q$ a generic quantum parameter. The associated quantum loop algebra $U_{q}(L \mathfrak{g})$ is a quantum affinization of $\mathfrak{g}$ with a structure of Hopf algebra. In particular, finite-dimensional representations over $U_{q}(L \mathfrak{g})$ form a rigid monoidal category $\mathscr{C}_{\mathfrak{g}}$, whose structure is quite intricate as it is neither semisimple nor braided. This category has many applications and has been intensively studied from various perspectives. However, several fundamental questions remain open, such as the dimension and $q$-character (in the sense of Frenkel-Reshetikhin [FR99]) of simple modules in

[^0]non-simply-laced types. In the present paper, we establish that a Kazhdan-Lusztig type approach is available to solve this problem for a very large family of simple modules.

The quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right)$ of $\mathscr{C}_{\mathfrak{g}}$ is a non-commutative deformation of the Grothendieck ring $K\left(\mathscr{C}_{\mathfrak{g}}\right)$ of $\mathscr{C}_{\mathfrak{g}}$ inside a quantum torus $\mathcal{Y}_{t}$. It was introduced in [Nak04, VV03] for simply-laced types and then in [Her04] for non-simply-laced types with a different method. This ring has a canonical basis $\mathbf{L}_{t, \mathfrak{g}}$ whose elements $L_{t}(m)$ are called $(q, t)$-characters of simple modules and can be calculated by the Kazhdan-Lusztig type algorithm. Here $m$ belongs to a set $\mathcal{M}$ which serves as a parameter set for the simple modules $L(m)$ in $\mathscr{C}_{\mathfrak{g}}$ (which is comparable with the set of Drinfel'd polynomials).

The quantum Grothendieck ring serves as a useful tool to study the simple modules in $\mathscr{C}_{\mathfrak{g}}$. Indeed, when $\mathfrak{g}$ is simply-laced, Nakajima proved that the $(q, t)$-characters of simple modules specialize to the $q$-characters of simple modules, based on the geometry of quiver varieties [Nak04]. Namely, the $q$-characters of simple modules can be calculated by the Kazhdan-Lusztig type algorithm. More precisely, this algorithm computes the Jordan-Hölder multiplicity $P_{m, m^{\prime}}$ of the simple module $L\left(m^{\prime}\right)$ occurring in the standard module $M(m)$, that is a tensor product of fundamental representations, whose $q$-character is known by FrenkelMukhin [FM01]. Since we have

$$
[M(m)]=[L(m)]+\sum_{m^{\prime} \in \mathcal{M}: m^{\prime}<m} P_{m, m^{\prime}}\left[L\left(m^{\prime}\right)\right]
$$

in the Grothendieck ring $K\left(\mathscr{C}_{\mathfrak{g}}\right)$ for a certain partial ordering on $\mathcal{M}$, this algorithm enables us to compute all the simple $q$-characters in principle.

Here we emphasize that the quiver varieties play an essential role to guarantee the validity of the algorithm. When $\mathfrak{g}$ is non-simply-laced, the above theory is not applicable for the absence of a fully developed theory of quiver varieties. However, one can still formulate a conjectural Kazhdan-Lusztig type algorithm for general $\mathfrak{g}$.

Conjecture 0.1 (Analog of Kazhdan-Lusztig conjecture, [Her04, Conjecture 7.3]). Under the specialization $\mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right) \rightarrow K\left(\mathscr{C}_{\mathfrak{g}}\right)$ at $t=1$, the element $L_{t}(m)$ corresponds to the simple class $[L(m)]$ for any $m \in \mathcal{M}$.

Since the $(q, t)$-characters of simple modules can be computed algorithmically as in the usual Kazhdan-Lusztig theory, Conjecture 0.1 enables us to compute all the simple $q$-characters algorithmically once it is verified. Beyond simply-laced types, this conjecture has been proved for type B and for certain remarkable monoidal subcategories of $\mathscr{C}_{\mathfrak{g}}$ in [FHOO22] that are small (in the sense that they contain only a finite number of fundamental representations).

A related problem is the following positivity conjecture which is known to be true for simplylaced types [Nak04, VV03], and was formulated for non-simply-laced types almost 20 years ago in [Her04]. For types CFG, the statement is only known for fundamental representations and was derived from a computer calculation in [Her05].

Conjecture 0.2 (Positivity of $(q, t)$-characters). In the quantum torus $\mathcal{Y}_{t}$, the elements $L_{t}(m)$ have non-negative coefficients.

In this paper, using the new ingredients that we explain below, we prove Conjecture 0.2 for all simple objects and Conjecture 0.1 for a large family of simple objects.

Theorem 0.3 (= Corollary 6.12 \& Corollary 6.10).
(1) For general $\mathfrak{g}$, Conjecture 0.2 holds.
(2) For general $\mathfrak{g}$, Conjecture 0.1 holds for all reachable modules.

A simple module is said to be reachable if its class (or one of its spectral parameter shift) is a cluster monomial for the cluster algebra structure established in [HL16] on a subcategory $\mathscr{C}^{-}$of $\mathscr{C}_{\mathfrak{g}}$. This is a large family of simple modules, including many interesting modules, all Kirillov-Reshetikhin modules for instance. This cluster algebra structure, and some of its variations, will play a crucial role in our proofs.

Another important ingredient for our purposes is a collection of isomorphisms between the quantum Grothendieck rings for non-simply-laced quantum loop algebras and their unfolded simply-laced ones established in [FHOO22]. Let us explain this. Now we assume that $\mathfrak{g}$ is of non-simply-laced type. Then we choose another simple Lie algebra $g$ of simply-laced type whose Dynkin diagram is obtained by unfolding the Dynkin diagram of $\mathfrak{g}$ (see Figure 1). It was proved in [FHOO22] that there exists a (non-unique) isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\begin{equation*}
\mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right) \tag{0.1}
\end{equation*}
$$

which induces a bijection between the $(q, t)$-characters of simple modules. The specialization at $t=1$ of the isomorphism (0.1) yields an isomorphism between the usual Grothendieck rings which is non-trivial. For example, it does not respect the classes of fundamental modules nor of standard modules. In the light of the new results we will explain, we understand why the combinatorics of this bijection are intricate, as they are related to the cluster algebra structures.

We establish that the quantum Grothendieck ring of the category $\mathscr{C}^{-}$(as well as some variations $\mathscr{C}_{\leq \xi}$ of this category, that we introduce) has a structure of a quantum cluster algebras. This generalizes previous results [HL15, Qin17, Bit21]. We give a cluster theoretical interpretation of the isomorphisms among quantum Grothendieck rings constructed above, together with their behaviors on canonical bases. Consequently, we derive the following.

Theorem 0.4 (= Theorem 6.6). The quantum cluster monomials of $\mathcal{K}_{t}\left(\mathscr{C}^{-}\right)$belong to the canonical basis $\mathbf{L}_{t, \mathfrak{g}}$ of $(q, t)$-characters of simple modules.

This result is a quantum version of the monoidal categorification theorem of [KKOP21b] which states that the (classical) cluster monomial in $\mathcal{K}\left(\mathscr{C}^{-}\right)$are classes of simple modules. We also have an analogous statement for the whole category $\mathscr{C}_{\mathfrak{g}}$ (see Theorem 6.15, where we actually work with a monoidal skeleton $\mathscr{C}_{\mathbb{Z}}$ of $\mathscr{C}_{\mathfrak{g}}$ for simplicity). Let us sum up the situation in the following diagram:


Here $\mathbf{L}_{\mathfrak{g}}$ is the basis of the Grothendieck ring $K\left(\mathscr{C}_{\mathfrak{g}}\right)$ consisting of simple classes. It contains the set of classes of reachable modules $\mathbf{M}$ by [KKOP21b]. A quantum cluster algebra $\mathcal{A}_{t}$ is isomorphic to $\mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right)$ and to $\mathcal{K}_{t}\left(\mathscr{C}_{\mathfrak{g}}\right)$ as proved in Sections 5 and 6. The cluster algebra $\mathcal{A}_{t}$ contains its set of quantum cluster monomials $\mathbf{M}_{t}$ which specializes at $t=1$ to $\mathbf{M}$. The
composition of the isomorphisms to $\mathcal{A}_{t}$ recovers the isomorphism (0.1) of [FHOO22] as proved in Section 6. This isomorphism induces a bijection between the canonical bases $\mathbf{L}_{t, \mathrm{~g}}, \mathbf{L}_{t, \mathfrak{g}}$ as mentioned above. We prove in Section 6 that $\mathbf{M}_{t}$ is sent to a subset of $\mathbf{L}_{t, \mathrm{~g}}$, and so also to a subset of $\mathbf{L}_{t, \mathfrak{g}}$. Combining all these results, we obtain that the elements in $\mathbf{L}_{t, \mathfrak{g}}$ that come from elements in $\mathbf{M}_{t}$ are evaluated at $t=1$ to elements in $\mathbf{L}_{\mathfrak{g}}$, that is Theorem 0.3 (2). (In the main body of the paper, we actually work with the analog of the above diagram for the categories $\mathscr{C}_{\leq \xi}$.)

Theorem 0.3 (1) is proved for all simple modules by identifying the coefficients occurring in the ( $q, t$ )-characters with certain structure constants of the quantum Grothendieck ring with respect to the canonical basis $\mathbf{L}_{t, \mathfrak{g}}$. For this identification, the ( $\left.q, t\right)$-characters of particular reachable simple modules, called Kirillov-Reshetikhin modules, play a key role. Our quantum version of the monoidal categorification theorem implies that they satisfy the quantum $T$ systems, as conjectured in [FHOO22], which help us to investigate the structure of these ( $q, t$ )-characters.

As another application of the cluster theoretical interpretation of our isomorphisms among quantum Grothendieck rings, we show that our isomorphisms arise from explicit birational transformations of the variables in the quantum torus $\mathcal{Y}_{t}$ (Theorem 7.1). We call these birational transformations as substitution formulas. Indeed, in [FHOO22, §10.3], we provided a way of calculating the correspondence between the $\ell$-highest weight monomials of the $(q, t)$ characters of simple modules which are mutually related under our isomorphism, while the explicit correspondence among the lower terms had not been known. The substitution formulas in the present paper provide one method to calculate it, and reveal new non-trivial relations among the ( $q, t$ )-characters of simple modules. Note that we already know that the $(q, t)$-characters of simple modules specialize to their $q$-characters at $t=1$ in several cases (for example, in the case when $\mathfrak{g}$ is of types ABDE or in the new cases established in the present paper), hence our formulas also imply several non-trivial relations among the $q$-characters of simple modules. It seems to be a new application of cluster algebras to the representation theory of quantum loop algebras, and it might be an interesting problem to further investigate the meaning of our formulas.

For a discussion on the recent study of the non-symmetric quantized Coulomb branches [NW23, Nak] by Nakajima and Weekes and the possible relation to our results, see the Introduction of [FHOO22].

The paper is organized as follows. In Section 1, we introduce the quantum cluster algebra $\mathcal{A}_{i}$ associated to an infinite sequence $\boldsymbol{i}$ with values in $\Delta_{0}$, the vertex set of the Dynkin diagram of $g$ (such that each value occurs infinitely many times), imitating the cluster structure of the quantum unipotent groups. In Section 2, we study the relation between the quantum cluster algebras $\mathcal{A}_{\boldsymbol{i}}$ and $\mathcal{A}_{\boldsymbol{i}^{\prime}}$ when $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ are related by simple operations (commutation moves, braid moves and forward shifts in respective Sections 2.1, 2.2 and 2.3). In particular, we obtain isomorphisms and embeddings of quantum cluster algebras which are relevant for our purposes. In Section 3, we recall that by [GLS13, KKKO18, KK19] the quantum unipotent group $\mathcal{A}_{t}\left[N_{-}\right]$associated to g has a quantum cluster algebras structure compatible with the dual canonical basis, which is isomorphic to some of the (finite version of the) quantum cluster algebras $\mathcal{A}_{\boldsymbol{i}}$. We establish that these isomorphisms are compatible with the transformations of the last section (Corollary 3.4). In Section 4, we give general reminders on the category $\mathscr{C}$ of finite-dimensional representations of a quantum loop algebra, in particular on KazhdanLusztig type conjectures in this context. We also recall the monoidal subcategories $\mathscr{C}_{\mathbb{Z}}$ and $\mathscr{C}^{-}$ defined in [HL10, HL16] and we introduce subcategories $\mathscr{C}_{\leq \xi}$ generalizing $\mathscr{C}^{-}$. In Section 5, we
establish that the quantum Grothendieck ring of the category $\mathscr{C} \leq \xi$ has a structure of a quantum cluster algebra isomorphic to an algebra $\mathcal{A}_{\boldsymbol{i}}$ introduced above (Theorem 5.16). Our proof is partly based first on an isomorphism of quantum tori that we establish (Corollary 5.13). In Section 6, we give a cluster theoreticalal interpretation of the isomorphisms of quantum Grothendieck rings constructed in [FHOO22] (Theorem 6.3), together with their canonical basis (Corollary 6.4). This leads to a quantum version of the monoidal categorification theorem for the categories $\mathscr{C}_{\leq \xi}$ (Theorem 6.6) and $\mathscr{C}_{\mathbb{Z}}$ (Theorem 6.15). We derive the applications discussed above (Corollary 6.10, Corollary 6.12). In Section 7, we show that our isomorphisms among quantum Grothendieck rings come from explicit birational transformations among the variables in our quantum tori $\mathcal{Y}_{t}$, which we call substitution formulas (Theorems 7.1 and 7.2).
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Conventions. Let $\mathbb{N}:=\mathbb{Z}_{>0}$ be the set of positive integers and $\mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$. For $a, b \in \mathbb{Z}$, we set $[a, b]:=\{u \in \mathbb{Z} \mid a \leq u \leq b\}$. For a statement P , we set $\delta(\mathrm{P})$ to be 1 or 0 according that P is true or not. As a special case, we use the notation $\delta_{i, j}:=\delta(i=j)$ (Kronecker's delta).

## 1. The quantum cluster algebra $\mathcal{A}_{i}$

Let $\Delta$ be the Dynkin graph of a finite-dimensional simple Lie algebra $g$ over $\mathbb{C}$, with $\Delta_{0}$ being its vertex set. We introduce the quantum cluster algebra $\mathcal{A}_{\boldsymbol{i}}$ associated to an infinite sequence $\boldsymbol{i}$ with values in $\Delta_{0}$ (such that each value occurs infinitely many times), imitating the cluster structure of the quantum unipotent groups. The results in this section hold true for g of arbitrary types, while in the applications to the representation theory of quantum loop algebras of arbitrary untwisted type we will obtain in this paper, we will only use the quantum cluster algebra $\mathcal{A}_{\boldsymbol{i}}$ obtained from g of simply-laced type (even when we will handle non-simply-laced quantum loop algebras).
1.1. Notation. Let $\mathrm{C}=\left(\mathrm{c}_{i j}\right)_{i, j \in \Delta_{0}}$ be the Cartan matrix of g and $\mathrm{D}=\operatorname{diag}\left(\mathrm{d}_{i} \mid i \in \Delta_{0}\right)$ its minimal left symmetrizer (i.e. $\min \left\{\mathrm{d}_{i} \mid i \in \Delta_{0}\right\}=1$ ). For $i, j \in \Delta_{0}$, we write $i \sim j$ when $\mathrm{c}_{i j}<0$. Let $\mathrm{h}^{*}$ be the dual of a Cartan subalgebra of g . Let $\left\{\alpha_{i}\right\}_{i \in \Delta_{0}}$ and $\left\{\varpi_{i}\right\}_{i \in \Delta_{0}}$ be the two bases of $h^{*}$ formed by simple roots and fundamental weights respectively. They are related by $\alpha_{i}=\sum_{j \in \Delta_{0}} \mathrm{c}_{j i} \varpi_{j}$. We consider the symmetric bilinear pairing $(\cdot, \cdot)$ on $\mathrm{h}^{*}$ given by $\left(\alpha_{i}, \alpha_{j}\right)=\mathrm{d}_{i} \mathrm{c}_{i j}$. For each $i \in \Delta_{0}$, the $i$-th simple reflection $s_{i}$ is a linear operator on $\mathrm{h}^{*}$ given by $s_{i} \varpi_{j}=\varpi_{j}-\delta_{i, j} \alpha_{i}$ for $j \in \Delta_{0}$. Let $\mathbf{W}$ denote the Weyl group of g , which is the subgroup of $G L\left(\mathrm{~h}^{*}\right)$ generated by the simple reflections $\left\{s_{i}\right\}_{i \in \Delta_{0}}$. Note that the pairing $(-,-)$ is W -invariant. The pair ( $\mathrm{W},\left\{s_{i}\right\}_{i \in \Delta_{0}}$ ) forms a finite Coxeter system. Let $w_{\circ}$ be the longest element of W and $\ell \in \mathbb{N}$ its length. Let $i \mapsto i^{*}$ denote the involution of $\Delta$ given by $w_{\circ}$, namely $w_{\circ} \alpha_{i}=-\alpha_{i^{*}}$.

Consider the set $\Delta_{0}^{\mathbb{N}}$ of infinite sequences of elements of $\Delta_{0}$. Let $\Delta_{0}^{(\infty)}$ denote the subset of $\Delta_{0}^{\mathbb{N}}$ consisting of sequences $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}}$ satisfying the condition:

$$
\begin{equation*}
\text { For any } i \in \Delta_{0} \text {, we have }\left|\left\{u \in \mathbb{N} \mid i_{u}=i\right\}\right|=\infty \tag{1.1}
\end{equation*}
$$

1.2. Compatible pair $\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{\boldsymbol{i}}\right)$. In this section, we fix a sequence $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$. For $u \in \mathbb{N}$ and $j \in \Delta_{0}$, we write

$$
\begin{aligned}
u^{+}=u_{i}^{+} & :=\min \left\{k \in \mathbb{N} \mid k>u, i_{k}=i_{u}\right\}, \\
u^{-}=u_{i}^{-} & :=\max \left(\left\{k \in \mathbb{N} \mid k<u, i_{k}=i_{u}\right\} \cup\{0\}\right), \\
u^{+}(j)=u_{i}^{+}(j) & :=\min \left\{k \in \mathbb{N} \mid k>u, i_{k}=j\right\}, \\
u^{-}(j)=u_{i}^{-}(j) & :=\max \left(\left\{k \in \mathbb{N} \mid k<u, i_{k}=j\right\} \cup\{0\}\right) .
\end{aligned}
$$

For $u \in \mathbb{N}_{0}$, we define

$$
w_{u}=w_{u}^{i}:=s_{i_{1}} s_{i_{2}} \cdots s_{i_{u}} \in \mathrm{~W} .
$$

Consider the $\mathbb{N} \times \mathbb{N}$-matrix $\widetilde{B}_{\boldsymbol{i}}=\left(b_{u, v}\right)_{u, v \in \mathbb{N}}$ given by

$$
b_{u, v}= \begin{cases}1 & \text { if } v=u^{+} \\ -1 & \text { if } u=v^{+} \\ \mathrm{c}_{i_{u}, i_{v}} & \text { if } u<v<u^{+}<v^{+} \\ -\mathrm{c}_{i_{u}, i_{v}} & \text { if } v<u<v^{+}<u^{+} \\ 0 & \text { otherwise }\end{cases}
$$

Note that $\widetilde{B}_{i}$ is skew-symmetrizable by $\operatorname{diag}\left(\mathrm{d}_{i_{u}} \mid u \in \mathbb{N}\right)$.
Let $\Lambda_{i}=\left(\Lambda_{u, v}\right)_{u, v \in \mathbb{N}}$ be the skew-symmetric matrix defined by

$$
\begin{equation*}
\Lambda_{u, v}=-\Lambda_{v, u}:=\left(\varpi_{i_{u}}-w_{u} \varpi_{i_{u}}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right) \quad \text { for } u \leq v . \tag{1.2}
\end{equation*}
$$

Lemma 1.1. Let $u, v \in \mathbb{N}$. If $u<v^{+}$, we have $\Lambda_{u, v}=\left(\varpi_{i_{u}}-w_{u} \varpi_{i_{u}}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)$.
Proof. When $u \leq v$, this is nothing but the definition (1.2). When $v<u<v^{+}$, we have $\left(w_{u} \varpi_{i_{u}}, w_{v} \varpi_{i_{v}}\right)=\left(\varpi_{i_{u}}, \varpi_{i_{v}}\right)$ and hence

$$
\Lambda_{u, v}=-\left(\varpi_{i_{u}}+w_{u} \varpi_{i_{u}}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)=\left(\varpi_{i_{u}}-w_{u} \varpi_{i_{u}}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right) .
$$

Proposition 1.2. Let $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$. For any $u, v \in \mathbb{N}$, we have

$$
\begin{equation*}
\sum_{k \in \mathbb{N}} b_{k, u} \Lambda_{k, v}=2 \mathrm{~d}_{i_{u}} \delta_{u, v} . \tag{1.3}
\end{equation*}
$$

Proof. Put $i:=i_{u}$. By the definition of $\widetilde{B}_{i}$, we have

$$
\sum_{k \in \mathbb{N}} b_{k, u} \Lambda_{k, v}=\Lambda_{u^{-}, v}-\Lambda_{u^{+}, v}+\sum_{j \sim i} \mathrm{c}_{j i}\left(\Lambda_{u^{-}(j), v}-\Lambda_{\left(u^{+}\right)^{-}(j), v}\right)=: x_{u, v},
$$

where we understand $\Lambda_{0, v}=0$ (then, (1.2) still holds for $u=0$ ). Note that $\left(u^{+}\right)^{-}(j)$ denotes the largest integer $u^{\prime}<u^{+}$such that $i_{u^{\prime}}=j$.

We need to show $x_{u, v}=2 \mathbf{d}_{i_{u}} \delta_{u, v}$. Since $s_{i} \varpi_{j}=\varpi_{j}-\delta_{i j} \alpha_{i}$ and $\alpha_{i}=2 \varpi_{i}+\sum_{j \sim i} \mathrm{c}_{j i} \varpi_{j}$, we have

$$
\begin{equation*}
w_{u} \varpi_{i}=-w_{u^{-}} \varpi_{i}-\sum_{j \sim i} \mathrm{c}_{j i} w_{u^{-}(j)} \varpi_{j} \tag{1.4}
\end{equation*}
$$

for any $u \in \mathbb{N}$. Using this identity twice, we obtain

$$
y_{u}:=w_{u} \varpi_{i}-w_{u^{-}} \varpi_{i}+\sum_{j \sim i} \mathrm{c}_{j i}\left(w_{\left(u^{+}\right)-(j)} \varpi_{j}-w_{u^{-}(j)} \varpi_{j}\right)=0 .
$$

First, consider the case when $u \leq v$. If $u^{+} \leq v$, then we have

$$
x_{u, v}=\left(y_{u}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)=0 .
$$

When $u \leq v<u^{+}$, we have

$$
\begin{aligned}
x_{u, v}= & \left(\varpi_{i}-w_{u^{-}} \varpi_{i}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)+\left(\varpi_{i}+w_{u^{+}} \varpi_{i}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right) \\
& +\sum_{j \sim i} \mathrm{c}_{j i}\left\{\left(\varpi_{j}-w_{u^{-}(j)} \varpi_{j}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)+\left(\varpi_{j}+w_{\left(u^{+}\right)^{-(j)}} \varpi_{j}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)\right\} \\
= & \left(-s_{i} \varpi_{i}+w_{u} \varpi_{i}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)+\left(-s_{i} \varpi_{i}-w_{u} \varpi_{i}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right) \\
= & 2\left(-s_{i} \varpi_{i}, \varpi_{i_{v}}\right)+2\left(\varpi_{i}, \varpi_{i_{v}}\right) \\
= & 2\left(\alpha_{i}, \varpi_{i_{v}}\right) \\
= & 2 \mathrm{~d}_{i} \delta_{i, i_{v}} .
\end{aligned}
$$

Here the first equality follows from Lemma 1.1 (note that $\left.v<u^{+}<\left(u^{+}\right)^{-}(j)^{+}\right)$. The second one follows from (1.4). The third one is because $\left(w_{u} \varpi_{i}, w_{v} \varpi_{i_{v}}\right)=\left(w_{v} \varpi_{i}, w_{v} \varpi_{i_{v}}\right)=\left(\varpi_{i}, \varpi_{i_{v}}\right)$. To conclude, we note that $\delta_{i, i_{v}}=\delta_{u, v}$ under the condition $u \leq v<u^{+}$.

Next, assume that $u>v$. If $u^{-} \geq v$, we have

$$
x_{u, v}=\left(y_{u}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)=0 .
$$

Here we use again Lemma 1.1 (note that $\left(u^{+}\right)^{-}(j)^{+} \geq u^{-}(j)^{+}>u>v$ ).
When $u>v>u^{-}$, we have

$$
\begin{aligned}
x_{u, v}= & \left(\varpi_{i}-w_{u^{-}} \varpi_{i}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right)+\left(\varpi_{i}+w_{u^{+}} \varpi_{i}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right) \\
& +\sum_{j \sim i} \mathrm{c}_{j i}\left\{-\left(\varpi_{j}+w_{u^{-}(j)} \varpi_{j}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)+\left(\varpi_{j}+w_{\left(u^{+}\right)^{-}(j)} \varpi_{j}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)\right\} \\
= & \left(y_{u}+\varpi_{i}+w_{u^{-}} \varpi_{i}, \varpi_{i_{v}}-w_{v} \varpi_{i_{v}}\right)+\left(\varpi_{i}-w_{u^{-}} \varpi_{i}, \varpi_{i_{v}}+w_{v} \varpi_{i_{v}}\right) \\
= & 2\left(\varpi_{i}, \varpi_{i_{v}}\right)-2\left(w_{u^{-}} \varpi_{i}, w_{v} \varpi_{i_{v}}\right) \\
= & 2\left(\varpi_{i}, \varpi_{i_{v}}\right)-2\left(w_{v} \varpi_{i}, w_{v} \varpi_{i_{v}}\right) \\
= & 0 .
\end{aligned}
$$

Here the first equality follows from Lemma 1.1 (note that $\left.\left(u^{+}\right)^{-}(j)^{+} \geq u^{-}(j)^{+}>u>v\right)$. The fourth one is deduced from our assumption $u>v>u^{-}$.

The calculations above complete the proof.
Let us take $n \in \mathbb{N}$ and set

$$
J:=[1, n], \quad J_{f}:=\left\{k \in[1, n] \mid k^{+}>n\right\}, \quad J_{e}:=J \backslash J_{f} .
$$

By truncating $\widetilde{B}_{\boldsymbol{i}}$ and $\Lambda_{i}$, we get a $J \times J_{e}$-matrix $\widetilde{B}_{i}^{n}:=\left(b_{u, v}\right)_{u \in J, v \in J_{e}}$ and a $J \times J$-matrix $\Lambda_{i}^{n}:=\left(\Lambda_{u, v}\right)_{u, v \in J}$.
Corollary 1.3. For any $n \in \mathbb{N}$, the pair $\left(\widetilde{B}_{i}^{n}, \Lambda_{i}^{n}\right)$ defined as above forms a compatible pair. More precisely, we have

$$
\sum_{k \in J} b_{k, u} \Lambda_{k, v}=2 \mathrm{~d}_{i_{u}} \delta_{u, v} \quad \text { for } u \in J_{e}, v \in J .
$$

Proof. By the definition of $J_{e}$, we have $b_{k, u}=0$ for $u \in J_{e}$ and $k \in \mathbb{N} \backslash J$. Therefore, the result follows from Proposition 1.2.

Remark 1.4. Corollary 1.3 is well-known when $\left(i_{1}, \ldots, i_{n}\right)$ is a reduced word for an element of W (see [GLS13, Proposition 10.1, Lemma 11.3] and [GY17, Proposition 10.4]). Also Corollary 1.3 gives an affirmative answer to [KO23, Conjecture 1].

Definition 1.5. Let $\boldsymbol{i}=\left(i_{1}, \ldots, i_{n}\right)$ be an arbitrary finite sequence in $\Delta_{0}$. We extend it to an infinite sequence $\tilde{\boldsymbol{i}}=\left(i_{u}\right)_{u \in \mathbb{N}}$ satisfying (1.1) and define a compatible pair

$$
\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{i}\right):=\left(\widetilde{B}_{\tilde{\boldsymbol{i}}}^{n}, \Lambda_{\tilde{\boldsymbol{i}}}^{n}\right) .
$$

Clearly it is independent of the choice of extension $\tilde{\boldsymbol{i}} \in \Delta_{0}^{(\infty)}$ and hence it is well-defined.
1.3. Quantum cluster algebra $\mathcal{A}_{i}$. For the generality of quantum cluster algebras, we refer the reader to Appendix A . Let us denote by $\mathcal{A}_{i}=\mathcal{A}_{t}\left(\widetilde{B}_{i}, \Lambda_{i}\right)$ the quantum cluster algebra associated with the compatible pair $\left(\widetilde{B}_{i}, \Lambda_{i}\right)$ in Proposition 1.2. It is a $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of the quantum torus $\mathcal{T}\left(\Lambda_{i}\right)$. Here we recall that $\mathcal{T}\left(\Lambda_{i}\right)$ is the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra generated by $\left\{X_{u}^{ \pm 1}\right\}_{u \in \mathbb{N}}$ subject to the relations

- $X_{u} X_{u}^{-1}=X_{u}^{-1} X_{u}=1$ for $u \in \mathbb{N}$,
- $X_{u} X_{v}=t^{\Lambda_{u, v}} X_{v} X_{u}$ for $u, v \in \mathbb{N}$.

For each $n \in \mathbb{N}$, we have the quantum cluster algebra $\mathcal{A}_{i}^{n}:=\mathcal{A}_{t}\left(\widetilde{B}_{i}^{n}, \Lambda_{i}^{n}\right)$ with ambient quantum torus $\mathcal{T}\left(\Lambda_{i}^{n}\right)$. We naturally regard $\mathcal{T}\left(\Lambda_{i}^{n}\right)$ as the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of $\mathcal{T}\left(\Lambda_{i}\right)$ generated by $\left\{X_{u}^{ \pm 1}\right\}_{u \in[1, n]}$. Thus we have the inclusions

$$
\mathcal{A}_{i}^{1} \subset \mathcal{A}_{i}^{2} \subset \cdots \subset \mathcal{A}_{i} \subset \mathcal{T}\left(\Lambda_{i}\right) \quad \text { such that } \bigcup_{n \in \mathbb{N}} \mathcal{A}_{i}^{n}=\mathcal{A}_{i}
$$

In particular, each cluster variable (resp. monomial) of $\mathcal{A}_{\boldsymbol{i}}$ is a cluster variable (resp. monomial) of $\mathcal{A}_{i}^{n}$ for $n \in \mathbb{N}$ large enough.

## 2. Relations among $\mathcal{A}_{i}$ 's

In this section, we study the relation between the quantum cluster algebras $\mathcal{A}_{\boldsymbol{i}}$ and $\mathcal{A}_{\boldsymbol{i}^{\prime}}$ when $\boldsymbol{i}$ and $\boldsymbol{i}^{\boldsymbol{\prime}}$ are related by simple operations (commutation moves, braid moves and forward shifts in respective Sections 2.1, 2.2 and 2.3). In particular, we obtain isomorphisms and embeddings of quantum cluster algebras which are relevant for our purposes. We "keep track" of the degrees ( $g$-vectors) of cluster monomials through these transformations which will be useful in the sequel.

In the present and the following sections, we take $\Delta$ as a Dynkin diagram of finite type ADE. With each sequence $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$, we associate the infinite quiver $\Gamma_{i}$ defined as follows: The set of vertices of $\Gamma_{\boldsymbol{i}}$ is simply $\mathbb{N}$. For $u, v \in \mathbb{N}$, we assign an arrow $u \rightarrow v$ in $\Gamma_{\boldsymbol{i}}$ when either

- $i_{u} \sim i_{v}$ and $u<v<u^{+}<v^{+}$, or
- $i_{u}=i_{v}$ and $u=v^{+}$.

Then, we have

$$
\begin{equation*}
b_{u, v}=\mid\left\{\text { arrows } v \rightarrow u \text { in } \Gamma_{i}\right\}|-|\left\{\text { arrows } u \rightarrow v \text { in } \Gamma_{i}\right\} \mid . \tag{2.1}
\end{equation*}
$$

For a set $X$, we denote by $\mathfrak{S}_{X}$ the group of permutations of $X$. For a matrix $A=$ $\left(A_{u, v}\right)_{u, v \in X}$ and a permutation $\pi \in \mathfrak{S}_{X}$, we set $\pi A:=\left(A_{\pi^{-1}(u), \pi^{-1}(v)}\right)_{u, v \in X}$. For each $k \in \mathbb{N}$, let $\sigma_{k} \in \mathfrak{S}_{\mathbb{N}}$ be the simple transposition of $k$ and $k+1$.

In what follows, we work with two sequences $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}}, \boldsymbol{i}^{\prime}=\left(i_{u}^{\prime}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$.
2.1. Commutation moves. First, we consider the case of a simple permutation of two successive elements of the sequence which are not adjacent in the Dynkin diagram. Precisely, it is the case when $\left(i_{k}^{\prime}, i_{k+1}^{\prime}\right)=\left(i_{k+1}, i_{k}\right)$ with $i_{k} \neq i_{k+1}$ and $i_{k} \nsim i_{k+1}$ for some $k \in \mathbb{N}$, and $i_{u}=i_{u}^{\prime}$ for $u \notin\{k, k+1\}$. In this case, we write $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$.

Lemma 2.1. When $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$, we have $\widetilde{B}_{\boldsymbol{i}^{\prime}}=\sigma_{k} \widetilde{B}_{\boldsymbol{i}}$ and $\Lambda_{\boldsymbol{i}^{\prime}}=\sigma_{k} \Lambda_{i}$.
Proof. Thanks to the commutation relation $s_{i_{k}} s_{i_{k+1}}=s_{i_{k+1}} s_{i_{k}}$, it is immediate that the permutation $\sigma_{k}$ induces a quiver isomorphism $\Gamma_{i} \simeq \Gamma_{i^{\prime}}$. Therefore we obtain $\sigma_{k} \widetilde{B}_{i}=\widetilde{B}_{i^{\prime}}$. To show $\sigma_{k} \Lambda_{i}=\Lambda_{i^{\prime}}$, let $\Lambda_{i}=\left(\Lambda_{u, v}\right)_{u, v \in \mathbb{N}}$ and $\Lambda_{i^{\prime}}=\left(\Lambda_{u, v}^{\prime}\right)_{u, v \in \mathbb{N}}$. For $u, v \notin\{k, k+1\}$, we have to prove the followings:
(i) $\Lambda_{u, v}=\Lambda_{u, v}^{\prime}$,
(ii) $\Lambda_{u, k}=\Lambda_{u, k+1}^{\prime}$,
(iii) $\Lambda_{u, k+1}=\Lambda_{u, k}^{\prime}$,
(iv) $\Lambda_{k, k+1}=\Lambda_{k+1, k}^{\prime}$.

For $a \neq k$, we have $w_{a}^{i}=w_{a}^{i^{\prime}}$, from which (i) follows. Moreover, we observe $w_{k}^{i} \varpi_{i_{k}}=$ $w_{k+1}^{i} \varpi_{i_{k}}=w_{k+1}^{i^{\prime}} \varpi_{i_{k+1}^{\prime}}$, from which (ii) follows. (iii) is dual to (ii). To see (iv), we may use Lemma 1.1.

Lemma 2.1 implies the following (see Appendix A.3).
Proposition 2.2. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$. Then, we have an isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\gamma_{k}^{*}\left(=\sigma_{k}^{*}\right): \mathcal{A}_{i^{\prime}} \simeq \mathcal{A}_{\boldsymbol{i}} \quad \text { given by } X_{u} \mapsto X_{\sigma_{k}(u)} \text { for all } u \in \mathbb{N},
$$

which induces a bijection between the sets of quantum cluster monomials.
Remark 2.3. When $n \neq k$, the isomorphism $\gamma_{k}^{*}$ restricts to the isomorphism

$$
\gamma_{k}^{*}: \mathcal{A}_{i^{\prime}}^{n} \simeq \mathcal{A}_{i}^{n}
$$

Now, let us explain how the degrees of cluster monomials get modified.
Lemma 2.4. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$. If $x \in \mathcal{A}_{\boldsymbol{i}^{\prime}}$ is a cluster monomial whose degree is $\boldsymbol{g}^{\prime}=\left(g_{u}^{\prime}\right)_{u \in \mathbb{N}} \in \mathbb{Z}^{\oplus \mathbb{N}}$, then the element $\gamma_{k}^{*} x \in \mathcal{A}_{\boldsymbol{i}}$ is the cluster monomial whose degree $\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}}$ is given by

$$
g_{u}= \begin{cases}g_{k+1}^{\prime} & \text { if } u=k,  \tag{2.2}\\ g_{k}^{\prime} & \text { if } u=k+1, \\ g_{u}^{\prime} & \text { otherwise }\end{cases}
$$

Proof. Immediate from the construction.
Definition 2.5 (Commutation equivalence). Let $J=\mathbb{N}$, or $J=[1, n]$ for some $n \in \mathbb{N}$. Let $\pi \in \mathfrak{S}_{J}$ be a permutation. We say that two sequences $\boldsymbol{i}=\left(i_{1}, i_{2}, \ldots\right)$ and $\boldsymbol{i}^{\prime}=\left(i_{1}^{\prime}, i_{2}^{\prime}, \ldots\right) \in \Delta_{0}^{J}$ are commutation-equivalent by $\pi$ if $i_{u}=i_{\pi(u)}^{\prime}$ for all $u \in J$ and we have $\left[i_{u} \neq i_{v}\right.$ and $i_{u} \nsim i_{v}$ ] whenever $[u<v$ and $\pi(u)>\pi(v)]$. We simply say that $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ are commutation-equivalent if they are commutation-equivalent by some $\pi \in \mathfrak{S}_{J}$.

The above discussion can be generalized as follows.

Proposition 2.6. Let $J=\mathbb{N}$, or $J=[1, n]$ for some $n \in \mathbb{N}$. Assume that two sequences $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ are commutation-equivalent by a permutation $\pi \in \mathfrak{S}_{J}$. Then, we have $\left(\widetilde{B}_{\boldsymbol{i}^{\prime}}, \Lambda_{\boldsymbol{i}}^{\prime}\right)=$ $\left(\pi \widetilde{B}_{i}, \pi \Lambda_{i}\right)$ and hence we have the isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras $\pi^{*}: \mathcal{A}_{i^{\prime}} \simeq \mathcal{A}_{\boldsymbol{i}}$, which induces a bijection between the sets of quantum cluster monomials.
2.2. Braid moves. Next, we consider the case of a braid transformation of three successive elements of the sequence. Precisely, we assume that $\left(i_{k}, i_{k+1}, i_{k+2}\right)=(i, j, i)$ with $i \sim j$ for some $k \in \mathbb{N}$, and $\boldsymbol{i}^{\prime}$ is obtained from $\boldsymbol{i}$ by applying the braid move $(i, j, i) \rightsquigarrow(j, i, j)$. Namely we have $i_{l}^{\prime}=i_{l}$ for $l \notin\{k, k+1, k+2\}$ and $\left(i_{k}^{\prime}, i_{k+1}^{\prime}, i_{k+2}^{\prime}\right)=(j, i, j)$. In this case, we write $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$. Let $\mu_{k}$ denote the mutation at $k$.

Lemma 2.7. When $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$, the permutation $\sigma_{k+1}$ induces a quiver isomorphism $\mu_{k} \Gamma_{\boldsymbol{i}} \simeq \Gamma_{\boldsymbol{i}^{\prime}}$. In other words, we have $\widetilde{B}_{i^{\prime}}=\sigma_{k+1} \mu_{k} \widetilde{B}_{i}$.

Proof. We put $K=\left\{k, k+1, k+2, k_{i}^{-},(k+1)_{i}^{-}\right\} \cap \mathbb{N}$. This is the neighborhood of $k$ in $\Gamma_{i}$, that is, the set of vertices which are equal or adjacent to $k$ in the (underlying graph of the) quiver $\Gamma_{\boldsymbol{i}}$. Since $k_{\boldsymbol{i}}^{-}=(k+1)_{\boldsymbol{i}^{\prime}}^{-}$and $(k+1)_{\boldsymbol{i}}^{-}=k_{\boldsymbol{i}^{\prime}}^{-}$, the set $K$ is also the neighborhood of $k$ in the quiver $\Gamma_{i^{\prime}}$ and that of $\sigma_{k+1} \Gamma_{i^{\prime}}$. Note that the mutation $\mu_{k}$ only changes the full subquiver $\left.\Gamma_{i}\right|_{K}$, and we have

$$
\mu_{k} \Gamma_{i} \backslash\left(\left.\mu_{k} \Gamma_{i}\right|_{K}\right)=\Gamma_{i} \backslash\left(\left.\Gamma_{i}\right|_{K}\right)=\sigma_{k+1} \Gamma_{i^{\prime}} \backslash\left(\left.\sigma_{k+1} \Gamma_{i^{\prime}}\right|_{K}\right) .
$$

Therefore, we only have to check $\left.\mu_{k} \Gamma_{i}\right|_{K}=\left.\sigma_{k+1} \Gamma_{i^{\prime}}\right|_{K}$. We only consider the case when both $k_{i}^{-}$and $(k+1)_{\boldsymbol{i}}^{-}$are nonzero since the proof for the other case is similar, or rather simpler. In this case, the quiver $\left.\Gamma_{\boldsymbol{i}}\right|_{K}$ is depicted as:

where we have the arrow $\alpha$ if and only if $k_{i}^{-}<(k+1)_{i}^{-}$, and we have the arrow $\beta$ if and only if $(k+1)_{i}^{+}<(k+2)_{i}^{+}$. Its mutation at $k$ is:

$$
\left.\mu_{k} \Gamma_{\boldsymbol{i}}\right|_{K}=\left(\begin{array}{r}
(k+1)_{\boldsymbol{i}}^{-} \\
1 \\
\vdots \\
\vdots \\
1 \\
k_{i}^{-} \\
k_{\boldsymbol{i}}^{-}
\end{array}\right.
$$

where we have the arrow $\alpha^{\prime}$ if and only if $k_{\boldsymbol{i}}^{-}>(k+1)_{\boldsymbol{i}}^{-}$, and we have the arrow $\beta^{\prime}$ if and only if $(k+1)_{i}^{+}>(k+2)_{\boldsymbol{i}}^{+}$. On the other hand, the quiver $\left.\Gamma_{i^{\prime}}\right|_{K}$ is depicted as:
where we have the arrow $\alpha^{\prime \prime}$ if and only if $k_{i^{\prime}}^{-}<(k+1)_{i^{\prime}}^{-}$, and we have the arrow $\beta^{\prime \prime}$ if and only if $(k+1)_{\boldsymbol{i}^{\prime}}^{+}<(k+2)_{\boldsymbol{i}^{\prime}}^{+}$. Since $\left(k_{\boldsymbol{i}^{\prime}}^{-},(k+1)_{\boldsymbol{i}^{\prime}}^{-}\right)=\left((k+1)_{\boldsymbol{i}}^{-}, k_{\boldsymbol{i}}^{-}\right)$and $\left((k+1)_{\boldsymbol{i}^{\prime}}^{+},(k+2)_{\boldsymbol{i}^{\prime}}^{+}\right)=$ $\left((k+2)_{\boldsymbol{i}}^{+},(k+1)_{\boldsymbol{i}}^{+}\right)$, we find $\left.\mu_{k} \Gamma_{\boldsymbol{i}}\right|_{K}=\left.\sigma_{k+1} \Gamma_{\boldsymbol{i}^{\prime}}\right|_{K}$ as desired.
Lemma 2.8. When $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$, we have $\Lambda_{i^{\prime}}=\sigma_{k+1} \mu_{k} \Lambda_{i}$.
Proof. Let $(i, j):=\left(i_{k}, i_{k+1}\right)$. As before, we put $\Lambda_{i}=\left(\Lambda_{u, v}\right)_{u, v \in \mathbb{N}}$ and $\Lambda_{i^{\prime}}=\left(\Lambda_{u, v}^{\prime}\right)_{u, v \in \mathbb{N}}$. We have to show $\Lambda_{u, v}^{\prime}=\left(\mu_{k} \Lambda_{i}\right)_{\sigma_{k+1}(u), \sigma_{k+1}(v)}$ for $u<v$. It divides into the following 10 cases:
(i) $\Lambda_{u, v}^{\prime}=\Lambda_{u, v}$ for $u, v \notin\{k, k+1, k+2\}$,
(ii) $\Lambda_{k+2, v}^{\prime}=\Lambda_{k+1, v}$ for $v>k+2$,
(iii) $\Lambda_{k+1, v}^{\prime}=\Lambda_{k+2, v}$ for $v>k+2$,
(iv) $\Lambda_{k+1, k+2}^{\prime}=\Lambda_{k+2, k+1}$,
(v) $\Lambda_{u, k+2}^{\prime}=\Lambda_{u, k+1}$ for $u<k$,
(vi) $\Lambda_{u, k+1}^{\prime}=\Lambda_{u, k+2}$ for $u<k$,
(vii) $\Lambda_{k, v}^{\prime}=\Lambda_{k^{-}(j), v}+\Lambda_{k+2, v}-\Lambda_{k, v}$ for $v>k+2$,
(viii) $\Lambda_{k, k+2}^{\prime}=\Lambda_{k^{-}(j), k+1}+\Lambda_{k+2, k+1}-\Lambda_{k, k+1}$,
(ix) $\Lambda_{k, k+1}^{\prime}=\Lambda_{k^{-}(j), k+2}-\Lambda_{k, k+2}$,
(x) $\Lambda_{u, k}^{\prime}=\Lambda_{u, k^{-}(j)}+\Lambda_{u, k+2}-\Lambda_{u, k}$ for $u<k$.

Here $k^{-}(j):=k_{i}^{-}(j)=k_{i^{\prime}}^{-}(j)$. Recall the braid relation $s_{i} s_{j} s_{i}=s_{j} s_{i} s_{j}$. Then we have $w_{a}^{i}=w_{a}^{i^{\prime}}$ for any $a \in \mathbb{N} \backslash\{k, k+1\}$, from which (i) follows. Also, we observe $w_{k+2}^{i} \varpi_{i}=$ $w_{k+2}^{i^{\prime}} \varpi_{i}=w_{k+1}^{i^{\prime}} \varpi_{i}$, from which (ii) and (v) follow. (iii) and (vi) are dual to them. To check (iv), we may also use Lemma 1.1. To check (vii), we observe $\left(s_{i}-s_{i} s_{j} s_{i}\right) \varpi_{i}=\alpha_{j}$ and hence

$$
\begin{aligned}
x & :=\varpi_{j}-w_{k^{-}(j)}^{i} \varpi_{j}-w_{k+2}^{i} \varpi_{i}+w_{k}^{i} \varpi_{i} \\
& =\varpi_{j}-w_{k-1}^{i}\left(\varpi_{j}-\left(s_{i}-s_{i} s_{j} s_{i}\right) \varpi_{i}\right) \\
& =\varpi_{j}-w_{k-1}^{i}\left(\varpi_{j}-\alpha_{j}\right) \\
& =\varpi_{j}-w_{k}^{i^{\prime}} \varpi_{j} .
\end{aligned}
$$

Therefore we have

$$
\Lambda_{k^{-}(j), v}+\Lambda_{k+2, v}-\Lambda_{k, v}=\left(x, \varpi_{i_{v}}+w_{v}^{i} \varpi_{i_{v}}\right)=\left(\varpi_{j}-w_{k}^{i^{\prime}} \varpi_{j}, \varpi_{i_{v}^{\prime}}+w_{v}^{i^{\prime}} \varpi_{i_{v}^{\prime}}\right)=\Lambda_{k, v}^{\prime} .
$$

We can check the remaining (viii), (ix) and (x) in a similar way with the help of Lemma 1.1 (and a trivial fact $\Lambda_{k+2, k+2}=0$ for (ix)).

Lemmas $2.7 \& 2.8$ show the equality $\left(\Lambda_{\boldsymbol{i}^{\prime}}, \widetilde{B}_{\boldsymbol{i}^{\prime}}\right)=\sigma_{k+1} \mu_{k}\left(\Lambda_{\boldsymbol{i}}, \widetilde{B}_{\boldsymbol{i}}\right)$ in the notation of Appendix A. Therefore we have the following.

Proposition 2.9. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$. Then, we have an isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\beta_{k}^{*}\left(=\mu_{k}^{*} \sigma_{k+1}^{*}\right): \mathcal{A}_{i^{\prime}} \simeq \mathcal{A}_{\boldsymbol{i}} \quad \text { given by } X_{u} \mapsto \mu_{k}^{*}\left(X_{\sigma_{k+1}(u)}\right) \text { for all } u \in \mathbb{N},
$$

which induces a bijection between the sets of quantum cluster monomials.
Remark 2.10. When $n \notin\{k, k+1\}$, the isomorphism $\beta_{k}^{*}$ restricts to the isomorphism

$$
\beta_{k}^{*}: \mathcal{A}_{i^{\prime}}^{n} \simeq \mathcal{A}_{i}^{n} .
$$

Now, let us explain how the degrees of cluster monomials get modified.

Lemma 2.11. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$. If $x \in \mathcal{A}_{\boldsymbol{i}^{\prime}}$ is a cluster monomial whose degree is $\boldsymbol{g}^{\prime}=\left(g_{u}^{\prime}\right)_{u \in \mathbb{N}} \in \mathbb{Z}^{\oplus \mathbb{N}}$, then the element $\beta_{k}^{*} x \in \mathcal{A}_{\boldsymbol{i}}$ is the cluster monomial whose degree $\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}}$ is given by

$$
g_{u}= \begin{cases}-g_{k}^{\prime} & \text { if } u=k,  \tag{2.3}\\ g_{\sigma_{k+1}(u)}^{\prime}+\max \left(g_{k}^{\prime}, 0\right) & \text { if } u \in\left\{k+2,(k+1)_{i}^{-}\right\}, \\ g_{\sigma_{k+1}(u)}^{\prime}+\min \left(g_{k}^{\prime}, 0\right) & \text { if } u \in\left\{k+1, k_{\boldsymbol{i}}^{-}\right\}, \\ g_{u}^{\prime} & \text { otherwise. }\end{cases}
$$

Proof. Apply the formula in Theorem A.5.
2.3. Forward shifts. Now, we consider a global forward shift of the elements of the sequence. Precisely, assume that the sequences $\boldsymbol{i}=\left(i_{u}\right)_{u \in \mathbb{N}}, \boldsymbol{i}^{\prime}=\left(i_{u}^{\prime}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$ satisfy

$$
i_{u}^{\prime}=i_{u+1} \quad \text { for all } u \in \mathbb{N} .
$$

In this case, we write $\boldsymbol{i}^{\prime}=\partial_{+} \boldsymbol{i}$. Let $i:=i_{1}$. Define an increasing sequence of positive integers $\left(x_{n}\right)_{n \in \mathbb{N}}$ by the condition $x_{1}=1$ and $x_{n}=\left(x_{n-1}\right)_{i}^{+}$for $n>1$, so that $\left\{x_{n}\right\}_{n \in \mathbb{N}}=\{k \in \mathbb{N} \mid$ $\left.i_{k}=i\right\}$. In the following lemmas, we consider the infinite mutation sequence corresponding to $\left(x_{1}, x_{2}, \ldots\right)$. Let $\sigma_{+} \in \mathfrak{S}_{\mathbb{N}}$ be the permutation defined by

$$
\sigma_{+}(k)= \begin{cases}k_{i}^{+}-1 & \text { if } i_{k}=i, \\ k-1 & \text { if } i_{k} \neq i,\end{cases}
$$

whose inverse $\sigma_{+}^{-1}$ is given by

$$
\sigma_{+}^{-1}(k)= \begin{cases}(k+1)_{i}^{-} & \text {if } i_{k+1}=i \\ k+1 & \text { if } i_{k+1} \neq i\end{cases}
$$

Lemma 2.12. Assume $\boldsymbol{i}^{\prime}=\partial_{+} \boldsymbol{i}$ and keep the above notation. Then, the limit

$$
\lim _{n \rightarrow \infty} \mu_{x_{n}} \cdots \mu_{x_{2}} \mu_{x_{1}} \widetilde{B}_{i}
$$

yields a well-defined matrix $\mu_{+} \widetilde{B}_{i}$ and we have $\sigma_{+} \mu_{+} \widetilde{B}_{i}=\widetilde{B}_{i^{\prime}}$.
Proof. For $j \in \Delta_{0}$, we put $X_{j}:=\left\{k \in \mathbb{N} \mid i_{k}=j\right\}$. By definition, we have $X_{i}=\left\{x_{n}\right\}_{n \in \mathbb{N}}$. Take an index $j \in \Delta_{0}$ adjacent to $i$, and consider the map $X_{i} \rightarrow X_{j} \cup\{0\}$ given by $x_{n} \mapsto\left(x_{n}\right)_{\boldsymbol{i}}^{-}(j)$. Let $\left\{0=y_{0}<y_{1}<y_{2}<\cdots\right\}$ be the natural ordering of the image of this map. For each $n \in \mathbb{N}_{0}$, let $l_{n}$ be the largest integer ( $>0$ ) satisfying $\left(x_{l_{n}}\right)_{\boldsymbol{i}}^{-}(j)=y_{n}$. The quiver $\Gamma_{i}$ restricted to $X_{i j}:=X_{i} \cup X_{j}$ is depicted as:


We easily see that the mutated quiver $\mu_{x_{l_{0}-1}} \cdots \mu_{x_{1}}\left(\left.\Gamma_{\boldsymbol{i}}\right|_{X_{i j}}\right)$ is:


Then, applying Lemma 2.13 below, the quiver $\mu_{x_{l_{1}-1}} \cdots \mu_{x_{1}}\left(\left.\Gamma_{\boldsymbol{i}}\right|_{X_{i j}}\right)$ is depicted as:

where we have the dashed arrow if and only if $l_{0}>1$. By repetition, we finally find that the limit $\lim _{n \rightarrow \infty} \mu_{x_{n}} \cdots \mu_{x_{1}}\left(\Gamma_{\boldsymbol{i}} \mid X_{X_{i j}}\right)$ gives a well-defined quiver depicted as:

which is isomorphic to $\left.\Gamma_{i^{\prime}}\right|_{\sigma_{+}\left(X_{i j}\right)}$. Moreover, for each $n \in \mathbb{N}$, there are no arrows going into the vertex $x_{n}$ in the quiver $\mu_{x_{n-1}} \cdots \mu_{x_{1}} \Gamma_{i}$ other than $x_{n-1} \rightarrow x_{n}$ and $x_{n+1} \rightarrow x_{n}$ (see the latter assertion of Lemma 2.13 below). Thus, we have

$$
\mu_{x_{n}} \cdots \mu_{x_{1}}\left(\left.\Gamma_{\boldsymbol{i}}\right|_{X_{i j}}\right)=\left.\left(\mu_{x_{n}} \cdots \mu_{x_{1}} \Gamma_{i}\right)\right|_{X_{i j}} .
$$

Since the mutations $\left\{\mu_{x_{1}}, \mu_{x_{2}}, \ldots\right\}$ change only the full subquivers supported on $\bigcup_{j \sim i} X_{i j}$, we find that the limit $\mu_{+} \Gamma_{i}:=\lim _{n \rightarrow \infty} \mu_{x_{n}} \cdots \mu_{x_{1}} \Gamma_{i}$ is well-defined. Moreover, the permutation $\sigma_{+}$gives an isomorphism of the quivers $\sigma_{+}: \mu_{+} \Gamma_{i} \simeq \Gamma_{i^{\prime}}$. Thus we obtain the conclusion.

Lemma 2.13. Let $n \in \mathbb{N}$ and consider a quiver $Q$ given by

$$
Q=(0 \longrightarrow 1 \longleftarrow 2 \leftarrow \cdots \leftarrow n \leftarrow n+1) \text {. }
$$

Then, we have

$$
\mu_{n} \cdots \mu_{2} \mu_{1} Q=(0 \longleftarrow 1<2 \longleftarrow \cdots \longleftarrow n \rightarrow n+1) .
$$

Moreover, for each $k \in[1, n]$, there are no arrows going into the vertex $k$ in the quiver $\mu_{k-1} \cdots \mu_{1} Q$ other than $k-1 \rightarrow k$ and $k+1 \rightarrow k$.

Proof. The proof is straightforward:


$$
\mu_{n-1} \cdots \mu_{1} Q=(0 \longleftarrow 1 \leftarrow \cdots<n-1 \rightarrow n \leftarrow n+1) \text {. }
$$

Lemma 2.14. Assume $\boldsymbol{i}^{\prime}=\partial_{+} \boldsymbol{i}$ and keep the above notation. Then, the limit

$$
\lim _{n \rightarrow \infty} \mu_{x_{n}} \cdots \mu_{x_{2}} \mu_{x_{1}} \Lambda_{i}
$$

yields a well-defined matrix $\mu_{+} \Lambda_{i}$ and we have $\sigma_{+} \mu_{+} \Lambda_{i}=\Lambda_{i^{\prime}}$.
Proof. We put $\Lambda_{i}=\left(\Lambda_{u, v}\right)_{u, v \in \mathbb{N}}$ and $\Lambda_{i^{\prime}}=\left(\Lambda_{u, v}^{\prime}\right)_{u, v \in \mathbb{N}}$. As we have seen in the proof of Lemma 2.12, there are no arrows going into the vertex $x_{k}$ in the quiver $\mu_{x_{k-1}} \cdots \mu_{x_{1}} \Gamma_{i}$ other than $x_{k-1} \rightarrow x_{k}$ and $x_{k+1} \rightarrow x_{k}$ for each $k \in \mathbb{N}$. Thus, we have

$$
\mu_{x_{n}} \cdots \mu_{x_{2}} \mu_{x_{1}} \Lambda_{i}=\left(E^{(1)} E^{(2)} \cdots E^{(n)}\right)^{T} \Lambda_{i}\left(E^{(1)} E^{(2)} \cdots E^{(n)}\right)
$$

where the matrix $E^{(k)}=\left(e_{u, v}^{(k)}\right)_{u, v \in \mathbb{N}}$ is given by

$$
e_{u, v}^{(k)}= \begin{cases}\delta_{u, v} & \text { if } v \neq x_{k}, \\ -\delta_{u, x_{k}}+\delta_{u, x_{k-1}}+\delta_{u, x_{k+1}} & \text { if } v=x_{k}\end{cases}
$$

Therefore, the limit $\lim _{n \rightarrow \infty} E^{(1)} E^{(2)} \cdots E^{(n)}$ yields a well-defined matrix $E$ and hence

$$
\mu_{+} \Lambda_{i}=\lim _{n \rightarrow \infty} \mu_{x_{n}} \cdots \mu_{x_{1}} \Lambda_{i}=E^{T} \Lambda E
$$

is also well-defined. More precisely, letting $E=\left(e_{u, v}\right)_{u, v \in \mathbb{N}}$, we have

$$
e_{u, v}=\sum_{a_{1}, \ldots, a_{n-1} \in \mathbb{N}} e_{u, a_{1}}^{(1)} e_{a_{1}, a_{2}}^{(2)} \cdots e_{a_{n-1}, v}^{(n)}
$$

where $n \in \mathbb{N}$ is an integer such that $v \leq x_{n}$. From this, we find that $e_{u, v}=\delta_{u, v}$ if $i_{v} \neq i:=i_{1}$, and that $e_{u, x_{n}}=-\delta_{u, x_{n}}+e_{u, x_{n-1}}+\delta_{u, x_{n+1}}$. By the latter equality, we further compute

$$
e_{u, x_{n}}-\delta_{u, x_{n+1}}=e_{u, x_{n-1}}-\delta_{u, x_{n}}=\cdots=e_{u, x_{1}}-\delta_{u, x_{2}}=-\delta_{u, 1},
$$

where the last equality follows since $e_{u, x_{1}}=e_{u, 1}^{(1)}=-\delta_{u, 1}+\delta_{u, x_{2}}$. Thus, we get

$$
e_{u, v}= \begin{cases}\delta_{u, v} & \text { if } i_{v} \neq i  \tag{2.4}\\ \delta_{u, v^{+}}-\delta_{u, 1} & \text { if } i_{v}=i\end{cases}
$$

where $v^{+}=v_{i}^{+}$. Therefore, we have

$$
\left(\mu_{+} \Lambda_{i}\right)_{u, v}=\left(E^{T} \Lambda_{i} E\right)_{u, v}= \begin{cases}\Lambda_{u, v} & \text { if } i \notin\left\{i_{u}, i_{v}\right\} \\ \Lambda_{u^{+}, v}-\Lambda_{1, v} & \text { if } i_{u}=i \text { and } i_{v} \neq i \\ \Lambda_{u, v^{+}}-\Lambda_{u, 1} & \text { if } i_{u} \neq i \text { and } i_{v}=i \\ \Lambda_{u^{+}, v^{+}}-\Lambda_{1, v^{+}}-\Lambda_{u^{+}, 1} & \text { if } i_{u}=i_{v}=i\end{cases}
$$

From this, the desired equality $\left(\mu_{+} \Lambda_{i}\right)_{u, v}=\Lambda_{\sigma_{+}(u), \sigma_{+}(v)}^{\prime}$ follows for any $u, v \in \mathbb{N}$. For example, when $i_{u}=i_{v}=i$ and $u<v$, we have

$$
\begin{aligned}
\Lambda_{\sigma_{+}(u), \sigma_{+}(v)}^{\prime}= & \left(\varpi_{i}-s_{i} w_{u^{+}}^{i} \varpi_{i}, \varpi_{i}+s_{i} w_{v^{+}}^{i} \varpi_{i}\right) \\
= & \left(\left(1-s_{i}\right) \varpi_{i}+s_{i}\left(1-w_{u^{+}}^{i}\right) \varpi_{i},\left(1-s_{i}\right) \varpi_{i}+s_{i}\left(1+w_{v^{+}}^{i}\right) \varpi_{i}\right) \\
= & \left(\left(1-s_{i}\right) \varpi_{i},\left(1-s_{i}\right) \varpi_{i}\right)-\left(\left(1-w_{u^{+}}^{i}\right) \varpi_{i},\left(1-s_{i}\right) \varpi_{i}\right) \\
& -\left(\left(1-s_{i}\right) \varpi_{i},\left(1+w_{v^{+}}^{i}\right) \varpi_{i}\right)+\left(\left(1-w_{u^{+}}^{i}\right) \varpi_{i},\left(1+w_{v^{+}}^{i}\right) \varpi_{i}\right) \\
= & \Lambda_{1, u^{+}}-\Lambda_{1, v^{+}}+\Lambda_{u^{+}, v^{+}} .
\end{aligned}
$$

Here, for the last equality, we used the identity

$$
\left(\left(1-s_{i}\right) \varpi_{i},\left(1-s_{i}\right) \varpi_{i}\right)=\left(\left(1-s_{i}\right) \varpi_{i}, 2 \varpi_{i}\right)
$$

For the other case, we can check the desired equality with a similar computation.
For each $u \in \mathbb{N}$, there is $n_{u} \in \mathbb{N}$ such that $x_{n_{u}}>u$ since $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ is increasing. Then, we have $\mu_{x_{n}}^{*}\left(X_{u}\right)=X_{u}$ if $n \geq n_{u}$. We define a homomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\mu_{+}^{*}: \mathcal{A}_{t}\left(\mu_{+}\left(\Lambda_{\boldsymbol{i}}, \widetilde{B}_{\boldsymbol{i}}\right)\right) \rightarrow \mathcal{A}_{t}\left(\Lambda_{\boldsymbol{i}}, \widetilde{B}_{\boldsymbol{i}}\right)
$$

by $\mu_{+}^{*}\left(X_{u}\right):=\mu_{x_{1}}^{*} \mu_{x_{2}}^{*} \cdots \mu_{x_{n_{u}}}^{*}\left(X_{u}\right)$ for all $u \in \mathbb{N}$. Note that $\mu_{+}^{*}\left(X_{u}\right)$ is independent of the choice of $n_{u}$ with $x_{n_{u}}>u$, and hence $\mu_{+}^{*}$ is well-defined. By construction, it sends each quantum cluster monomial to a quantum cluster monomial.

Lemmas $2.12 \& 2.14$ show the equality $\left(\Lambda_{i^{\prime}}, \widetilde{B}_{i^{\prime}}\right)=\sigma_{+} \mu_{+}\left(\Lambda_{i}, \widetilde{B}_{i}\right)$ of compatible pairs. Therefore we have obtained the following.

Proposition 2.15. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\partial_{+} \boldsymbol{i}$. Then, we have $a$ homomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\partial_{+}^{*}\left(=\mu_{+}^{*} \sigma_{+}^{*}\right): \mathcal{A}_{\boldsymbol{i}^{\prime}} \rightarrow \mathcal{A}_{\boldsymbol{i}} \quad \text { given by } X_{u} \mapsto \mu_{+}\left(X_{\sigma_{+}^{-1}(u)}\right) \text { for all } u \in \mathbb{N} \text {, }
$$

which sends each cluster monomial in $\mathcal{A}_{\boldsymbol{i}^{\prime}}$ to a cluster monomial in $\mathcal{A}_{\boldsymbol{i}}$.
Now, let us explain how the degrees of cluster monomials get modified under a certain condition. For $\boldsymbol{i} \in \Delta_{0}^{(\infty)}$, let $C_{\boldsymbol{i}} \subset \mathbb{Z}^{\oplus \mathbb{N}}$ denote a cone given by

$$
\begin{equation*}
C_{i}:=\left\{\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}} \in \mathbb{Z}^{\oplus \mathbb{N}} \mid \sum_{v \geq u, i_{v}=i_{u}} g_{v} \geq 0, \forall u \in \mathbb{N}\right\}=\sum_{u \in \mathbb{N}} \mathbb{N}_{0}\left(\boldsymbol{e}_{u}-\boldsymbol{e}_{u_{i}^{-}}\right), \tag{2.5}
\end{equation*}
$$

where $\left\{\boldsymbol{e}_{u}\right\}_{u \in \mathbb{N}}$ is the natural basis of $\mathbb{Z}^{\oplus \mathbb{N}}$ and we understand $\boldsymbol{e}_{0}=0$.
Lemma 2.16. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\partial_{+} \boldsymbol{i}$. Let $x^{\prime} \in \mathcal{A}_{\boldsymbol{i}^{\prime}}$ be a cluster monomial of degree $\boldsymbol{g}^{\prime}=\left(g_{u}^{\prime}\right)_{u \in \mathbb{N}}$. Assuming $\boldsymbol{g}^{\prime} \in C_{\boldsymbol{i}^{\prime}}$, the degree $\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}}$ of the cluster monomial $\partial_{+}^{*} x^{\prime} \in \mathcal{A}_{\boldsymbol{i}}$ is given by

$$
g_{u}= \begin{cases}-\sum_{v \in \mathbb{N} ; i_{v}^{\prime}=i_{1}} g_{v}^{\prime} & \text { if } u=1,  \tag{2.6}\\ g_{u-1}^{\prime} & \text { if } u>1\end{cases}
$$

In other words, the assignment $\boldsymbol{g}^{\prime} \mapsto \boldsymbol{g}$ is given by the $\mathbb{N}_{0}$-linear map $C_{\boldsymbol{i}^{\prime}} \rightarrow C_{\boldsymbol{i}}$ which sends $\boldsymbol{e}_{u}-\boldsymbol{e}_{u_{\boldsymbol{i}^{\prime}}^{-}} \in C_{\boldsymbol{i}^{\prime}}$ to $\boldsymbol{e}_{u+1}-\boldsymbol{e}_{(u+1)_{i}^{-}} \in C_{\boldsymbol{i}}$ for all $u \in \mathbb{N}$.

Proof. This is an application of Theorem A.5. To be more precise, let $\boldsymbol{g}^{\prime \prime}=\left(g_{u}^{\prime \prime}\right)_{u \in \mathbb{N}}:=$ $\left(g_{\sigma_{+}(u)}^{\prime}\right)_{u \in \mathbb{N}}$ so that we have $\operatorname{deg} \sigma_{+}^{*}\left(x^{\prime}\right)=\boldsymbol{g}^{\prime \prime}$ (see Remark A.7). Take a large integer $n \in \mathbb{N}$ such that $g_{u}^{\prime \prime}=0$ for all $u>x_{n}$. Then we have $\partial_{+}^{*} x^{\prime}=\mu_{x_{1}}^{*} \mu_{x_{2}}^{*} \cdots \mu_{x_{n}}^{*} \sigma_{+}^{*} x^{\prime}$. The assumption $\boldsymbol{g}^{\prime} \in C_{\boldsymbol{i}^{\prime}}$ implies

$$
s_{m}:=\sum_{m \leq l \leq n} g_{x_{l}}^{\prime \prime} \geq 0
$$

for all $m \in[2, n]$. Since $g_{x_{n}}^{\prime \prime}=s_{n} \geq 0$, we can apply Remark A. 6 to get

$$
\operatorname{deg}\left(\mu_{x_{n}}^{*} \sigma_{+}^{*} x^{\prime}\right)=E^{(n)} \boldsymbol{g}^{\prime \prime},
$$

where $E^{(n)}$ is the matrix as in the proof of Lemma 2.14. Again, since $\left(E^{(n)} \boldsymbol{g}^{\prime \prime}\right)_{x_{n-1}}=s_{n-1} \geq 0$, we can apply Remark A. 6 to find

$$
\operatorname{deg}\left(\mu_{x_{n-1}}^{*} \mu_{x_{n}}^{*} \sigma_{+}^{*} x^{\prime}\right)=E^{(n-1)} E^{(n)} \boldsymbol{g}^{\prime \prime}
$$

Since $\left(E^{(m+1)} \cdots E^{(n)} \boldsymbol{g}^{\prime \prime}\right)_{x_{m}}=s_{m} \geq 0$ for any $m \in[2, n-1]$, we can successively apply the similar argument, finally arriving at

$$
\boldsymbol{g}=\operatorname{deg}\left(\mu_{x_{1}}^{*} \mu_{x_{2}}^{*} \cdots \mu_{x_{n}}^{*} \sigma_{+}^{*} x^{\prime}\right)=E^{(1)} E^{(2)} \cdots E^{(n)} \boldsymbol{g}^{\prime \prime}=E \boldsymbol{g}^{\prime \prime}
$$

where $E=\left(e_{u, v}\right)_{u, v \in \mathbb{N}}$ is the matrix given by (2.4). The last equation is equivalent to the desired equation (2.6).

We conclude this section by showing relevant technical lemmas. Lemma 2.17 will be used in the proof of Theorem 6.3, and Lemma 2.18 will be needed in the proof of Lemma 7.4.
Lemma 2.17. Assume that $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$ are related by $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$ (resp. $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ ) for some $k \in \mathbb{N}$. Then, the assignment $\boldsymbol{g}^{\prime} \mapsto \boldsymbol{g}$ given by the equation (2.2) (resp. (2.3)) sends the cone $C_{i^{\prime}} \subset \mathbb{Z}^{\oplus \mathbb{N}}$ into the cone $C_{\boldsymbol{i}} \subset \mathbb{Z}^{\oplus \mathbb{N}}$.
Proof. To simplify the notation, for $\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}}$ and $\boldsymbol{g}^{\prime}=\left(g_{u}^{\prime}\right)_{u \in \mathbb{N}}$, we set

$$
\Sigma_{u}:=\sum_{v \geq u, i_{v}=i_{u}} g_{v}, \quad \Sigma_{u}^{\prime}:=\sum_{v \geq u, i_{v}^{\prime}=i_{u}^{\prime}} g_{v}^{\prime}
$$

for each $u \in \mathbb{N}$. We have to show that $\Sigma_{u}^{\prime} \geq 0(\forall u \in \mathbb{N})$ implies $\Sigma_{u} \geq 0(\forall u \in \mathbb{N})$ under the assumption. When $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$, the assertion is trivial. So we only consider the case when $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ and $\boldsymbol{g}$ is obtained from $\boldsymbol{g}^{\prime}$ by (2.3). Assume $\Sigma_{u}^{\prime} \geq 0$ for all $u \in \mathbb{N}$.

- If $u>k+2$, we have $\Sigma_{u}=\Sigma_{u}^{\prime} \geq 0$.
- If $u=k+2$, we have $\Sigma_{k+2}=\Sigma_{k+1}^{\prime}+\max \left(g_{k}^{\prime}, 0\right) \geq 0$.
- If $u=k+1$, we have $\Sigma_{k+1}=\delta\left(g_{k}^{\prime} \geq 0\right) \Sigma_{k+2}^{\prime}+\delta\left(g_{k}^{\prime}<0\right) \Sigma_{k}^{\prime} \geq 0$.
- If $u=k$, we have

$$
\begin{aligned}
\Sigma_{k} & =\Sigma_{k+2}+g_{k} \\
& =\Sigma_{k+1}^{\prime}+\max \left(g_{k}^{\prime}, 0\right)-g_{k}^{\prime} \\
& =\Sigma_{k+1}^{\prime}+\max \left(-g_{k}^{\prime}, 0\right) \geq 0 .
\end{aligned}
$$

- If $u<k$, we have $\Sigma_{u}=\Sigma_{u}^{\prime} \geq 0$ since we see

$$
\begin{aligned}
g_{k+2}+g_{k}+g_{k_{i}^{-}} & =g_{k+1}^{\prime}+\max \left(g_{k}^{\prime}, 0\right)-g_{k}^{\prime}+g_{(k+1)_{i^{\prime}}^{-}}^{\prime}+\min \left(g_{k}^{\prime}, 0\right) \\
& =g_{k+1}^{\prime}+g_{(k+1)}^{\prime}-
\end{aligned}
$$

and similarly $g_{k+1}+g_{(k+1)_{i}^{-}}=g_{k+2}^{\prime}+g_{k}^{\prime}+g_{k_{i^{\prime}}^{\prime}}^{\prime}$.

Thus, we obtain the assertion.
For $\boldsymbol{g}=\left(g_{u}\right)_{u \in \mathbb{N}}$ and $\boldsymbol{i} \in \Delta_{0}^{(\infty)}$, write

$$
\begin{equation*}
\mathrm{p}_{i}(\boldsymbol{g} ; i):=\sum_{u \in \mathbb{N}, i_{u}=i} g_{u} . \tag{2.7}
\end{equation*}
$$

The proof of Lemma 2.17 shows the following invariant property of $\mathrm{p}_{i}(\boldsymbol{g} ; i)$.
Lemma 2.18. Let $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{(\infty)}$. If $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$, the elements $\boldsymbol{g}, \boldsymbol{g}^{\prime} \in \mathbb{Z}^{\oplus \mathbb{N}}$ related by the equation (2.2) satisfy

$$
\mathrm{p}_{i}(\boldsymbol{g} ; i)=\mathrm{p}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{g}^{\prime} ; i\right)
$$

for all $i \in \Delta_{0}$.
If $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ for some $k \in \mathbb{N}$, the elements $\boldsymbol{g}, \boldsymbol{g}^{\prime} \in \mathbb{Z}^{\oplus \mathbb{N}}$ related by the equation (2.3) satisfy

$$
\mathrm{p}_{i}(\boldsymbol{g} ; i)= \begin{cases}\mathrm{p}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{g}^{\prime} ; i\right)+\max \left(-g_{k}^{\prime}, 0\right) & \text { if } i=i_{k} \text { and } k_{\boldsymbol{i}}^{-}=0, \\ \mathrm{p}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{g}^{\prime} ; i\right)-\max \left(g_{k}^{\prime}, 0\right) & \text { if } i=i_{k+1} \text { and }(k+1)_{\boldsymbol{i}}^{-}=0, \\ \mathrm{p}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{g}^{\prime} ; i\right) & \text { otherwise. }\end{cases}
$$

## 3. Comparison with dual canonical bases

We recall that by [GLS13, KKKO18, KK19] the quantum unipotent group $\mathcal{A}_{t}\left[N_{-}\right]$associated to $g$ has a quantum cluster algebra structure compatible with the dual canonical basis, which is isomorphic to some of the quantum cluster algebras $\mathcal{A}_{\boldsymbol{i}}$. We establish that these isomorphisms are compatible with the transformations in the last section: for a composition $\mathcal{A}_{\boldsymbol{i}} \simeq \mathcal{A}_{\boldsymbol{i}^{\prime}}$ of such transformations, the corresponding transformation induced on $\mathcal{A}_{t}\left[N_{-}\right]$is just the identity (Corollary 3.4). Our proof is based on the analysis of the degrees of the cluster monomials.
3.1. Dual canonical basis. In this subsection, we briefly recall the PBW parametrization of the dual canonical basis. For the precise definitions, we refer to [FHOO22, Appendix A] and references therein.

Let $\mathcal{A}_{t}\left[N_{-}\right]$denote the quantum coordinate ring of the unipotent group $N_{-}=\exp \left(\mathrm{n}_{-}\right)$, where $\mathrm{n}_{-}$is the negative part of the Lie algebra g . More precisely, we are considering the integral form defined over $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$. It carries the normalized dual canonical basis $\widetilde{\mathbf{B}}^{*}$. Each reduced word $\boldsymbol{i}=\left(i_{1}, \ldots, i_{\ell}\right)$ for the longest $w_{\circ}$ gives a parametrization $\widetilde{\mathbf{B}}^{*}=\left\{\widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c}) \mid \boldsymbol{c} \in \mathbb{N}_{0}^{\ell}\right\}$ characterized by

$$
\widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c}) \equiv t^{\nu_{i}(\boldsymbol{c})} \prod_{u \in[1, \ell]}^{\vec{D}} \widetilde{D}\left(w_{u} \varpi_{i_{u}}, w_{u-1} \varpi_{i_{u}}\right)^{c_{u}} \quad \bmod \sum_{b \in \widetilde{\mathbf{B}}^{*}} t \mathbb{Z}[t] b
$$

for each $\boldsymbol{c}=\left(c_{1}, \ldots, c_{\ell}\right) \in \mathbb{N}_{0}^{\ell}$, where

$$
\nu_{\boldsymbol{i}}(\boldsymbol{c})=-\frac{1}{2} \sum_{u, v \in[1, \ell]} c_{u} c_{v}\left(w_{u-1} \alpha_{i_{u}}, w_{v-1} \alpha_{i_{v}}\right)+\sum_{u \in[1, \ell]} c_{u}^{2},
$$

and $\widetilde{D}(\lambda, \mu)$ denotes the renormalized quantum unipotent minor. In particular, when $\boldsymbol{c}=$ $\boldsymbol{e}_{k}:=\left(\delta_{u, k}\right)_{u \in[1, \ell]}$, we have

$$
\widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{e}_{k}\right)=\widetilde{D}\left(w_{k} \varpi_{i_{k}}, w_{k-} \varpi_{i_{k}}\right) .
$$

Proposition 3.1 (Lusztig [Lus93, Chapter 42]). Let i, $\boldsymbol{i}^{\prime} \in \Delta_{0}^{\ell}$ be two reduced words for $w_{0}$, and $\boldsymbol{c}=\left(c_{1}, \ldots, c_{\ell}\right), \boldsymbol{c}^{\prime}=\left(c_{1}^{\prime}, \ldots, c_{\ell}^{\prime}\right) \in \mathbb{N}_{0}^{\ell}$.
(1) When $\boldsymbol{i}^{\prime}=\gamma_{k} \boldsymbol{i}$ for some $k \in[1, \ell-1]$, we have

$$
\widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c})=\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{c}^{\prime}\right) \quad \text { if and only if } \quad\left\{\begin{array}{l}
\left(c_{k}, c_{k+1}\right)=\left(c_{k+1}^{\prime}, c_{k}^{\prime}\right) \\
c_{u}=c_{u}^{\prime} \text { if } u \notin\{k, k+1\}
\end{array}\right.
$$

(2) When $\boldsymbol{i}^{\prime}=\beta_{k} \boldsymbol{i}$ for some $k \in[1, \ell-2]$, we have

$$
\widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c})=\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{c}^{\prime}\right) \text { if and only if }\left\{\begin{array}{l}
c_{k}^{\prime}=c_{k+1}+c_{k+2}-\min \left(c_{k}, c_{k+2}\right) \\
c_{k+1}^{\prime}=\min \left(c_{k}, c_{k+2}\right) \\
c_{k+2}^{\prime}=c_{k+1}+c_{k}-\min \left(c_{k}, c_{k+2}\right) \\
c_{u}^{\prime}=c_{u} \text { if } u \notin\{k, k+1, k+2\}
\end{array}\right.
$$

3.2. Cluster structures on $\mathcal{A}_{t}\left[N_{-}\right]$. Recall that for any finite sequence $\boldsymbol{i}$ in $\Delta_{0}$, we have associated to $\boldsymbol{i}$ a compatible pair $\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{\boldsymbol{i}}\right)$ in Definition 1.5.
Theorem 3.2 (Geiß-Leclerc-Schröer [GLS13], Kang-Kashiwara-Kim-Oh [KKKO18], Kashi-wara-Kim [KK19]). For each reduced word $\boldsymbol{i} \in \Delta_{0}^{\ell}$ for the longest element $w_{0}$, there is an isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\varphi_{i}: \mathcal{A}_{t}\left(\widetilde{B}_{i}, \Lambda_{i}\right) \simeq \mathcal{A}_{t}\left[N_{-}\right]
$$

which satisfies the following:
(1) for any $1 \leq v<u \leq \ell$ with $i_{u}=i_{v}$, there exists a cluster variable which corresponds to $\widetilde{D}\left(w_{u} \varpi_{i_{u}}, w_{v} \varpi_{i_{v}}\right)$ under $\varphi_{i}$,
(2) every cluster monomial corresponds to an element of the basis $\widetilde{\mathbf{B}}^{*}$ under $\varphi_{\boldsymbol{i}}$,
(3) for each $\boldsymbol{c}=\left(c_{u}\right) \in \mathbb{N}_{0}^{\ell}$, the element $\varphi_{\boldsymbol{i}}^{-1} \widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c})$ is pointed and we have

$$
\begin{equation*}
\operatorname{deg} \varphi_{\boldsymbol{i}}^{-1} \widetilde{G}_{\boldsymbol{i}}(\boldsymbol{c})=\sum_{u \in[1, \ell]} c_{u}\left(\boldsymbol{e}_{u}-\boldsymbol{e}_{u^{-}}\right) \in \mathbb{Z}^{\ell} \tag{3.1}
\end{equation*}
$$

where we understand $\boldsymbol{e}_{0}=0$. In particular, the map deg $\circ \varphi_{i}^{-1}: \widetilde{\mathbf{B}}^{*} \rightarrow \mathbb{Z}^{\ell}$ is injective.
3.3. Change of reduced words. We establish the compatibility between the transformations $\gamma_{k}, \beta_{k}$ in the last section and the isomorphisms $\varphi_{i}$.
Proposition 3.3. Let $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{\ell}$ be two reduced words for $w_{0}$. Assume that we have $\boldsymbol{i}^{\prime}=\tau \boldsymbol{i}$ for some $\tau \in\left\{\gamma_{1}, \ldots, \gamma_{\ell-1}\right\} \cup\left\{\beta_{1}, \ldots, \beta_{\ell-2}\right\}$. Then the following diagram commutes:


Proof. Since $\mathcal{A}_{t}\left[N_{-}\right]$is generated by $\left\{\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)\right\}_{u \in[1, \ell]}$, it suffices to show the equality

$$
\begin{equation*}
\varphi_{\boldsymbol{i}} \tau^{*} \varphi_{\boldsymbol{i}^{\prime}}^{-1} \widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)=\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right) \tag{3.2}
\end{equation*}
$$

for all $u \in[1, \ell]$. Since $\tau^{*}$ respects cluster monomials, we know that the LHS of (3.2) belongs to $\widetilde{\mathbf{B}}^{*}$ by Theorem 3.2. When $\tau=\gamma_{k}$ for some $k \in[1, \ell-1]$, we have

$$
\operatorname{deg} \gamma_{k}^{*} \varphi_{\boldsymbol{i}^{\prime}}^{-1} \widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)=\boldsymbol{e}_{\sigma_{k}(u)}-\boldsymbol{e}_{\sigma_{k}\left(u_{\boldsymbol{i}^{\prime}}^{-}\right)}=\boldsymbol{e}_{\sigma_{k}(u)}-\boldsymbol{e}_{\sigma_{k}(u)_{\boldsymbol{i}}^{-}}=\operatorname{deg} \varphi_{\boldsymbol{i}}^{-1} \widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{e}_{\sigma_{k}(u)}\right)
$$

by Lemma 2.4 and Theorem 3.2. Since $\operatorname{deg} \circ \varphi_{\boldsymbol{i}}^{-1}$ is injective on $\widetilde{\mathbf{B}}^{*}$, we get $\varphi_{\boldsymbol{i}} \gamma_{k}^{*} \varphi_{\boldsymbol{i}^{\prime}}^{-1} \widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)=$ $\widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{e}_{\sigma_{k}(u)}\right)$. On the other hand, we know $\widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{e}_{\sigma_{k}(u)}\right)=\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)$ by Proposition 3.1. Therefore,
we obtain (3.2) for $\tau=\gamma_{k}$. Next, we consider the case when $\tau=\beta_{k}$ for some $k \in[1, \ell-2]$. By Lemma 2.11 and Theorem 3.2, we have

$$
\operatorname{deg} \beta_{k}^{*} \varphi_{\boldsymbol{i}^{\prime}}^{-1} \widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)= \begin{cases}\boldsymbol{e}_{k+2}-\boldsymbol{e}_{k} & \text { if } u=k \\ \boldsymbol{e}_{k+2}-\boldsymbol{e}_{k_{i}^{-}} & \text {if } u=k+1, \\ \boldsymbol{e}_{k}-\boldsymbol{e}_{k_{-}^{-}} & \text {if } u=k+2, \\ \boldsymbol{e}_{u}-\boldsymbol{e}_{u_{i}^{-}} & \text {otherwise }\end{cases}
$$

Again by the injectivity of $\operatorname{deg} \circ \varphi_{i}^{-1}$ on $\widetilde{\mathbf{B}}^{*}$, we get $\varphi_{i} \tau^{*} \varphi_{\boldsymbol{i}^{\prime}}^{-1} \widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)=\widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{c}_{u}\right)$, where

$$
\boldsymbol{c}_{u}:= \begin{cases}\boldsymbol{e}_{k+2} & \text { if } u=k \\ \boldsymbol{e}_{k}+\boldsymbol{e}_{k+2} & \text { if } u=k+1, \\ \boldsymbol{e}_{k} & \text { if } u=k+2, \\ \boldsymbol{e}_{u} & \text { otherwise }\end{cases}
$$

On the other hand, we have $\widetilde{G}_{\boldsymbol{i}}\left(\boldsymbol{c}_{u}\right)=\widetilde{G}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u}\right)$ by Proposition 3.1. Thus, we obtain (3.2) for $\tau=\beta_{k}$.

For any two reduced words $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{\ell}$ for $w_{\circ}$, we can always find a finite sequence $\boldsymbol{\tau}=$ $\left(\tau_{1}, \ldots, \tau_{l}\right)$ in $\left\{\gamma_{1}, \ldots, \gamma_{\ell-1}\right\} \cup\left\{\beta_{1}, \ldots, \beta_{\ell-2}\right\}$ such that $\boldsymbol{i}^{\prime}=\tau_{1} \cdots \tau_{l} \boldsymbol{i}$. Then we have the composed isomorphism

$$
\tau^{*}:=\tau_{l}^{*} \circ \cdots \circ \tau_{1}^{*}: \mathcal{A}_{t}\left(\widetilde{B}_{i^{\prime}}, \Lambda_{i^{\prime}}\right) \simeq \mathcal{A}_{t}\left(\widetilde{B}_{i}, \Lambda_{i}\right) .
$$

Corollary 3.4. With the above notation, the following diagram commutes:


In particular, the isomorphism $\boldsymbol{\tau}^{*}=\varphi_{\boldsymbol{i}} \circ \varphi_{\boldsymbol{i}^{\prime}}^{-1}$ depends only on the pair $\left(\boldsymbol{i}, \boldsymbol{i}^{\prime}\right)$, and not on the sequence $\boldsymbol{\tau}$ satisfying $\boldsymbol{i}^{\prime}=\tau_{1} \cdots \tau_{l} \boldsymbol{i}$.
Remark 3.5. By definition, the isomorphism $\tau^{*}$ induces a bijection between cluster monomials in $\mathcal{A}_{t}\left(\widetilde{B}_{\boldsymbol{i}^{\prime}}, \Lambda_{\boldsymbol{i}^{\prime}}\right)$ and those in $\mathcal{A}_{t}\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{\boldsymbol{i}}\right)$.

## 4. Reminders on quantum Grothendieck rings

We give general reminders on quantum Grothendieck rings of the category $\mathscr{C}$ of finitedimensional representations of a quantum loop algebra. In particular, we recall quantum $T$-systems, Q-data, and Kazhdan-Lusztig type conjectures in this context. We also recall the monoidal subcategories $\mathscr{C}_{\mathbb{Z}}$ and $\mathscr{C}^{-}$of $\mathscr{C}$ (as defined in [HL10, HL16]) and we introduce subcategories $\mathscr{C}_{\leq \xi}$ generalizing $\mathscr{C}^{-}$.
4.1. Quantum loop algebras and the category $\mathscr{C}_{\mathbb{Z}}$. Let $\mathfrak{g}$ be a complex finite-dimensional simple Lie algebra (it should not be confused with the Lie algebra g of the previous sections). Let $C=\left(c_{i j}\right)_{i, j \in I}$ denote the Cartan matrix of $\mathfrak{g}$, where $I$ is the set of Dynkin indices. For $i, j \in I$, we write $i \sim j$ if $c_{i j}<0$. Let $r \in\{1,2,3\}$ be the lacing number of $\mathfrak{g}$, and $d: I \rightarrow\{1, r\}$ the function satisfying $d_{i} c_{i j}=d_{j} c_{j i}$ for all $i, j \in I$, i.e., the minimal left symmetrizer of $C$.

Let $U_{q}(L \mathfrak{g})$ be the quantum loop algebra associated to $\mathfrak{g}$. It is a Hopf algebra defined over an algebraic closed field $\mathbb{k}=\overline{\mathbb{Q}(q)}$, where $q$ is a formal parameter. Let $\mathscr{C}$ denote the rigid
monoidal category of finite-dimensional $U_{q}(L \mathfrak{g})$-modules, with the standard type 1 condition. It is endowed with the contravariant auto-equivalence $\mathfrak{D}^{ \pm 1}$ which sends each module to its left/right dual. Recall that the isomorphism classes of simple modules of the category $\mathscr{C}$ are parametrized by the set $(1+z \mathbb{k}[z])^{I}$ of $I$-tuples of monic polynomials (called Drinfeld polynomials) [CP94, CP95].

In this paper, we restrict ourselves to a nice monoidal subcategory $\mathscr{C}_{\mathbb{Z}}$ of $\mathscr{C}$ introduced by Hernandez-Leclerc [HL10] as the Serre subcategory generated by a distinguished family of simple modules. Precisely, we fix a function $\epsilon: I \rightarrow\{0,1\}$ satisfying the condition

$$
\begin{equation*}
\epsilon_{i} \equiv \epsilon_{j}+\min \left(d_{i}, d_{j}\right) \quad(\bmod 2) \quad \text { whenever } i \sim j \tag{4.1}
\end{equation*}
$$

which we call a parity function, and let

$$
\widehat{I}:=\left\{(i, p) \in I \times \mathbb{Z} \mid p \equiv \epsilon_{i} \quad(\bmod 2)\right\}
$$

We introduce a formal variable $Y_{i, p}$ for each $(i, p) \in \widehat{I}$, and consider the ring of Laurent polynomials $\mathcal{Y}:=\mathbb{Z}\left[Y_{i, p}^{ \pm 1} \mid(i, p) \in \widehat{I}\right]$. Let $\mathcal{M}^{*} \subset \mathcal{Y}$ be the set of all the Laurent monomials. An element $m \in \mathcal{M}^{*}$ is written as

$$
\begin{equation*}
m=\prod_{(i, p) \in \widehat{I}} Y_{i, p}^{u_{i, p}(m)} \tag{4.2}
\end{equation*}
$$

We say that $m \in \mathcal{M}^{*}$ is dominant if $u_{i, p}(m) \geq 0$ for all $(i, p) \in \widehat{I}$. Let $\mathcal{M} \subset \mathcal{M}^{*}$ be the set of dominant monomials. For each $m \in \mathcal{M}$, we have a simple module $L(m) \in \mathscr{C}$ corresponding to the Drinfeld polynomials $\left(\prod_{p}\left(1-q^{p} z\right)^{u_{i, p}(m)}\right)_{i \in I}$. The category $\mathscr{C}_{\mathbb{Z}}$ is defined to be the Serre subcategory of $\mathscr{C}$ generated by the simple modules $\{L(m) \mid m \in \mathcal{M}\}$. It is closed under taking tensor products and the auto-equivalences $\mathfrak{D}^{ \pm 1}$, and hence forms a rigid monoidal category in itself. Indeed, we have $\mathfrak{D}^{ \pm 1} L(m) \simeq L\left(\mathfrak{D}^{ \pm 1} m\right)$ for any $m \in \mathcal{M}$. Here on the right hand side $\mathfrak{D}^{ \pm 1}$ denotes the automorphism of $\mathcal{Y}$ given by $Y_{i, p} \mapsto Y_{i^{*}, p \pm r h^{\vee}}$ for $(i, p) \in \widehat{I}$, where $i \mapsto i^{*}$ is the involution of $I$ induced by the longest Weyl group element and $h^{\vee}$ is the dual Coxeter number of $\mathfrak{g}$. Moreover, every prime simple module of $\mathscr{C}$ (that is a simple module which can not be factorized into a non-trivial tensor product of modules) is in $\mathscr{C}_{\mathbb{Z}}$ after a suitable spectral parameter shift.

The $q$-character homomorphism $\chi_{q}$ defined by Frenkel-Reshetikhin [FR99] gives an injective ring homomorphism $\chi_{q}: K\left(\mathscr{C}_{\mathbb{Z}}\right) \rightarrow \mathcal{Y}$. As a ring, the Grothendieck ring $K\left(\mathscr{C}_{\mathbb{Z}}\right)$ is isomorphic to the ring of polynomials in $\left\{\left[L\left(Y_{i, p}\right)\right]\right\}_{(i, p) \in \widehat{I}}$. A simple module of the form $L\left(Y_{i, p}\right)$ is called a fundamental module.

For each $(i, p) \in I \times \mathbb{Z}$ with $\left(i, p-d_{i}\right) \in \widehat{I}$, we define the element $A_{i, p} \in \mathcal{M}^{*}$ by

$$
A_{i, p}=Y_{i, p-d_{i}} Y_{i, p+d_{i}} \prod_{(j, s) \in \widehat{I}: j \sim i,|s-p|<d_{i}} Y_{j, s}^{-1}
$$

which is a loop analog of the $i$-th simple root [FR99]. For $m, m^{\prime} \in \mathcal{M}^{*}$, we write $m \leq m^{\prime}$ if $m^{\prime} m^{-1}$ is a monomial in various $A_{i, p}$ for $\left(i, p-d_{i}\right) \in \widehat{I}$. This defines a partial ordering on $\mathcal{M}^{*}$, called the Nakajima partial ordering. For any $m \in \mathcal{M}$, we have

$$
\begin{equation*}
\chi_{q}(L(m))=m+\sum_{m^{\prime} \in \mathcal{M}^{*}: m^{\prime}<m} a\left[m ; m^{\prime}\right] m^{\prime} \tag{4.3}
\end{equation*}
$$

for some $a\left[m ; m^{\prime}\right] \in \mathbb{N}_{0}$. See $[\mathrm{Nak} 01]$ and $[\mathrm{FM} 01]$ for the proof.
4.2. Quantum Grothendieck ring of $\mathscr{C}_{\mathbb{Z}}$. The quantum Cartan matrix $C(q)=\left(C_{i j}(q)\right)_{i, j \in I}$ is a $\mathbb{Z}\left[q^{ \pm 1}\right]$-valued matrix given by

$$
C_{i j}(q):=\delta_{i, j}\left(q^{d_{i}}+q^{-d_{i}}\right)+\left(1-\delta_{i, j}\right)\left[c_{i j}\right]_{q}
$$

for any $i, j \in I$, where $[k]_{q}=\left(q^{k}-q^{-k}\right) /\left(q-q^{-1}\right)$ is the standard $q$-integer. The matrix $C(q)$ is invertible as a $\mathbb{Q}(q)$-valued matrix and we write $\widetilde{C}(q)=\left(\widetilde{C}_{i j}(q)\right)_{i, j \in I}$ for its inverse. For any $i, j \in I$, we write

$$
\widetilde{C}_{i j}(q)=\sum_{u \in \mathbb{Z}} \widetilde{c}_{i j}(u) q^{u} \in \mathbb{Z}((q))
$$

for the Laurent expansion at $q=0$ of the $(i, j)$-entry $\widetilde{C}_{i j}(q)$. In this way, we get a collection of integers $\left\{\widetilde{c}_{i j}(u) \mid i, j \in I, u \in \mathbb{Z}\right\}$. We define a map $\mathscr{N}:(I \times \mathbb{Z})^{2} \rightarrow \mathbb{Z}$ by

$$
\mathscr{N}(i, p ; j, s):=\widetilde{c}_{i j}\left(p-s-d_{i}\right)-\widetilde{c}_{i j}\left(p-s+d_{i}\right)-\widetilde{c}_{i j}\left(s-p-d_{i}\right)+\widetilde{c}_{i j}\left(s-p+d_{i}\right)
$$

It satisfies $\mathscr{N}(i, p ; j, s)=-\mathscr{N}(j, s ; i, p)$ for any $(i, p),(j, s) \in I \times \mathbb{Z}$.
Let $t$ be an indeterminate with a formal square root $t^{1 / 2}$. We define the quantum torus $\mathcal{Y}_{t}$ to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra presented by the set of generators $\left\{\underline{Y_{i, p}^{ \pm 1}} \mid(i, p) \in \widehat{I}\right\}$ and the following relations:

- $\underline{Y_{i, p}} \cdot \underline{Y_{i, p}^{-1}}=\underline{Y_{i, p}^{-1}} \cdot \underline{Y_{i, p}}=1$ for each $(i, p) \in \widehat{I}$,
- $\underline{Y_{i, p}} \cdot \underline{Y_{j, s}}=t^{\overline{N(i, p ; j, s)}} \underline{Y_{j, s}} \cdot \underline{Y_{i, p}}$ for each $(i, p),(j, s) \in \widehat{I}$.

Note that $\mathcal{Y}_{t}$ is a deformation of $\mathcal{Y}$. Indeed, there exists a surjective $\mathbb{Z}$-algebra homomorphism $\mathrm{ev}_{t=1}: \mathcal{Y}_{t} \rightarrow \mathcal{Y}$ given by $t^{1 / 2} \mapsto 1$ and $\underline{Y_{i, p}} \mapsto Y_{i, p}$ for all $(i, p) \in \widehat{I}$. An element $\widetilde{m}$ of $\mathcal{Y}_{t}$ is called a monomial if it is a product of the generators $Y_{i, p}^{ \pm 1}$ for $(i, p) \in \widehat{I}$ and $t^{ \pm 1 / 2}$. A monomial $\widetilde{m}$ is said to be dominant if $\mathrm{ev}_{t=1}(\widetilde{m})$ is dominant. Following [Her04, $\S 6.3$ ], we define the $\mathbb{Z}$-algebra anti-involution $\overline{(\cdot)}$ on $\mathcal{Y}_{t}$ by

$$
\overline{t^{1 / 2}}:=t^{-1 / 2}, \quad \overline{Y_{i, p}}:=\underline{Y_{i, p}} .
$$

This is called the bar involution on $\mathcal{Y}_{t}$. For any $m \in \mathcal{M}^{*}$, we denote by $\underline{m}$ the unique monomial in $\mathcal{Y}_{t}$ satisfying $\underline{\underline{m}}=\underline{m}$ and $\mathrm{ev}_{t=1}(\underline{m})=m$. The elements of this form are called commutative monomials (cf. Appendix A.1). Note that we have $\left(m^{-1}\right)=(\underline{m})^{-1}\left(=: \underline{m}^{-1}\right)$. The commutative monomials form a free basis of the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-module $\mathcal{Y}_{t}$. For any $m, m^{\prime} \in \mathcal{M}^{*}$, we have

$$
\underline{m} \cdot m^{\prime}=t^{-\mathscr{N}\left(m, m^{\prime}\right) / 2} \underline{m} \cdot \underline{m}^{\prime}=t^{\mathscr{N}\left(m, m^{\prime}\right) / 2} \underline{m}^{\prime} \cdot \underline{m}
$$

where $\mathscr{N}\left(m, m^{\prime}\right) \in \mathbb{Z}$ is a skew-symmetric pairing given by

$$
\begin{equation*}
\mathscr{N}\left(m, m^{\prime}\right):=\sum_{(i, p),(j, s) \in \widehat{I}} u_{i, p}(m) u_{j, s}\left(m^{\prime}\right) \mathscr{N}(i, p ; j, s) \tag{4.4}
\end{equation*}
$$

in the notation of (4.2).
For each $i \in I$, denote by $\mathcal{K}_{i, t}$ the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of $\mathcal{Y}_{t}$ generated by

$$
\left\{\underline{Y_{i, p}}\left(1+t^{-1} \underline{A_{i, p+d_{i}}^{-1}}\right) \mid(i, p) \in \widehat{I}\right\} \cup\left\{\underline{Y_{j, s}^{ \pm 1}} \mid(j, s) \in \widehat{I}, j \neq i\right\} .
$$

Following [Nak04, VV03, Her04], we define the quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of $\mathcal{Y}_{t}$ given by

$$
\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right):=\bigcap_{i \in I} \mathcal{K}_{i, t} .
$$

Note that $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ is stable under the bar involution. Moreover, we have $\operatorname{ev}_{t=1}\left(\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)\right)=$ $\chi_{q}\left(K\left(\mathscr{C}_{\mathbb{Z}}\right)\right)$. For future use, we remark the following.
Lemma 4.1. Assume that two non-zero elements $x \in \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ and $y \in \mathcal{Y}_{t}$ satisfy $x y \in \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$. Then we have $y \in \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$.

Proof. This is a quantum analog of an argument presented in [HL16]. Indeed, the assertion follows from the fact that $\mathcal{K}_{i, t}$ is the kernel of the $t$-deformed $i$-th screening operator $S_{i, t}$. Namely, there is a $\mathcal{Y}_{t}$-bimodule $\mathcal{Y}_{i, t}$ and a $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-linear map $S_{i, t}: \mathcal{Y}_{t} \rightarrow \mathcal{Y}_{i, t}$ such that $S_{i, t}(x y)=S_{i, t}(x) y+x S_{i, t}(y)$ for any $x, y \in \mathcal{Y}_{t}$, and $\operatorname{Ker} S_{i, t}=\mathcal{K}_{i, t}$. See [Her04, Theorem 4.10] for details.

We have the following result due to the second named author which will be crucial for our purposes.
Theorem 4.2 ([Her04, Theorem 5.11][Her05, Theorem 7.5]). For every dominant monomial $m \in \mathcal{M}$, there exists a unique element $F_{t}(\underline{m})$ of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ such that $\underline{m}$ is the unique dominant monomial occurring in $F_{t}(m)$. It satisfies $\overline{F_{t}(m)}=F_{t}(m)$. Moreover, the set $\left\{F_{t}(m) \mid m \in\right.$ $\mathcal{M}\}$ forms a $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-basis of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$, and the set $\left\{F_{t}\left(Y_{i, p}\right) \mid(i, p) \in \widehat{I}\right\}$ generates the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$ algebra $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$.

We can construct the canonical basis $\mathbf{L}_{t}$ of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$, whose member $L_{t}(m)$ is conjecturally a $t$-analog of the $q$-character $\chi_{q}(L(m))$.
Theorem 4.3 ([Nak04, Theorem 8.1], [Her04, Theorem 6.9]). There exists a unique $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$ basis $\mathbf{L}_{t}=\left\{L_{t}(m) \mid m \in \mathcal{M}\right\}$ of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ characterized by the following properties: for each $m \in \mathcal{M}$, we have $\overline{L_{t}(m)}=L_{t}(m)$, and

$$
L_{t}(m) \equiv t^{\mathscr{N}(m)} \prod_{p \in \mathbb{Z}}^{\vec{Z}} \prod_{i: I:(i, p) \in \widehat{I}} F_{t}\left(Y_{i, p}\right)^{u_{i, p}(m)} \bmod \sum_{m^{\prime}<m} t \mathbb{Z}[t] L_{t}\left(m^{\prime}\right)
$$

in the notation of (4.2) for some $\mathscr{N}(m) \in \frac{1}{2} \mathbb{Z}$. Explicitly, one has

$$
\mathscr{N}(m)=-\frac{1}{2} \sum_{(i, p),(j, s) \in \hat{I}: p<s} u_{i, p}(m) u_{j, s}(m) \mathscr{N}(i, p ; j, s) .
$$

Note that for a fixed $p$, the $F_{t}\left(Y_{i, p}\right)$ 's $(i \in I)$ mutually commute, so the formula for $L_{t}(m)$ is well-defined. The element $L_{t}(m)$ is called the $(q, t)$-character of $L(m)$. As a $t$-analog of the equation (4.3), for each $m \in \mathcal{M}$, we have

$$
\begin{equation*}
L_{t}(m)=\underline{m}+\sum_{m^{\prime} \in \mathcal{M}^{*}: m^{\prime}<m} a_{t}\left[m ; m^{\prime}\right] \underline{m}^{\prime} \tag{4.5}
\end{equation*}
$$

for some $a_{t}\left[m ; m^{\prime}\right] \in \mathbb{Z}\left[t^{ \pm 1 / 2}\right]$.
Conjecture 4.4 (cf. [Her04, Conjecture 7.3]). For all $m \in \mathcal{M}$, we have
(1) $\mathrm{ev}_{t=1}\left(L_{t}(m)\right)=\chi_{q}(L(m))$, and
(2) $a_{t}\left[m ; m^{\prime}\right] \in \mathbb{N}_{0}\left[t^{ \pm 1 / 2}\right]$ for all $m^{\prime} \in \mathcal{M}^{*}$ with $m^{\prime}<m$.

Conjecture 4.4 (1) is called the Kazhdan-Lusztig type conjecture and was motivated by the results of Nakajima. At this moment, we know that Conjecture 4.4 is true when $\mathfrak{g}$ is of type ADE by Nakajima [Nak04], and when $\mathfrak{g}$ is of type B by [FHOO22]. Moreover, Conjecture 4.4 (1) for general $\mathfrak{g}$ holds true when $m$ belongs to $\mathcal{M}_{\mathcal{Q}}$ for some $\mathbb{Q}$-data $\mathcal{Q}$ for $\mathfrak{g}$ (see Section 4.3 for the definition of $\mathcal{M}_{\mathcal{Q}}$ ) [FHOO22].

In this paper, we will prove Conjecture 4.4 (1) for reachable modules $L(m)$ (see Definition 6.7) and Conjecture 4.4 (2), for general $\mathfrak{g}$. See Corollaries 6.10 and 6.12.

We have the following positivity result concerning the canonical basis $\mathbf{L}_{t}$, which is proved by Varagnolo-Vasserot [VV03] for type ADE and by the authors [FHOO22] in general.

Theorem 4.5 ([VV03, Theorem 4.1], [FHOO22, Corollary 10.7]). The structure constants of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ with respect to the canonical basis $\mathbf{L}_{t}$ belong to $\mathbb{N}_{0}\left[t^{ \pm 1 / 2}\right]$.

Let $\mathfrak{D}_{t}^{ \pm 1}$ be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra automorphism of $\mathcal{Y}_{t}$ given by $\mathfrak{D}_{t}^{ \pm 1} \underline{m}=\underline{\mathfrak{D}^{ \pm 1} m}$ for all $m \in \mathcal{M}^{*}$. It satisfies $\mathrm{ev}_{t=1} \circ \mathfrak{D}_{t}^{ \pm 1}=\mathfrak{D}^{ \pm 1} \circ \mathrm{ev}_{t=1}$ and preserves the subalgebra $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \subset \mathcal{Y}_{t}$. Moreover, we have

$$
\mathfrak{D}_{t}^{ \pm 1}\left(F_{t}(m)\right)=F_{t}\left(\mathfrak{D}^{ \pm 1} m\right) \quad \text { and } \quad \mathfrak{D}_{t}^{ \pm 1}\left(L_{t}(m)\right)=L_{t}\left(\mathfrak{D}^{ \pm 1} m\right)
$$

for any $m \in \mathcal{M}$ (see [FHOO22, Lemma 3.11]).
4.3. Q-data and associated subcategories. With our simple Lie algebra $\mathfrak{g}$, we associate a unique pair $(\Delta, \sigma)$, which we call the unfolding of $\mathfrak{g}$, consisting of a simply-laced Dynkin diagram $\Delta$ and a graph automorphism $\sigma$ of $\Delta$ as given in the Table 1, where id: $\Delta_{0} \rightarrow \Delta_{0}$ is the identity map and the automorphisms $\vee$ and $\widetilde{V}$ are given by the blue arrows in Figure 1 below.

| $r$ | $\mathfrak{g}$ | $\Delta($ or $\mathfrak{g})$ | $\sigma$ | $h^{\vee}$ | $\ell$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathrm{~A}_{n}$ | $\mathrm{~A}_{n}$ | id | $n+1$ | $n(n+1) / 2$ |
|  | $\mathrm{D}_{n}$ | $\mathrm{D}_{n}$ | id | $2 n-2$ | $n(n-1)$ |
|  | $\mathrm{E}_{6,7,8}$ | $\mathrm{E}_{6,7,8}$ | id | $12,18,30$ | $36,63,120$ |
|  | $\mathrm{~B}_{n}$ | $\mathrm{~A}_{2 n-1}$ | $\vee$ | $2 n-1$ | $n(2 n-1)$ |
|  | $\mathrm{C}_{n}$ | $\mathrm{D}_{n+1}$ | $\vee$ | $n+1$ | $n(n+1)$ |
|  | $\mathrm{F}_{4}$ | $\mathrm{E}_{6}$ | V | 9 | 36 |
| 3 | $\mathrm{G}_{2}$ | $\mathrm{D}_{4}$ | $\widetilde{\mathrm{~V}}$ | 4 | 12 |

Table 1. Unfoldings and associated numerical data

Hereafter, we denote by g the simple Lie algebra associated with the simply-laced Dynkin diagram $\Delta$ and apply the notation in $\S 1.1$ for this g except that we adopt the symbols $\imath, \jmath, \ldots$ to denote elements of $\Delta_{0}$ in order to reserve the symbols $i, j, \ldots$ for elements of $I$. Under the above assignment $\mathfrak{g} \mapsto(\Delta, \sigma)$, we identify the lacing number $r$ of $\mathfrak{g}$ with the order of the automorphism $\sigma$, and also identify the set $I$ of Dynkin indices of $\mathfrak{g}$ with the set $\Delta_{0} /\langle\sigma\rangle$ of $\sigma$-orbits in $\Delta_{0}$ as suggested by the dotted lines in Figure 1. Then the positive integer $d_{i} \in\{1, r\}$ coincides with the cardinality of the $\sigma$-orbit $i \in I$. We denote the natural quotient map $\Delta_{0} \rightarrow I=\Delta_{0} /\langle\sigma\rangle$ by $\imath \mapsto \bar{\imath}$.

Let us recall the following notion introduced in [FO21] and which will be important in the following. A $Q$-datum for $\mathfrak{g}$ is defined to be a triple $\mathcal{Q}=(\Delta, \sigma, \xi)$ such that $(\Delta, \sigma)$ is the unfolding of $\mathfrak{g}$ and $\xi: \Delta_{0} \rightarrow \mathbb{Z}$ is a function satisfying the following properties:
(1) For $\imath, \jmath \in \Delta_{0}$ with $\imath \sim \jmath$ and $d_{\bar{\imath}}=d_{\bar{\jmath}}$, we have $\left|\xi_{\imath}-\xi_{\jmath}\right|=d_{\bar{\imath}}=d_{\bar{\jmath}}$.


Figure 1. Unfoldings for non-simply-laced $\mathfrak{g}$
(2) For $i, j \in I$ with $i \sim j$ and $d_{i}=1<d_{j}=r$, there is a unique $\jmath \in j$ such that $\left|\xi_{\imath}-\xi_{\jmath}\right|=1$ and $\xi_{\sigma^{k}(\jmath)}=\xi_{\jmath}-2 k$ for any $1 \leq k<r$, where $i=\{\imath\}$.
We refer to the function $\xi$ as a height function. Recall that we have chosen a parity function $\epsilon: I \rightarrow\{0,1\}$ satisfying (4.1) in $\S 4.1$. In what follows, we always assume without loss of generality that a Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ satisfies the condition

$$
\begin{equation*}
\xi_{\imath} \equiv \epsilon_{\bar{\imath}} \quad(\bmod 2) \quad \text { for any } \imath \in \Delta_{0} . \tag{4.6}
\end{equation*}
$$

For a Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ for $\mathfrak{g}$, we define another Q -datum $\mathfrak{D}^{ \pm 1} \mathcal{Q}=\left(\Delta, \sigma, \mathfrak{D}^{ \pm 1} \xi\right)$ for $\mathfrak{g}$ by

$$
\begin{equation*}
\left(\mathfrak{D}^{ \pm 1} \xi\right)_{\imath}:=\xi_{\imath^{*}} \pm r h^{\vee} \quad \text { for } \imath \in \Delta_{0} . \tag{4.7}
\end{equation*}
$$

One can easily check that $\left(\mathfrak{D}^{-1} \xi\right)_{\imath}<\xi_{\imath}<(\mathfrak{D} \xi)_{\imath}$ holds for each $\imath \in \Delta_{0}$ and that $\mathfrak{D}^{ \pm 1} \mathcal{Q}$ satisfies the condition (4.6) whenever $\mathcal{Q}$ does.

Now, given a Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ for $\mathfrak{g}$, we consider the following sets

$$
\begin{aligned}
\widehat{\Delta}_{[\xi]} & :=\left\{(\imath, p) \in \Delta_{0} \times \mathbb{Z} \mid \xi_{\imath}-p \in 2 d_{\bar{\imath}} \mathbb{Z}\right\}, & \\
\widehat{\Delta}_{\leq \xi} & :=\left\{(\imath, p) \in \widehat{\Delta}_{[\xi]} \mid p \leq \xi_{\imath}\right\}, & \widehat{I}_{\leq \xi}:=f\left(\widehat{\Delta}_{\leq \xi}\right), \\
\widehat{\Delta}_{\mathcal{Q}} & :=\left\{(\imath, p) \in \widehat{\Delta}_{[\xi]} \mid\left(\mathfrak{D}^{-1} \xi\right)_{\imath}<p \leq \xi_{\imath}\right\}, & \widehat{I}_{\mathcal{Q}}:=f\left(\widehat{\Delta}_{\mathcal{Q}}\right),
\end{aligned}
$$

where $f: \Delta_{0} \times \mathbb{Z} \rightarrow I \times \mathbb{Z}$ is the folding map $(\imath, p) \mapsto(\bar{\imath}, p)$. Note that we have $\widehat{I}_{\mathcal{Q}} \subset \widehat{I}_{\leq \xi} \subset \widehat{I}$, and $f$ induces the bijections $\widehat{\Delta}_{[\xi]} \simeq \widehat{I}, \widehat{\Delta}_{\leq \xi} \simeq \widehat{I}_{\leq \xi}$, and $\widehat{\Delta}_{\mathcal{Q}} \simeq \widehat{I}_{\mathcal{Q}}$. Let $\mathcal{Y}_{t, \leq \xi}$ (resp. $\mathcal{Y}_{t, \mathcal{Q}}$ ) be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of the quantum torus $\mathcal{Y}_{t}$ generated by all the elements $\underline{Y_{i, p}^{ \pm 1}}$ with $(i, p) \in \widehat{I}_{\leq \xi}$ (resp. $\left.\widehat{I}_{\mathcal{Q}}\right)$. Then the algebra $\mathcal{Y}_{\leq \xi}:=\operatorname{ev}_{t=1}\left(\mathcal{Y}_{t, \leq \xi}\right)$ (resp. $\left.\mathcal{Y}_{\mathcal{Q}}:=\operatorname{ev}_{t=1}\left(\mathcal{Y}_{t, \mathcal{Q}}\right)\right)$ is identical to the ring of Laurent polynomials in the variables $Y_{i, p}$ with $(i, p) \in \widehat{I}_{\leq \xi}$ (resp. $\widehat{I}_{\mathcal{Q}}$ ). We set $\mathcal{M}_{\leq \xi}:=\mathcal{M} \cap \mathcal{Y}_{\leq \xi}$ and $\mathcal{M}_{\mathcal{Q}}:=\mathcal{M} \cap \mathcal{Y}_{\mathcal{Q}}$.

Let $\mathscr{C}_{\leq \xi}\left(\right.$ resp. $\left.\mathscr{C}_{\mathcal{Q}}\right)$ be the Serre subcategory of $\mathscr{C}_{\mathbb{Z}}$ generated by all the simple modules $L(m)$ with $m \in \mathcal{M}_{\leq \xi}\left(\right.$ resp. $\left.\mathcal{M}_{\mathcal{Q}}\right)$. It is closed under taking tensor products. Moreover, the category $\mathscr{C} \leq \xi$ is stable under the functor $\mathfrak{D}^{-1}$, and we have $\mathfrak{D}^{-1} \mathscr{C} \leq \xi=\mathscr{C}_{\leq \mathfrak{D}^{-1} \xi}$. We define $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)\left(\right.$ resp. $\left.\mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}}\right)\right)$ to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ generated by all the $F_{t}\left(Y_{i, p}\right)$ with $(i, p) \in \widehat{I}_{\leq \xi}$ (resp. $\widehat{I}_{\mathcal{Q}}$ ). It is endowed with the canonical $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-basis $\mathbf{L}_{t, \leq \xi}$ (resp. $\mathbf{L}_{t, \mathcal{Q}}$ )
consisting of all the elements $L_{t}(m)$ with $m \in \mathcal{M}_{\leq \xi}$ (resp. $\mathcal{M}_{\mathcal{Q}}$ ). Moreover, the algebra $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ is stable under the automorphism $\mathfrak{D}_{t}^{-1}$, and we have $\mathfrak{D}_{t}^{-1} \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{-1} \xi}\right)$.

Let us recall the following truncation procedure. For an element $y \in \mathcal{Y}_{t}$, we denote by $y_{\leq \xi}$ the element of $\mathcal{Y}_{t, \leq \xi}$ obtained from $y$ by discarding all the monomials containing the factors $Y_{i, p}^{ \pm 1}$ with $(i, p) \in \widehat{I} \backslash \widehat{I}_{\leq \xi}$. This assignment $y \mapsto y_{\leq \xi}$ defines a $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-linear map $(\cdot)_{\leq \xi}: \overline{\mathcal{Y}_{t}} \mathcal{Y}_{t, \leq \xi}$, which is not an algebra homomorphism. However, it restricts to the injective algebra homomorphisms $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right) \hookrightarrow \mathcal{Y}_{t,<\xi}$ and $\mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}}\right) \hookrightarrow \mathcal{Y}_{t, \mathcal{Q}}$ (see [FHOO22, §5.4]). For future use, we remark the following fact.

Lemma 4.6. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$. We have

$$
\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \cap \mathcal{Y}_{t, \leq \mathfrak{D} \xi} .
$$

In other words, an element $x \in \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ belongs to $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ if and only if it satisfies that $x_{\leq \mathfrak{D} \xi}=x$.

Proof. We consider the subset $\widehat{I}_{\geq-\xi}:=\left\{(i, p) \in \widehat{I} \mid(i,-p) \in \widehat{I}_{\leq \xi}\right\}$ of $\widehat{I}$ and the corresponding $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra $\mathcal{Y}_{t, \geq-\xi}$ of $\mathcal{Y}_{t}$. Then, for each $(i, p) \in \widehat{I}_{\geq-\xi}$, we have $F_{t}\left(Y_{i, p}\right) \in \mathcal{Y}_{\geq-\xi}$ (see [FHOO22, Proof of Corollary 5.12]). In particular, if we define $\mathcal{K}_{t}\left(\mathscr{C}_{\geq-\xi}\right)$ to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$ subalgebra generated by $\left\{F_{t}\left(Y_{i, p}\right) \mid(i, p) \in \widehat{I}_{\geq-\xi}\right\}$, we have

$$
\mathcal{K}_{t}\left(\mathscr{C}_{\geq-\xi}\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \cap \mathcal{Y}_{t, \geq-\xi} .
$$

Let $\omega_{t}$ be an algebra involution of $\mathcal{Y}_{t}$ given by $\omega_{t}\left(t^{ \pm 1 / 2}\right)=t^{\mp 1 / 2}$ and $\omega_{t}\left(Y_{i, p}\right)=Y_{i,-p}^{-1}$ for all $(i, p) \in \widehat{I}$. By definition, we have $\omega_{t}\left(\mathcal{Y}_{t, \leq \xi}\right)=\mathcal{Y}_{t, \geq-\xi}$. Moreover, it satisfies $\omega_{t} \overline{\left(F_{t}\left(Y_{i, p}\right)\right)}=$ $F_{t}\left(Y_{i^{*},-p-r h^{\vee}}\right)$ for any $(i, p) \in \widehat{I}$ (see [FHOO22, §3.4]). Therefore, we have

$$
\omega_{t}\left(\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\geq-\mathfrak{D} \xi}\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \cap \mathcal{Y}_{t, \geq-\mathfrak{D} \xi}=\omega_{t}\left(\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \cap \mathcal{Y}_{t, \leq \mathfrak{D} \xi}\right),
$$

which yields the assertion.
4.4. Kirillov-Reshetikhin modules. Recall that a Kirillov-Reshetikhin (KR) module is a simple object of $\mathscr{C}$ whose Drinfeld polynomials are of the form

$$
\left(\prod_{k=0}^{l}\left(1-a q^{2 d_{i} k} z\right)^{\delta_{i, j}}\right)_{j \in I}
$$

for some $i \in I, l \in \mathbb{N}$ and $a \in \mathbb{k}^{\times}$.
Proposition 4.7. For a $K R$ module $L(m)$, we have $\mathrm{ev}_{t=1}\left(F_{t}(m)\right)=\chi_{q}(L(m))$.
Proof. The $q$-character of a KR-module has a unique dominant monomial as proved in [Nak03, Her06]. Moreover, the image of the quantum Grothendieck ring by $\mathrm{ev}_{t=1}$ is the ring of $q$-characters [Nak04, Her04]. But a $q$-character is characterized by the multiplicity of its dominant monomial [FM01]. This implies the result.

Having Proposition 4.7, in view of Conjecture 4.4, one may expect the following.
Conjecture 4.8. For a $K R$ module $L(m)$, we have $F_{t}(m)=L_{t}(m)$.
At this moment, we know that Conjecture 4.8 is true when $\mathfrak{g}$ is of type ABDE by [Nak03] and [FHOO22, Theorem 11.6]. We will prove Conjecture 4.8 for the remaining case as one of the results of this paper, that is, when $\mathfrak{g}$ is of type CFG. See Corollary 6.11.

For our purpose, it is useful to introduce the following notation for KR modules. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a Q -datum for $\mathfrak{g}$. For $\imath \in \Delta_{0}$ and integers $a, b \in \mathbb{Z}$ with $a \leq b$, we define a dominant monomial $m^{(\imath)}[a, b] \in \mathcal{M}$ by

$$
m^{(\imath)}[a, b]:=\prod_{(\imath, p) \in \widehat{\Delta_{[\xi]}}:} p \in[a, b] .
$$

The corresponding simple module $L^{(\imath)}[a, b]:=L\left(m^{(\imath)}[a, b]\right)$ is a KR module. Any KR module in the category $\mathscr{C}_{\text {Z }}$ is written in this form. In what follows, we use simplify the notation by setting $F_{t}^{(\imath)}[a, b]:=F_{t}\left(m^{(\imath)}[a, b]\right)$ and $L_{t}^{(\imath)}[a, b]:=L_{t}\left(m^{(\imath)}[a, b]\right)$. Letting $(a, b]:=[a, b] \backslash\{a\}$, $[a, b):=[a, b] \backslash\{b\},(a, b):=[a, b] \backslash\{a, b\}$, we define $F_{t}^{(\imath)}(a, b], F_{t}^{(v)}[a, b), F_{t}^{(\imath)}(a, b)$ in the same way as $F_{t}^{())}[a, b]$.

The following states that certain truncations of these elements are just a single monomial.
Lemma 4.9 ([FHOO22, Lemma 6.7]). For any $(\imath, p) \in \widehat{\Delta}_{\leq \xi}$, we have

$$
F_{t}^{(\imath)}\left[p, \xi_{2}\right]_{\leq \xi}=m^{(\imath)}\left[p, \xi_{2}\right] .
$$

The following generalizes the quantum $T$-system in simply-laced types [Nak03] and deforms the general $T$-systems [Her06].
Theorem 4.10 (Quantum $T$-system [FHOO22, Theorem 6.8]). Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$ datum for $\mathfrak{g}$ and let $(\imath, p),(\imath, s) \in \widehat{\Delta}_{[\xi]}$ satisfy $p<s$. Then the elements in $\left\{F_{t}^{(\jmath)}(p, s)\right\}_{\rho \sim \imath}$ are mutually commutative up to powers of $t^{ \pm 1 / 2}$, and we have

$$
\begin{equation*}
F_{t}^{(\imath)}[p, s) F_{t}^{(2)}(p, s]=t^{a} F_{t}^{(\imath)}(p, s) F_{t}^{(\imath)}[p, s]+t^{b} \prod_{\jmath \sim \imath}^{\overrightarrow{2}} F_{t}^{(\jmath)}(p, s) \tag{4.8}
\end{equation*}
$$

in $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ for some $a, b \in \frac{1}{2} \mathbb{Z}$. Here the ordered product is taken with respect to any total ordering of the set $\left\{\jmath \in \Delta_{0} \mid \jmath \sim \imath\right\}$.

Note that the factors of the last term do not commute in general but only $t$-commute, that is why the product has to be ordered.

## 5. Cluster structure on $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$

We show that the quantum Grothendieck ring of the category $\mathscr{C} \leq \xi$ has a structure of a quantum cluster algebras isomorphic to an algebra $\mathcal{A}_{\boldsymbol{i}}$ introduced above (Theorem 5.16). This generalizes previous results [HL15, Qin17, Bit21]. For our purposes, we use the quantum affine quiver introduced in [HL16] and for which we discuss several technical results. Then our proof is based first on an isomorphism of quantum tori that we establish (Corollary 5.13). The isomorphism between the quantum Grothendieck ring and the quantum cluster algebra is then obtained by identifying their respective image by the truncation of $(q, t)$-characters and the natural inclusion, inside the quantum tori.
5.1. Adapted sequences. Throughout this section, we fix a Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ for $\mathfrak{g}$. A vertex $\imath \in \Delta_{0}$ is called a source of $\mathcal{Q}$ if we have $\xi_{\imath}>\xi_{\jmath}$ for any $\jmath \in \Delta_{0}$ with $\jmath \sim \imath$. In this case, we define a new Q -datum $s_{\imath} \mathcal{Q}=\left(\Delta, \sigma, s_{\imath} \xi\right)$ by setting

$$
\left(s_{\imath} \xi\right)_{\jmath}:=\xi_{\jmath}-2 d_{\bar{\imath}} \delta_{\imath, \jmath} \quad \text { for } \jmath \in \Delta_{0} .
$$

Note that, if $\mathcal{Q}$ satisfies (4.6), so does $s_{\imath} \mathcal{Q}$ for any source $\imath \in \Delta_{0}$ of $\mathcal{Q}$. We say that a sequence $\boldsymbol{i}=\left(\imath_{1}, \imath_{2}, \ldots\right)$ in $\Delta_{0}$ is adapted to $\mathcal{Q}$ if $\imath_{k}$ is a source of the Q-datum $s_{\imath_{k-1}} \cdots s_{\imath_{2}} s_{\imath_{1}} \mathcal{Q}$ for all
$k \in\{1,2, \ldots\}$. We have the following combinatorial result, which is crucial for our purposes. Recall the notion of commutation equivalence from Definition 2.5.
Proposition 5.1 ([FO21, $\S 3.5])$. For each $Q$-datum $\mathcal{Q}$ for $\mathfrak{g}$, there is a reduced word $\left(\imath_{1}, \ldots, \imath_{\ell}\right)$ for the longest element $w_{\circ}$ adapted to $\mathcal{Q}$, uniquely up to commutation-equivalence. Moreover, we have $s_{\imath_{\ell}} \cdots s_{\imath_{1}} \mathcal{Q}=\mathfrak{D}^{-1} \mathcal{Q}$.

Let $\boldsymbol{i}=\left(\iota_{k}\right)_{k \in \mathbb{N}} \in \Delta_{0}^{(\infty)}$ be a sequence satisfying the condition (1.1). In what follows, we use the notation

$$
n_{\boldsymbol{i}}(u):=\left|\left\{v \in \mathbb{N} \mid v<u, v_{v}=\imath_{u}\right\}\right| .
$$

Then we define the map $\rho_{i}: \mathbb{N} \rightarrow \widehat{\Delta}_{\leq \xi}$ by

$$
\rho_{\boldsymbol{i}}(u):=\left(l_{u}, \xi_{l_{u}}-2 d_{\bar{\imath}_{u}} n_{\boldsymbol{i}}(u)\right) .
$$

By the condition (1.1), $\rho_{i}$ is a bijection. We set $\bar{\rho}_{i}:=f \circ \rho_{i}: \mathbb{N} \rightarrow \widehat{I}_{\leq \xi}$.
For $(\imath, p),(\jmath, s) \in \widehat{\Delta}_{[\xi]}$, write $(\imath, p) \prec(\jmath, s)$ if $\imath \sim \jmath$ and $p=s+\min \left(d_{\bar{\imath}}, d_{\bar{\jmath}}\right)$. Taking the transitive closure of this relation, we obtain a partial ordering $\preceq$ on the set $\widehat{\Delta}_{[\xi]}$.
Remark 5.2. The Hasse diagram of the poset ( $\left.\widehat{\Delta}_{\leq \xi}, \preceq\right)$ is identical to the repetition quiver (restricted to $\widehat{\Delta}_{\leq \xi}$ ) in the sense of [FO21, §3.4].
Lemma 5.3. An infinite sequence $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ is adapted to $\mathcal{Q}$ if and only if the condition (1.1) is satisfied and the bijection $\rho_{i}^{-1}:\left(\widehat{\Delta}_{\leq \xi}, \preceq\right) \rightarrow(\mathbb{N}, \leq)$ is a morphism of posets.
Proof. It is easy to see that the condition (1.1) is satisfied if $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ is adapted to $\mathcal{Q}$. Then the assertion follows from the following observation: $(\imath, p) \in \widehat{\Delta}_{\leq \xi}$ is minimal if and only if $p=\xi_{\imath}$ and $\imath$ is a source of $\mathcal{Q}$. Moreover, if this is the case, we have $\widehat{\Delta}_{\leq \xi} \backslash\left\{\left(\imath, \xi_{\imath}\right)\right\}=\widehat{\Delta}_{\leq s_{\imath} \xi}$.
Lemma 5.4. Assume that two sequences $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}}$ and $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}$ are both adapted to $\mathcal{Q}$. Then $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ are commutation-equivalent by the transformation $\rho_{\boldsymbol{i}^{\prime}}^{-1} \circ \rho_{\boldsymbol{i}}$.
Proof. Letting $\pi:=\rho_{i^{\prime}}^{-1} \circ \rho_{\boldsymbol{i}} \in \mathfrak{S}_{\mathbb{N}}$, we have $\imath_{u}=\imath_{\pi(u)}^{\prime}$ for all $u \in \mathbb{N}$. Assume that two positive integers $u, v \in \mathbb{Z}$ satisfy $u<v$ and $\pi(u)>\pi(v)$. By Lemma 5.3, $\rho_{i}(u)$ and $\rho_{i}(v)$ are not comparable in $\left(\widehat{\Delta}_{\leq \xi}, \preceq\right)$. Then, we have $\imath_{u} \neq v_{v}$ and $\imath_{u} \nsim v_{v}$ (see [FO21, Remark 3.17] together with Remark 5.2). Therefore, we obtain the conclusion.
Example 5.5. Let $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{\mathbb{N}}$ be a sequence satisfying the condition

$$
\begin{cases}(1) & \left(\imath_{1}, \ldots, \imath_{\ell}\right) \text { is a reduced word for } w_{\circ} \text { adapted to } \mathcal{Q} \text {, and }  \tag{5.1}\\ (2) & \text { we have } \imath_{u+\ell}=\imath_{u}^{*} \text { for all } u \in \mathbb{N} .\end{cases}
$$

Then, the sequence $\boldsymbol{i}$ is adapted to $\mathcal{Q}$ by Proposition 5.1.
Example 5.6. Let $\left\{\left(\imath_{u}, p_{u}\right)\right\}_{u \in \mathbb{N}}$ be an arbitrary total ordering of the set $\widehat{\Delta}_{\leq \xi}$ satisfying $p_{1} \geq p_{2} \geq \cdots$. Then, the sequence $\boldsymbol{i}:=\left(t_{u}\right)_{u \in \mathbb{N}}$ is adapted to $\mathcal{Q}$ by Lemma 5.3 and we have $\rho_{\boldsymbol{i}}(u)=\left(\imath_{u}, p_{u}\right)$ for all $u \in \mathbb{N}$.

Following [HL16], we define the quiver $G$ as follows. The set of vertices of $G$ is $\widehat{I}$. For $(i, p),(j, s) \in \widehat{I}$, we assign an arrow $(i, p) \rightarrow(j, s)$ if

$$
c_{i j} \neq 0 \quad \text { and } \quad s-d_{j}=p-d_{i}+d_{i} c_{i j} .
$$

Let $G_{\leq \xi}$ denote the full subquiver of $G$ supported on the set $\widehat{I}_{\leq \xi}$.

Remark 5.7. We can always find a Q-datum $\mathcal{Q}$ for $\mathfrak{g}$ whose height function $\xi$ satisfies $-2 d_{\bar{\imath}}<\xi_{\imath} \leq 0$ for all $\imath \in \Delta_{0}$. In this case, the quiver $G_{\leq \xi}$ is identical to the quiver $G^{-}$defined in [HL16]. In this sense, the quiver $G_{\leq \xi}$ is a generalization of the quiver $G^{-}$.

Lemma 5.8 ([KKOP21b, Proposition 7.27]). For any sequence $\boldsymbol{i}$ adapted to $\mathcal{Q}$, the bijection $\bar{\rho}_{i}: \mathbb{N} \rightarrow \widehat{I}_{\leq \xi}$ induces the quiver isomorphism

$$
\Gamma_{i} \simeq G_{\leq \xi} .
$$

Proof. By Proposition 2.6 and Lemma 5.4, we may assume that $\boldsymbol{i}$ satisfies (5.1) in Example 5.5. Then, the assertion is identical to [KKOP21b, Proposition 7.27].

Example 5.9. We exhibit some examples of the quiver $G_{\leq \xi}$. Here the labeling of $I$ is as in Figure 1. The symbols $\star$ indicate the vertices $\left(\bar{\imath}, \xi_{2}\right)$ for $\imath \in \Delta_{0}$.

- Type $\mathrm{A}_{5}$ :

- Type $\mathrm{D}_{5}$ :

- Type $\mathrm{B}_{3}$ :

- Type $\mathrm{C}_{4}$ :

- Type $\mathrm{G}_{2}$ :


5.3. Technical complement. In this subsection, we often identify the automorphism $\sigma$ of $\Delta$ with the linear operator on P given by $\varpi_{\imath} \mapsto \varpi_{\sigma(\imath)}$ for any $\imath \in \Delta_{0}$. Given a Q-datum $\mathcal{Q}=(\Delta, \sigma, \xi)$, for each $i \in I$, let $i^{\circ}$ denote the unique vertex in the $\sigma$-orbit $i$ satisfying $\xi_{i^{\circ}}=\max \left\{\xi_{\imath} \mid \imath \in i\right\}$. We consider the following condition on $\mathcal{Q}$ :

For each $i \in I$ and $k \in\left[1, d_{i}-1\right]$, we have $\xi_{\sigma^{k}\left(i^{\circ}\right)}=\xi_{i^{\circ}}-2 k$.
Note that this condition is always satisfied unless $\mathfrak{g}$ is of type $\mathrm{B}_{n}$ or $\mathrm{F}_{4}$ (we underline however that our results and proofs below will be uniform for all types).
Proposition 5.10 ([FO21, Section 3.6]). There is a unique collection $\left\{\tau_{\mathcal{Q}}\right\}_{\mathcal{Q}} \subset \mathrm{W} \rtimes\langle\sigma\rangle$ labelled by Q-data for $\mathfrak{g}$ and characterized by the following conditions:
(1) If $\mathcal{Q}=(\Delta, \sigma, \xi)$ satisfies $(5.2)$, we have $\tau_{\mathcal{Q}}=s_{i_{1}^{\circ}} \cdots s_{i_{n}^{\circ}} \sigma$, where $\left(i_{1}, \ldots, i_{n}\right)$ is any total ordering of $I$ such that $\xi_{i_{1}^{\circ}} \geq \cdots \geq \xi_{i_{n}^{\circ}}$.
(2) If $\imath \in \Delta_{0}$ is a source of $\mathcal{Q}$, we have $\tau_{s_{\imath} \mathcal{Q}}=s_{\imath} \tau_{\mathcal{Q}} s_{\imath}$.

The element $\tau_{\mathcal{Q}}$ is called the generalized Coxeter element associated with $\mathcal{Q}$.
Lemma 5.11. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$, and $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{\mathbb{N}}$ a sequence adapted to $\mathcal{Q}$. Then, we have

$$
\begin{equation*}
w_{u}^{i} \varpi_{\imath_{u}}=\tau_{\mathcal{Q}}^{d_{\overline{\mathcal{L}}_{u}}\left(n_{\boldsymbol{i}}(u)+1\right)} \varpi_{\imath_{u}} \quad \text { for any } u \in \mathbb{N} \tag{5.3}
\end{equation*}
$$

Proof. Let $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{\mathbb{N}}$ be another sequence adapted to $\mathcal{Q}$. Thanks to Lemma 5.4, it follows that $w_{u}^{i} \varpi_{\imath_{u}}=w_{u^{\prime}}^{i^{\prime}} \varpi_{\imath_{u}^{\prime}}$ when $\imath_{u}=\imath_{u^{\prime}}^{\prime}$ and $n_{\boldsymbol{i}}(u)=n_{\boldsymbol{i}^{\prime}}\left(u^{\prime}\right)$. Therefore, it is enough to prove the assertion for a specific choice of $\boldsymbol{i}$ adapted to $\mathcal{Q}$.

First we assume that $\mathcal{Q}$ satisfies the condition (5.2). Let $I=\left\{i_{1}, \ldots, i_{n}\right\}$ be a total ordering such that $\xi_{i}^{\circ} \geq \cdots \geq \xi_{i_{n}^{\circ}}$ holds as in Proposition 5.10 (1). Then, we define a sequence $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}}$ by setting $\imath_{u}:=i_{u}^{\circ}$ for $u \in[1, n]$ and $\imath_{u+n}:=\sigma\left(\imath_{u}\right)$ for all $u \in \mathbb{N}$. It is easy to see that the sequence $\boldsymbol{i}$ is adapted to $\mathcal{Q}$. For this $\boldsymbol{i},(5.3)$ holds by a direct computation using Proposition 5.10 (1).

Next, we shall prove that (5.3) holds for Q-datum $s_{\imath} \mathcal{Q}$ assuming that it holds for $\mathcal{Q}$, where $\imath \in \Delta_{0}$ be a source of $\mathcal{Q}$. Let $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}}$ be a sequence adapted to $\mathcal{Q}$ such that $\imath_{1}=\imath$. Then the sequence $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}:=\partial_{+} \boldsymbol{i}$ is adapted to $s_{\imath} \mathcal{Q}$. Take any $u \in \mathbb{N}$ and set $\jmath:=\imath_{u}^{\prime}=\imath_{u+1}$. Under these assumptions, we have

$$
\begin{aligned}
\tau_{s_{\imath} \mathcal{Q}}^{d_{\bar{\jmath}}\left(n_{i^{\prime}}(u)+1\right)} \varpi_{\jmath} & =s_{\imath} \tau_{\mathcal{Q}}^{d_{\bar{\jmath}}\left(n_{i}(u+1)-\delta_{\imath, \jmath}+1\right)} s_{\imath} \varpi_{\jmath} & & \text { by Proposition } 5.10(2) \\
& =s_{\imath} \tau_{\mathcal{Q}}^{d_{\bar{\jmath}}\left(n_{i}(u+1)+1\right)} \varpi_{\jmath} & & \text { by } s_{\imath} \varpi_{\jmath}=w_{1}^{i} \varpi_{\jmath}=\tau_{\mathcal{Q}}^{d_{\mathcal{\jmath}} \delta_{\imath, \jmath} \varpi_{\jmath}} \\
& =s_{\imath} w_{u+1}^{i} \varpi_{\jmath} & & \text { by }(5.3) \text { for } \boldsymbol{i} \\
& =w_{u}^{i^{\prime}} \varpi_{\jmath} . & &
\end{aligned}
$$

Thus we get (5.3) for $s_{\imath} \mathcal{Q}$.
Finally, recall that every Q-datum can be obtained from one satisfying (5.2) by applying source reflections (see [FO21, Equation (3.11)]). Therefore, we conclude that (5.3) holds for any Q -datum $\mathcal{Q}$ for $\mathfrak{g}$.
5.4. Isomorphism of quantum tori. We establish first isomorphisms of quantum tori. Again, we fix a Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ for $\mathfrak{g}$.

Proposition 5.12. Let $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ be a sequence adapted to $\mathcal{Q}$ and $\Lambda_{\boldsymbol{i}}=\left(\Lambda_{u, v}\right)_{u, v \in \mathbb{N}}$ the skewsymmetric matrix defined by (1.2). For any $u, v \in \mathbb{N}$, we have

$$
\begin{equation*}
\Lambda_{u, v}=\mathscr{N}\left(m^{(\imath)}\left[p, \xi_{2}\right], m^{(\jmath)}\left[s, \xi_{\jmath}\right]\right), \tag{5.4}
\end{equation*}
$$

where $(\imath, p)=\rho_{\boldsymbol{i}}(u)$ and $(\jmath, s)=\rho_{\boldsymbol{i}}(v)$.
Proof. Thanks to Proposition 2.6 and Lemma 5.4, it is enough to prove the assertion for a specific sequence $\boldsymbol{i}$ adapted to $\mathcal{Q}$. Therefore, we may assume that our $\boldsymbol{i}$ is as in Example 5.6. Moreover, since the both sides of (5.4) are skew-symmetric, we may assume that $u<v$. Under these assumptions, we have $s \leq p$. Applying [FHOO22, Proposition 8.4], we find that

$$
\mathscr{N}\left(m^{(2)}\left[p, \xi_{\imath}\right], m^{(\jmath)}\left[s, \xi_{\jmath}\right]\right)=\left(\varpi_{\imath}-\tau_{\mathcal{Q}}^{d_{\imath}\left(n_{i}(u)+1\right)} \varpi_{\imath}, \varpi_{\jmath}+\tau_{\mathcal{Q}}^{d_{\overline{\mathcal{L}}}\left(n_{i}(v)+1\right)} \varpi_{\jmath}\right),
$$

where $\tau_{\mathcal{Q}}$ denotes the generalized Coxeter element associated with $\mathcal{Q}$ (see $\S 5.3$ above). Here we remind that $p=\xi_{\imath}-2 d_{\bar{\imath}} n_{\boldsymbol{i}}(u)$ and $s=\xi_{\jmath}-2 d_{\bar{\jmath}} n_{\boldsymbol{i}}(v)$. Now, we obtain the desired equality (5.4) by Lemma 5.11.

Corollary 5.13. Let $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ be a sequence adapted to $\mathcal{Q}$. We have an isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\widetilde{\eta}_{i}: \mathcal{T}\left(\Lambda_{i}\right) \simeq \mathcal{Y}_{t, \leq \xi} \quad \text { given by } X_{u} \mapsto \underline{m^{(2)}\left[p, \xi_{2}\right]} \text { for } u \in \mathbb{N} \text {, }
$$

where $(\imath, p)=\rho_{i}(u)$. In addition, we have $\widetilde{\eta}_{i} \circ \overline{(\cdot)}=\overline{(\cdot)} \circ \widetilde{\eta}_{i}$.
Proof. For each $(\imath, p) \in \widehat{\Delta}_{\leq \xi}$, we have $Y_{\bar{\imath}, p}=m^{(\imath)}\left[p, \xi_{2}\right] / m^{(2)}\left[p+2 d_{\bar{\imath}}, \xi_{\imath}\right]$. This implies that the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra $\mathcal{Y}_{t, \leq \xi}$ is generated by $\left.\left\{\underline{m^{(\imath)}\left[p, \xi_{l}\right]}\right\}\right\}_{(2, p) \in \widehat{\Delta}_{\leq \xi}}$. Then, Proposition 5.12 asserts that the presentation of $\mathcal{Y}_{t, \leq \xi}$ in terms these generators is identical to that of $\mathcal{T}\left(\Lambda_{i}\right)$ in $\S 1.3$ under the correspondence $X_{u} \mapsto \underline{m^{(2)}\left[p, \xi_{2}\right]}$ as in the statement. Thus, we have the isomorphism $\widetilde{\eta}_{i}$. The compatibility with the bar involutions is obvious from the definition.

We conclude this subsection by the following important observation.
Proposition 5.14 ([HL16, Lemma 4.15]). Let $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ be a sequence adapted to $\mathcal{Q}$. For $u \in \mathbb{N}$, we set $\boldsymbol{e}_{u}=\left(\delta_{k u}\right)_{k \in \mathbb{N}} \in \mathbb{Z}^{\oplus \mathbb{N}}$, and

$$
\boldsymbol{b}_{u}=\widetilde{B}_{\boldsymbol{i}} \boldsymbol{e}_{u}=\sum_{k \in \mathbb{N}} b_{k, u} \boldsymbol{e}_{k} .
$$

Then we have

$$
\widetilde{\eta}_{i}\left(X^{\boldsymbol{b}_{u}}\right)=\underline{A_{i, p-d_{i}}^{-1}}
$$

where $(i, p)=\bar{\rho}_{\boldsymbol{i}}(u)$.
Proof. We know that $\widetilde{\eta}_{i}\left(X^{\boldsymbol{b}_{u}}\right)=t^{a / 2} \underline{A_{i, p-d_{i}}^{-1}}$ for some $a \in \mathbb{Z}$ by Lemma 5.8 and the observation similar to the proof of [HL16, Lemma 4.15]. We can conclude that $a=0$ since $\widetilde{\eta}_{i}$ is compatible with the bar involutions on $\mathcal{T}\left(\Lambda_{i}\right)$ and $\mathcal{Y}_{t, \leq \xi}$.
5.5. Cluster structure on $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$. We prove the main result of this section: $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ has a quantum cluster algebra structure. Using the isomorphism $\widetilde{\eta}_{i}$ of quantum tori in Corollary 5.13, we use the approach in [HL16, Bit21]: to identify the respective images in the quantum tori, for the first inclusion we prove that the generators $F_{t}\left(Y_{i, p}\right)$ correspond to some quantum cluster variables (by using quantum $T$-systems) and then we show a stability property of the quantum Grothendieck ring by quantum cluster mutation for the other inclusion.

Recall one of the main results of [HL16].
Theorem 5.15 ([HL16, Theorem 5.1]). The Grothendieck ring $K\left(\mathscr{C}^{-}\right)$has a cluster algebra structure so that the classes of Kirillov-Reshetikhin modules in $K\left(\mathscr{C}^{-}\right)$are cluster variables.

The proof of the following Theorem is a generalization of the proof of [HL16, Theorem 5.1] above, and that of [Bit21, Theorem 5.2.4] for the quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}^{-}\right)$of type ADE. Here $\mathscr{C}^{-}$is a special example of the category $\mathscr{C}_{\leq \xi}$ with $\xi$ satisfying the condition $-2 d_{\bar{\imath}}<\xi_{\imath} \leq 0$ for all $\imath \in \Delta_{0}$ (cf. Remark 5.7).

Theorem 5.16. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$ and $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}} \in \Delta_{0}^{\mathbb{N}}$ a sequence adapted to $\mathcal{Q}$. There is a unique isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras $\eta_{i}: \mathcal{A}_{\boldsymbol{i}} \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ which makes the following diagram commute:


Moreover, when $m$ is a dominant monomial of a $K R$ module in $\mathscr{C} \leq \xi$, the element $F_{t}(m)$ corresponds to a cluster variable of $\mathcal{A}_{\boldsymbol{i}}$ under the isomorphism $\eta_{i}$.

Proof. Let $\mathcal{K}_{t, \leq \xi} \subset \mathcal{Y}_{t, \leq \xi}$ be the image of $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ under the truncation map $(\cdot)_{\leq \xi}$. To establish the isomorphism $\eta_{i}$, it is enough to show that $\widetilde{\eta}_{i}\left(\mathcal{A}_{i}\right)=\mathcal{K}_{t, \leq \xi}$.

First, we shall show $\widetilde{\eta}_{i}\left(\mathcal{A}_{i}\right) \supset \mathcal{K}_{t, \leq \xi}$. Since $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ is generated by the elements $F_{t}\left(Y_{i, p}\right)$, it is enough to prove that $F_{t}\left(Y_{i, p}\right)_{\leq \xi} \in \widetilde{\eta}_{\boldsymbol{i}}\left(\mathcal{A}_{\boldsymbol{i}}\right)$ for all $(i, p) \in \widehat{I}_{\leq \xi}$. It follows from the following more general assertion: for any $k \in \mathbb{N}_{0}$, and $u \in \mathbb{N}$, we have

$$
\begin{equation*}
\widetilde{\eta}_{i}\left(\partial_{+}^{*}\right)^{k} X_{u}=F_{t}^{(\imath)}\left[p,\left(s_{\imath_{k}} \cdots s_{\imath_{1}} \xi\right)_{\imath}\right]_{\leq \xi} \quad \text { if } \rho_{\partial_{+}^{k} i}(u)=(\imath, p), \tag{5.6}
\end{equation*}
$$

where $\left(\partial_{+}^{*}\right)^{k}$ denotes the composition of the homomorphisms

$$
\mathcal{A}_{\partial_{+}^{k} i} \xrightarrow{\partial_{+}^{*}} \mathcal{A}_{\partial_{+}^{k-1} i} \xrightarrow{\partial_{+}^{*}} \cdots \xrightarrow{\partial_{+}^{*}} \mathcal{A}_{\partial_{+} i} \xrightarrow{\partial_{+}^{*}} \mathcal{A}_{\boldsymbol{i}}
$$

and $X_{u}$ denotes the $u$-th initial cluster variable of $\mathcal{A}_{\partial_{+}^{k} i}$. Once we have the assertion 5.6, it follows that $\widetilde{\eta}_{i}^{-1} F_{t}(m)_{\leq \xi}$ is a cluster variable for all dominant monomial $m$ corresponding to a KR module in $\mathscr{C}_{\leq \xi}$, since every $F_{t}^{(2)}[p, s]_{\leq \xi}$ (with $(\imath, p),(\imath, s) \in \widehat{I}_{\leq \xi}, p \leq s$ ) appears in the RHS of the equality (5.6) when $k$ and $u$ vary. This proves the last assertion in the statement.

Let us outline the proof of (5.6), which is the same as those of previous works [HL16, Bit21]. It proceeds by transfinite induction on $(k, u) \in \mathbb{N}_{0} \times \mathbb{N}$ along the lexicographic order. When $k=0$, (5.6) holds for all $u \in \mathbb{N}$ by Lemma 4.9 and the definition of $\widetilde{\eta}_{i}$ in Corollary 5.13. Let us discuss the case when $k=1$. We set $\imath:=\imath_{1}$ and recall the notation $\mu_{+}$and $\sigma_{+}$which appeared in the definition of $\partial_{+}^{*}$ in $\S 2.3$. For each $u \in \mathbb{N}$, let $X_{u}^{\prime}:=\mu_{+}^{*} X_{u}$ be the mutated
cluster variable so that we have $\partial_{+}^{*} X_{\sigma_{+}(u)}=X_{u}^{\prime}$. Note that $X_{u}^{\prime}=X_{u}$ if $\imath_{u} \neq \imath$. For any $v \in \mathbb{N}$ with $\imath_{v}=\imath$, we have the exchange relation

$$
\begin{equation*}
X_{v}^{\prime} X_{v}=t^{a} X_{v_{i}^{-}}^{\prime} X_{v_{i}^{+}}+t^{b} \prod_{\jmath \sim \imath}^{\rightarrow} X_{v_{i}^{+}(\jmath)} \tag{5.7}
\end{equation*}
$$

for some $a, b \in \frac{1}{2} \mathbb{Z}$ (see the proof of Lemma 2.12 and Lemma 2.13). Now, we want to show that $\widetilde{\eta}_{\boldsymbol{i}}\left(X_{v}^{\prime}\right)=F_{t}^{(\imath)}\left[p, \xi_{\imath}\right)_{\leq \xi}$ if $\rho_{\boldsymbol{i}}(v)=\left(\imath, p+2 d_{\bar{\imath}}\right)$, which is equivalent to (5.6) for $(k, u)=\left(1, \sigma_{+}(v)\right)$ (note that $\rho_{\partial_{+} i}\left(\sigma_{+}(v)\right)=(\imath, p)$ in this case). By induction, we assume that $\widetilde{\eta}_{i}\left(X_{v_{i}^{-}}^{\prime}\right)=$ $F_{t}^{(\imath)}\left(p, \xi_{\imath}\right)_{\leq \xi}$. Then, from (5.7), we deduce that $\widetilde{\eta}_{\boldsymbol{i}}\left(X_{v}^{\prime}\right)$ is the unique bar invariant element of the form

$$
\left(t^{a} F_{t}^{(\imath)}\left[p, \xi_{\imath}\right]_{\leq \xi} F_{t}^{(\imath)}\left(p, \xi_{\imath}\right)_{\leq \xi}+t^{b} \prod_{\jmath \sim \imath}^{\rightarrow} F_{t}^{(\jmath)}\left(p, \xi_{\imath}\right)_{\leq \xi}\right)\left(F_{t}^{(\imath)}\left(p, \xi_{\imath}\right]_{\leq \xi}\right)^{-1}
$$

On the other hand, the truncation of the quantum $T$-system equation (4.8) tells us that the same property also characterizes the element $F_{t}^{(\imath)}\left[p, \xi_{\imath}\right)_{\leq \xi}$. Therefore, we obtain the equality $\widetilde{\eta}_{i}\left(X_{v}^{\prime}\right)=F_{t}^{(\imath)}\left[p, \xi_{\imath}\right)_{\leq \xi}$, which completes the proof of (5.6) for $k=1$. The proof for the case $k>1$ is similar and hence we omit it.

Next, we shall prove the opposite inclusion $\widetilde{\eta}_{\boldsymbol{i}}\left(\mathcal{A}_{\boldsymbol{i}}\right) \subset \mathcal{K}_{t, \leq \xi}$. Take a reduced word $\left(\jmath_{1}, \ldots, \jmath_{\ell}\right)$ of the longest element $w_{0}$ adapted to the Q-datum $\mathfrak{D} \mathcal{Q}$. Then we define a sequence $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}$ so that $\imath_{u}^{\prime}=\jmath_{u}$ for $1 \leq u \leq \ell$ and $\imath_{u+\ell}^{\prime}=\imath_{u}$ for any $u \in \mathbb{N}$. By Proposition 5.1, $\boldsymbol{i}^{\prime}$ is adapted to $\mathfrak{D Q}$, and obviously we have $\partial_{+}^{\ell} \boldsymbol{i}^{\prime}=\boldsymbol{i}$. Consider the following diagram:


A priori, it is not clear whether (5.8) commutes (but we will see that actually it does). Letting $\zeta:=\widetilde{\eta}_{\boldsymbol{i}^{\prime}} \circ\left(\partial_{+}^{*}\right)^{\ell}$, we shall prove that $\zeta(x) \in \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ and $\zeta(x)_{\leq \xi}=\widetilde{\eta}_{\boldsymbol{i}}(x)$ for any quantum cluster variable $x \in \mathcal{A}_{\boldsymbol{i}}$ by induction on the distance from the initial cluster. When $x$ is an initial quantum cluster variable, it follows from (5.6) (with $k=\ell$ ), Proposition 5.1 and Lemma 4.6. Let $x$ be a quantum cluster variable obtained by the exchange relation $x x^{\prime}=y_{1}+y_{2}$, where $x^{\prime}$ is another quantum cluster variable and $y_{1}, y_{2}$ are quantum cluster monomials multiplied by some powers of $t^{ \pm 1 / 2}$. By induction, we assume that $\zeta(z) \in \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ and $\zeta(z)_{\leq \xi}=\widetilde{\eta}_{\boldsymbol{i}}(z)$ for $z \in\left\{x^{\prime}, y_{1}, y_{2}\right\}$. Since $\zeta$ is an algebra homomorphism, we have

$$
\begin{equation*}
\zeta(x) \zeta\left(x^{\prime}\right)=\zeta\left(y_{1}\right)+\zeta\left(y_{2}\right) \in \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right) \tag{5.9}
\end{equation*}
$$

Then, Lemmas $4.1 \& 4.6$ imply that $\zeta(x) \in \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$. Recall that the restriction of $(\cdot)_{\leq \xi}$ to $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ is an algebra homomorphism. We apply it to the equation (5.9) to find

$$
\zeta(x)_{\leq \xi} \widetilde{\eta}_{i}\left(x^{\prime}\right)=\widetilde{\eta}_{i}\left(y_{1}\right)+\widetilde{\eta}_{\boldsymbol{i}}\left(y_{2}\right)=\widetilde{\eta}_{\boldsymbol{i}}(x) \widetilde{\eta}_{\boldsymbol{i}}\left(x^{\prime}\right)
$$

which implies that $\zeta(x)_{\leq \xi}=\widetilde{\eta}_{\boldsymbol{i}}(x)$. Thus, we have proved that $\widetilde{\eta}_{i}(x) \in \mathcal{K}_{t, \leq \xi}$ for any quantum cluster variable $x \in \mathcal{A}_{\boldsymbol{i}}$.

For future use, we remark the following.

Lemma 5.17. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$ and $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ a sequence adapted to $\mathcal{Q}$. For each $(i, p) \in \widehat{I}_{\leq \xi}$, the element $\eta_{i}^{-1} F_{t}\left(Y_{i, p}\right)$ is a quantum cluster variable whose degree is $\boldsymbol{e}_{u}-\boldsymbol{e}_{u_{i}^{-}}$, where $\bar{\rho}_{i}(u)=(i, p)$.
Proof. By (5.6), we have $\eta_{i}^{-1} F_{t}\left(Y_{i, p}\right)=\left(\partial_{+}^{*}\right)^{u-1} X_{1}$. Therefore, the assertion follows from Lemma 2.16.
5.6. Relation to the HLO isomorphisms. Let $\boldsymbol{i}=\left(\imath_{1}, \ldots, \imath_{\ell}\right)$ be a reduced word for the longest element adapted to $\mathcal{Q}$ (recall Proposition 5.1). We extend it to be an infinite sequence $\tilde{\boldsymbol{i}}=\left(\imath_{u}\right)_{u \in \mathbb{N}}$ adapted to $\mathcal{Q}$. Such an extension always exists, see Example 5.5. From the discussion in [FHOO22, §8.2], we can deduce that the isomorphism $\eta_{\tilde{i}}: \mathcal{A}_{\tilde{\boldsymbol{i}}} \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$ in Theorem 5.16 restricted to $\mathcal{A}_{t}\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{\boldsymbol{i}}\right)$ yields the isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebras

$$
\eta_{i}: \mathcal{A}_{\tilde{i}}^{\ell}=\mathcal{A}_{t}\left(\widetilde{B}_{\boldsymbol{i}}, \Lambda_{i}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}}\right),
$$

which does not depend on the choice of extension $\tilde{\boldsymbol{i}}$ of $\boldsymbol{i}$. Moreover, the composition

$$
\Phi_{\mathcal{Q}}=\eta_{i} \circ \varphi_{i}^{-1}: \mathcal{A}_{t}\left[N_{-}\right] \simeq \mathcal{A}_{t}\left(\widetilde{B}_{i}, \Lambda_{i}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}}\right)
$$

only depends on the Q -datum $\mathcal{Q}$ (that is, it does not depend on the reduced word $\boldsymbol{i}$ adapted to $\mathcal{Q}$, see Propositions $2.6,3.3, \& 5.1$ ) and it is identical to the isomorphism in [HL15, §6], [HO19, §10], [FHOO22, §8.2], which is called the HLO isomorphism in [FHOO22].

## 6. Isomorphisms among quantum Grothendieck rings and applications

We give in Theorem 6.3 a cluster theoreticalal interpretation of the isomorphisms among the quantum Grothendieck rings constructed in [FHOO22], together with their canonical basis (Corollary 6.4). This leads to a quantum version of the monoidal categorification Theorem of [KKOP21b] for the categories $\mathscr{C}_{\leq \xi}$ (Theorem 6.6): the quantum cluster monomials belong to the canonical basis. We obtain several applications, including the proof of the positivity conjecture of ( $q, t$ )-characters (Corollary 6.12) and the proof of the Kazhdan-Lusztig conjecture for reachable modules (Corollary 6.10).
6.1. Isomorphisms among quantum Grothendieck rings. We recall the isomorphisms among the quantum Grothendieck rings constructed in [FHOO22].

Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a Q -datum for $\mathfrak{g}$. Take another complex simple Lie algebra $\mathfrak{g}^{\prime}$ and a Q-datum $\mathcal{Q}^{\prime}=\left(\Delta^{\prime}, \sigma^{\prime}, \xi^{\prime}\right)$ for $\mathfrak{g}^{\prime}$. We assume $\Delta \simeq \Delta^{\prime}$, that is, we assume either that $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$ are related by (un)folding, or that $\mathfrak{g} \simeq \mathfrak{g}^{\prime}$ holds. In what follows, we identify $\Delta$ with $\Delta^{\prime}$, and in particular we have $\Delta_{0}=\Delta_{0}^{\prime}$. To avoid a possible confusion, we often denote a mathematical object $X$ by $X^{\prime}$ when it is associated with $\mathfrak{g}^{\prime}$. For example, we denote by $\mathscr{C}^{\prime}$ the category of finite-dimensional $U_{q}\left(L \mathfrak{g}^{\prime}\right)$-modules of type 1 , and by $\mathfrak{D}^{\prime \pm 1}$ the duality functors on $\mathscr{C}^{\prime}$. In [FHOO22], we proved the following.

Theorem 6.1 ([FHOO22, §10.3]). With the above assumption, there exists a unique isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\Psi \equiv \Psi\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right): \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}^{\prime}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)
$$

satisfying the following properties:
(1) restricted to the subalgebra $\mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}^{\prime}}^{\prime}\right)$, it coincides with the isomorphism

$$
\Phi_{\mathcal{Q}} \circ \Phi_{\mathcal{Q}^{\prime}}^{-1}: \mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}^{\prime}}^{\prime}\right) \simeq \mathcal{A}_{t}\left[N_{-}\right] \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}}\right),
$$

(2) we have $\Psi \circ \mathfrak{D}_{t}^{\prime \pm 1}=\mathfrak{D}_{t}^{ \pm 1} \circ \Psi$.

Moreover, the isomorphism $\Psi$ induces a bijection between the ( $q, t$ )-characters of simple modules.

Note that the isomorphism $\Psi$ restricts to the isomorphism

$$
\mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{\prime k} \xi^{\prime}}^{\prime}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{k} \xi}\right)
$$

which induces a bijection between the canonical bases $\mathbf{L}_{t, \leq \mathfrak{D}^{\prime k} \xi^{\prime}}^{\prime}$ and $\mathbf{L}_{t, \leq \mathfrak{D}^{k} \xi}$ for all $k \in \mathbb{Z}$.
We conclude this section by mentioning a related work by Kashiwara, Kim, Park and the third named author. Though this observation will not be used in this paper, it is of interest itself. In [KKOP21a], a collection of automorphisms $\left\{\sigma_{\nu}\right\}_{\imath \in \Delta_{0}}$ is constructed on the localized quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \otimes_{\mathbb{Z}\left[t^{ \pm 1 / 2}\right]} \mathbb{Q}\left(t^{1 / 2}\right)$, which satisfies the braid group relations. When $\mathfrak{g}=\mathfrak{g}^{\prime}$ and $\mathcal{Q}=s_{\imath} \mathcal{Q}^{\prime}$ with $\imath \in \Delta_{0}$ being a source of $\mathcal{Q}^{\prime}$, it is easy to see that the isomorphism $\Psi\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right)$ in Theorem 6.1 is identical to the automorphism $\sigma_{\imath}$ after the localization. In particular, we obtain the following.

Proposition 6.2. The braid group symmetry given by the automorphisms $\left\{\sigma_{\imath}\right\}_{\imath \in \Delta_{0}}$ in [KKOP21a] respects the canonical basis of $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$.
6.2. Cluster theoretical interpretation of the isomorphisms. Let us choose an infinite sequence $\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}}\left(\right.$ resp. $\left.\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}\right)$ satisfying the condition (5.1) in Example 5.5 with respect to $\mathcal{Q}$ (resp. $\mathcal{Q}^{\prime}$ ). Recall the notation $\gamma_{k}$ and $\beta_{k}$ from $\S 2.1$ and $\S 2.2$ respectively. We choose and fix a finite sequence $\boldsymbol{\tau}=\left(\tau_{1}, \ldots, \tau_{l}\right)$ in $\left\{\gamma_{1}, \ldots, \gamma_{\ell-1}\right\} \cup\left\{\beta_{1}, \ldots, \beta_{\ell-2}\right\}$ such that

$$
\left(\imath_{1}^{\prime}, \ldots \imath_{\ell}^{\prime}\right)=\tau_{1} \cdots \tau_{l}\left(\imath_{1}, \ldots, \imath_{\ell}\right)
$$

For each $n \in \mathbb{N}_{0}$, we have the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra isomorphism

$$
\hat{\boldsymbol{\tau}}^{(n) *}:=\hat{\tau}_{l}^{(n) *} \cdots \hat{\tau}_{1}^{(n) *}: \mathcal{A}_{i^{\prime}}^{n \ell} \rightarrow \mathcal{A}_{i}^{n \ell}
$$

where we set

$$
\hat{\gamma}_{k}^{(n) *}:=\gamma_{k}^{*} \gamma_{k+\ell}^{*} \cdots \gamma_{k+(n-1) \ell}^{*}, \quad \hat{\beta}_{k}^{(n) *}:=\beta_{k}^{*} \beta_{k+\ell}^{*} \cdots \beta_{k+(n-1) \ell}^{*} .
$$

Note that $\varepsilon_{1}^{*} \varepsilon_{2}^{*}=\varepsilon_{2}^{*} \varepsilon_{1}^{*}$ whenever $\varepsilon_{i} \in\left\{\gamma_{k+n_{i} \ell}\right\}_{k \in[1, \ell-1]} \cup\left\{\beta_{k+n_{i} \ell}\right\}_{k \in[1, \ell-2]}$ and $n_{1} \neq n_{2}$. Recall that we have $\mathcal{A}_{\boldsymbol{i}}=\bigcup_{n} \mathcal{A}_{i}^{n \ell}$ and $\mathcal{A}_{i^{\prime}}=\bigcup_{n} \mathcal{A}_{i^{\prime}}^{n \ell}$. Taking the inductive limit, we obtain the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra isomorphism

$$
\hat{\boldsymbol{\tau}}^{*}:=\lim _{n \rightarrow \infty} \hat{\boldsymbol{\tau}}^{(n) *}: \mathcal{A}_{i^{\prime}} \rightarrow \mathcal{A}_{i} .
$$

By construction, the isomorphism $\hat{\boldsymbol{\tau}}^{*}$ induces a bijection between the sets of quantum cluster monomials.

The following is one of the main theorems of this section and gives a cluster theoretical interpretation of the isomorphism $\Psi$. Our proof has two steps: we study first the result for subcategories $\mathscr{C}_{\mathcal{Q}}$, and then we extend it to the categories $\mathscr{C}_{\leq \xi}$ using the dualities $\mathfrak{D}_{t}$.
Theorem 6.3. In the situation described above, the following diagram commutes:


Proof. Let $\mathbf{T}:=\eta_{i} \circ \hat{\boldsymbol{\tau}}^{*} \circ \eta_{\boldsymbol{i}^{\prime}}^{-1}$. We have to show $\mathbf{T}=\Psi$. By the characterization of the isomorphism $\Psi$ in Theorem 6.1, it suffices to prove
(1) $\mathbf{T}=\Psi$ after restricted to $\mathcal{K}_{t}\left(\mathscr{C}_{\mathcal{Q}^{\prime}}^{\prime}\right)$, and
(2) $\mathbf{T} \circ \mathfrak{D}_{t}^{\prime-1}=\mathfrak{D}_{t}^{-1} \circ \mathbf{T}$.

Restricting (6.1) to $\mathcal{A}_{i^{\prime}}^{\ell} \simeq \mathcal{A}_{t}\left(\widetilde{B}_{i^{\prime}}, \Lambda_{i^{\prime}}\right)$, we obtain


We know that all of the 4 small triangles in the diagram (6.2) commute thanks to Corollary 3.4, the discussion in $\S 5.6$, and Theorem 6.1 (1). Thus, the large square in (6.2) also commutes, which proves (1).

Next, we shall prove (2). Note that $\boldsymbol{i}=\partial_{+}^{\ell} \boldsymbol{i}^{*}$ with $\boldsymbol{i}^{*}=\left(\imath_{u}^{*}\right)_{u \in \mathbb{N}}$. Since $\widetilde{B}_{\boldsymbol{i}}=\widetilde{B}_{\boldsymbol{i}^{*}}$ and $\Lambda_{i}=\Lambda_{i^{*}}$, there is the obvious isomorphism $\nu: \mathcal{A}_{i^{*}} \simeq \mathcal{A}_{\boldsymbol{i}}$ identifying $X_{u}$ for all $u \in \mathbb{N}$. Then, we have the identity

$$
\begin{equation*}
\eta_{i} \circ \nu \circ\left(\partial_{+}^{*}\right)^{\ell}=\mathfrak{D}_{t}^{-1} \circ \eta_{i} \tag{6.3}
\end{equation*}
$$

which relates the homomorphisms $\left(\partial_{+}^{*}\right)^{\ell}: \mathcal{A}_{\boldsymbol{i}} \rightarrow \mathcal{A}_{i^{*}}$ and $\mathfrak{D}_{t}^{-1}: \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right) \rightarrow \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$. Indeed, by Lemmas $2.16 \& 5.17$ and Proposition 5.1, we see that the cluster variables

$$
\eta_{\boldsymbol{i}}^{-1} \mathfrak{D}_{t}^{-1} F_{t}\left(Y_{i, p}\right) \quad \text { and } \quad \nu\left(\partial_{+}^{*}\right)^{\ell} \eta_{\boldsymbol{i}}^{-1} F_{t}\left(Y_{i, p}\right)
$$

share the same degree, and hence they coincide for all $(i, p) \in \widehat{I}_{\leq \xi}$ (see Theorem A.8). Since the elements $\left\{F_{t}\left(Y_{i, p}\right)\right\}_{(i, p) \in \hat{I}_{\leq \xi}}$ generate the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$, we get (6.3). In the same way, we have the analogous identity for $\boldsymbol{i}^{\prime}$. In addition, for any cluster monomial $x \in \mathcal{A}_{\boldsymbol{i}^{\prime}}$ whose degree belongs to the cone $C_{i^{\prime}}$ (see (2.5) for its definition), we have

$$
\begin{equation*}
\hat{\boldsymbol{\tau}}^{*} \nu\left(\partial_{+}^{*}\right)^{\ell} x=\nu\left(\partial_{+}^{*}\right)^{\ell} \hat{\boldsymbol{\tau}}^{*} x . \tag{6.4}
\end{equation*}
$$

Indeed, the degrees of both sides of (6.4) coincide by Lemmas 2.16 \& 2.17 and the definition of $\hat{\boldsymbol{\tau}}^{*}$. Now, we have

$$
\begin{aligned}
\mathbf{T} \mathfrak{D}_{t}^{-1} F_{t}\left(Y_{i, p}\right) & =\eta_{i} \hat{\boldsymbol{\tau}}^{*} \eta_{\boldsymbol{i}^{\prime}}^{-1} \mathfrak{D}_{t}^{\prime-1} F_{t}\left(Y_{i, p}\right) & & \\
& =\eta_{i} \hat{\boldsymbol{\tau}}^{*} \nu\left(\partial_{+}^{*}\right)^{\ell} \eta_{\boldsymbol{i}^{\prime}}^{-1} F_{t}\left(Y_{i, p}\right) & & \text { by }(6.3) \text { for } \boldsymbol{i}^{\prime} \\
& =\eta_{i} \nu\left(\partial_{+}^{*}\right)^{\ell} \hat{\boldsymbol{\tau}}^{*} \eta_{\boldsymbol{i}^{\prime}}^{-1} F_{t}\left(Y_{i, p}\right) & & \text { by }(6.4) \\
& =\mathfrak{D}_{t}^{-1} \eta_{i} \hat{\boldsymbol{\tau}}^{*} \eta_{i^{\prime}}^{-1} F_{t}\left(Y_{i, p}\right) & & \text { by }(6.3) \text { for } \boldsymbol{i} \\
& =\mathfrak{D}_{t}^{-1} \mathbf{T} F_{t}\left(Y_{i, p}\right) & &
\end{aligned}
$$

for any $(i, p) \in \widehat{I}_{\leq \xi^{\prime}}$. Since the elements $\left\{F_{t}\left(Y_{i, p}\right)\right\}_{(i, p) \in \hat{I}_{\leq \xi}}$ generate the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$, we obtain the claim (2).
Corollary 6.4. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ and $\mathcal{Q}^{\prime}=\left(\Delta^{\prime}, \sigma^{\prime}, \xi^{\prime}\right)$ be two $Q$-data such that $\Delta=\Delta^{\prime}$ as above. For any sequences $\boldsymbol{i}, \boldsymbol{i}^{\prime} \in \Delta_{0}^{\mathbb{N}}$ adapted to $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ respectively, the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra isomorphism $\eta_{i}^{-1} \circ \Psi\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right) \circ \eta_{i^{\prime}}$ induces a bijection between the set of quantum cluster monomials in $\mathcal{A}_{\boldsymbol{i}^{\prime}}$ and the set of quantum cluster monomials in $\mathcal{A}_{\boldsymbol{i}}$.

Proof. In view of Proposition 2.6, Lemma 5.4 and Example 5.5, it is enough to prove the assertion when both $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ are satisfying the condition (5.1). In this case, it is immediate from Theorem 6.3.
6.3. Quantization of monoidal categorification theorem. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a Qdatum for $\mathfrak{g}$, and $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ a sequence adapted to $\mathcal{Q}$. Let $\overline{\mathcal{A}}_{\boldsymbol{i}}:=\overline{\mathcal{A}}\left(\widetilde{B}_{\boldsymbol{i}}\right)$ denote the (classical) cluster algebra associated with $\widetilde{B}_{i}$, which comes with the evaluation map ev $t=1: \mathcal{A}_{i} \rightarrow \overline{\mathcal{A}}_{i}$. Specializing $t$ to 1 , in Theorem 5.16, we obtain the isomorphism of commutative algebras $\bar{\eta}_{i}: \overline{\mathcal{A}}_{i} \rightarrow K(\mathscr{C} \leq \xi)$. For example, this is the isomorphism of [HL16] for the category $\mathscr{C}^{-}$. Precisely, we define $\bar{\eta}_{i}$ to be the unique isomorphism which makes the following diagram commute:


Here, we remind the important monoidal categorification theorem established by Kashiwara, Kim, Park, and the third named author.
Theorem 6.5 ([KKOP21b, §8]). The isomorphism $\bar{\eta}_{i}$ sends each cluster monomial of the cluster algebra $\overline{\mathcal{A}}_{\boldsymbol{i}}$ to the class of a simple object of the category $\mathscr{C} \leq \xi$.

Now, we shall prove a quantum analog of this result.
Theorem 6.6. The isomorphism $\eta_{i}$ sends each quantum cluster monomial of the quantum cluster algebra $\mathcal{A}_{\boldsymbol{i}}$ to an element of the canonical basis $\mathbf{L}_{t, \leq \xi}$ of the quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$. More precisely, we have $\eta_{i}(x)=L_{t}(m)$ for any quantum cluster monomial $x \in \mathcal{A}_{\boldsymbol{i}}$, where $m \in \mathcal{M}_{\leq \xi}$ is the unique dominant monomial such that $\bar{\eta}_{i}\left(\mathrm{ev}_{t=1}(x)\right)=[L(m)]$.
Proof. Our proof has two main steps: first we prove the result for simply-laced types, and then we use a (un)folding argument for general types which is based on the new ingredients discussed above. As the first step also works directly for type B , it is also included.

So first, we discuss the case when $\mathfrak{g}$ is of type ABDE. In this case, we know that Conjectures $4.4 \& 4.8$ are true. In particular, it follows that, for any $m_{1}, m_{2} \in \mathcal{M}$, the tensor product module $L\left(m_{1}\right) \otimes L\left(m_{2}\right)$ is simple if and only if we have

$$
L_{t}\left(m_{1}\right) L_{t}\left(m_{2}\right)=t^{a} L_{t}\left(m_{1} m_{2}\right)
$$

in $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ for some $a \in \frac{1}{2} \mathbb{Z}$ (see [HL15, Corollary 5.5], [FHOO22, Lemma 11.5]). Thanks to this fact, it is enough to show that $\eta_{i}(x) \in \mathbf{L}_{t, \leq \xi}$ for every quantum cluster variable $x \in \mathcal{A}_{\boldsymbol{i}}$ (rather than monomial). We prove this by induction on the distance from the initial cluster. When $x$ is an initial quantum cluster variable, it follows because Conjecture 4.8 is true for type ABDE. Assume that $x$ is a quantum cluster variable obtained by the exchange relation

$$
\begin{equation*}
x x^{\prime}=t^{a_{1}} y_{1}+t^{a_{2}} y_{2} \tag{6.6}
\end{equation*}
$$

where $x^{\prime}$ is another quantum cluster variable, $y_{1}, y_{2}$ are quantum cluster monomials, and $a_{1}, a_{2} \in \frac{1}{2} \mathbb{Z}$. Let $m, m^{\prime}, m_{1}, m_{2} \in \mathcal{M}_{\leq \xi}$ be the unique dominant monomials satisfying

$$
\bar{\eta}_{i}\left(\mathrm{ev}_{t=1}(x)\right)=[L(m)], \quad \bar{\eta}_{i}\left(\mathrm{ev}_{t=1}\left(x^{\prime}\right)\right)=\left[L\left(m^{\prime}\right)\right], \quad \bar{\eta}_{i}\left(\mathrm{ev}_{t=1}\left(y_{k}\right)\right)=\left[L\left(m_{k}\right)\right]
$$

for $k=1,2$. We note that the relation (6.6) goes to

$$
\begin{equation*}
\chi_{q}(L(m)) \chi_{q}\left(L\left(m^{\prime}\right)\right)=\chi_{q}\left(L\left(m_{1}\right)\right)+\chi_{q}\left(L\left(m_{2}\right)\right) \tag{6.7}
\end{equation*}
$$

under the homomorphism $\chi_{q} \circ \bar{\eta}_{i} \circ \mathrm{ev}_{t=1}$. By induction, we assume that

$$
\eta_{i}\left(x^{\prime}\right)=L_{t}\left(m^{\prime}\right), \quad \eta_{i}\left(y_{k}\right)=L_{t}\left(m_{k}\right)
$$

for $k=1,2$. Then, by the relation (6.6), we see that the element $\eta_{\boldsymbol{i}}(x)$ is characterized as the unique bar invariant element of the form

$$
\begin{equation*}
\left(t^{a_{1}} L_{t}\left(m_{1}\right)+t^{a_{2}} L_{t}\left(m_{2}\right)\right) L_{t}\left(m^{\prime}\right)^{-1} \quad \text { for some } a_{1}, a_{2} \in \frac{1}{2} \mathbb{Z} \tag{6.8}
\end{equation*}
$$

in the fraction field $\mathbb{F}\left(\mathcal{Y}_{t}\right)$. On the other hand, in $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right)$, we have

$$
\begin{equation*}
L_{t}(m) L_{t}\left(m^{\prime}\right)=\sum_{m^{\prime \prime} \in \mathcal{M} \leq \xi} c_{m^{\prime \prime}}(t) L_{t}\left(m^{\prime \prime}\right) \tag{6.9}
\end{equation*}
$$

with some $c_{m^{\prime \prime}}(t) \in \mathbb{N}_{0}\left[t^{ \pm 1 / 2}\right]$ for $m^{\prime \prime} \in \mathcal{M}_{\leq \xi}$ by Theorem 4.5. Since Conjecture 4.4 is verified for type ABDE, we can compare the specialization of (6.9) at $t=1$ with the relation (6.7). Then, the positivity forces that

$$
c_{m^{\prime \prime}}(t)= \begin{cases}t^{b_{k}} \text { for some } b_{k} \in \frac{1}{2} \mathbb{Z} & \text { if } m^{\prime \prime}=m_{k}, k \in\{1,2\}, \\ 0 & \text { otherwise }\end{cases}
$$

This implies that the element $L_{t}(m)$ is also the bar invariant element of the form (6.8) in $\mathbb{F}\left(\mathcal{Y}_{t}\right)$. Therefore, we obtain $\eta_{i}(x)=L_{t}(m)$, which completes the proof for type ABDE.

Next, we consider the other case, that is, when $\mathfrak{g}$ of type CFG. Let $x \in \mathcal{A}_{\boldsymbol{i}}$ be an arbitrary quantum cluster monomial, and $m \in \mathcal{M}_{\leq \xi}$ the dominant monomial satisfying $\bar{\eta}_{i}\left(\operatorname{ev}_{t=1}(x)\right)=$ $[L(m)]$. Let $\mathcal{Q}^{\prime}=\left(\Delta, \mathrm{id}, \xi^{\prime}\right)$ be a Q -datum for the simply-laced Lie algebra g whose Dynkin diagram is $\Delta$. Take a sequence $\boldsymbol{i}^{\prime} \in \Delta_{0}^{\mathbb{N}}$ adapted to $\mathcal{Q}^{\prime}$ and set $x^{\prime}:=\eta_{i^{\prime}}^{-1} \Psi\left(\mathcal{Q}^{\prime}, \mathcal{Q}\right) \eta_{i}(x) \in \mathcal{A}_{\boldsymbol{i}^{\prime}}$. By Corollary 6.4, this $x^{\prime}$ is a quantum cluster monomial. Since we already know that the assertion of the theorem is true for simply-laced type, we have $\eta_{i^{\prime}}\left(x^{\prime}\right) \in \mathbf{L}_{t, \leq \xi^{\prime}}$. Since $\Psi\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right)$ respects the canonical bases (Theorem 6.1), we have $\eta_{i}(x)=\Psi\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right)\left(\eta_{i^{\prime}}\left(x^{\prime}\right)\right) \in \mathbf{L}_{t, \leq \xi}$. In other words, there is a dominant monomial $m^{\prime} \in \mathcal{M}_{\leq \xi}$ such that $\eta_{i}(x)=L_{t}\left(m^{\prime}\right)$. By the commutativity of (6.5), we have $\mathrm{ev}_{t=1} L_{t}\left(m^{\prime}\right)=\chi_{q}(L(m))$. By comparing (4.3) and (4.5), it implies that $m^{\prime}=m$.

Let us consider the following notion of reachable simple modules, that is of simple modules corresponding to cluster monomials.

Definition 6.7. We say that a simple module $L(m)$ is reachable if there is a $\mathcal{Q}$-datum $\mathcal{Q}=$ $(\Delta, \sigma, \xi)$ for $\mathfrak{g}$ such that $m \in \mathcal{M}_{\leq \xi}$ and $\bar{\eta}_{i}^{-1}[L(m)]$ is a cluster monomial in $\overline{\mathcal{A}}_{i}$ for some (or any) sequence $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ adapted to $\mathcal{Q}$.

Remark 6.8. Thanks to Theorem 6.6 above, $L(m)$ is reachable if and only if there is a $\mathcal{Q}$ datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ for $\mathfrak{g}$ such that $m \in \mathcal{M}_{\leq \xi}$ and $\eta_{i}^{-1} L_{t}(m)$ is a quantum cluster monomial in $\mathcal{A}_{\boldsymbol{i}}$ for some (or any) sequence $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ adapted to $\mathcal{Q}$.

Corollary 6.9. The isomorphism $\Psi: \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}^{\prime}\right) \rightarrow \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$ in Theorem 6.1 induces a bijection between the sets of $(q, t)$-characters of reachable modules.

Proof. This is immediate from Corollary 6.4.
6.4. Corollaries. We explain several applications of our main results. The statements of Corollaries 6.10, 6.11, 6.12 are known in types ADE [Nak04] and type B [FHOO22] but are new for general types.

We first state the Kazhdan-Lusztig type conjecture (= Conjecture 4.4 (1)) for reachable modules. Note that reachable modules include KR-modules, and when $\mathfrak{g}$ is of types CFG, the following result is new even for KR-modules.

Corollary 6.10. If $L(m)$ is reachable, we have $\mathrm{ev}_{t=1}\left(L_{t}(m)\right)=\chi_{q}(L(m))$.
Proof. Noting the commutativity of the diagram (6.5), this is an immediate consequence of Theorem 6.6.

Then we establish Conjecture 4.8 for any $\mathfrak{g}$.
Corollary 6.11. If $L(m)$ is a $K R$ module, we have $F_{t}(m)=L_{t}(m)$.
Proof. Assume that $L(m)$ is a KR module. Theorems $5.16 \& 6.6$ tell us that $F_{t}(m) \in \mathbf{L}_{t}$. Thus, there exists $m^{\prime} \in \mathcal{M}$ such that $F_{t}(m)=L_{t}\left(m^{\prime}\right)$. The characterization of $F_{t}(m)$ in Theorem 4.2 and the equation (4.5) force that $m^{\prime}=m$, which proves the assertion.

We also obtain the positivity of the coefficients of ( $q, t$ )-characters of simples modules, that is, we prove Conjecture 4.4 (2) for any $\mathfrak{g}$, which was formulated for non-simply-laced types almost 20 years ago in [Her04]. For types CFG, the statement was only known for fundamental representations and was derived from a computer calculation in [Her05]. Hence we obtain an explanation of these computational results and a vast generalization of the statement.

Corollary 6.12. The coefficients of $(q, t)$-characters of simple modules are positive. Precisely, for any $m \in \mathcal{M}$ and $m^{\prime} \in \mathcal{M}^{*}\left(\right.$ with $\left.m^{\prime}<m\right)$, we have $a_{t}\left[m ; m^{\prime}\right] \in \mathbb{N}_{0}\left[t^{ \pm 1 / 2}\right]$ in the notation of (4.5).

Proof. The idea of the proof is to identify the coefficients $a_{t}\left[m ; m^{\prime}\right]$ with structure constants of the quantum Grothendieck ring with respect to the canonical basis $\mathbf{L}_{t}$ by using Corollary 6.11 and Lemma 4.9. Then the desired positivity of $a_{t}\left[m ; m^{\prime}\right]$ follows from the positivity of structure constants (Theorem 4.5). Since it is the same argument as for the proof of [FHOO22, Theorem 11.7], we omit the details.
6.5. Cluster structure on $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$. In this subsection, as an application of the results from the previous subsections, we briefly discuss how one can lift the cluster algebra structure on the Grothendieck ring $K\left(\mathscr{C}_{\mathbb{Z}}\right)$ of the whole category $\mathscr{C}_{\mathbb{Z}}$ fully investigated by [KKOP21b], to the quantum Grothendieck ring $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$.

First, we recall the cluster algebra structure on $K\left(\mathscr{C}_{\mathbb{Z}}\right)$. In the original paper [KKOP21b], it is described by a combinatorial gadget called the admissible chains of i-boxes. Here, let us explain it with an equivalent but a little bit different terminology to make the things more suitable with our notations. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a Q -datum for $\mathfrak{g}$. Recall the sets $\widehat{\Delta}_{\leq \xi} \subset$ $\widehat{\Delta}_{[\xi]} \subset \Delta_{0} \times \mathbb{Z}$ from $\S 4.3$ and the partial ordering $\preceq$ on $\widehat{\Delta}_{[\xi]}$ from §5.1. Put $\widehat{\Delta}_{>\xi}:=\widehat{\Delta}_{[\xi]} \backslash \widehat{\Delta}_{\leq \xi}$. We say that a bijection $\mathfrak{e}: \mathbb{N} \rightarrow \Delta_{[\xi]}$ is a $\mathcal{Q}$-adapted enumeration if the restrictions of its inverse $\mathfrak{e}^{-1}$ to the subsets $\widehat{\Delta}_{\leq \xi}$ and $\widehat{\Delta}_{>\xi}$ give the morphisms of posets $\left(\widehat{\Delta}_{\leq \xi}, \preceq\right) \rightarrow(\mathbb{N}, \leq)$ and $\left(\widehat{\Delta}_{>\xi}, \preceq^{\mathrm{op}}\right) \rightarrow(\mathbb{N}, \leq)$ respectively (cf. Lemma 5.3). Given such a $\mathcal{Q}$-adapted enumeration $\mathfrak{e}$, for each $u \in \mathbb{N}$, we write $\mathfrak{e}(u)=\left(\imath_{u}, p_{u}\right) \in \Delta_{0} \times \mathbb{Z}$ and define

$$
u^{\star}:=\max \left(\left\{v \in[1, u] \mid \imath_{u}=\imath_{v}, \operatorname{sgn}(u) \neq \operatorname{sgn}(v)\right\} \cup\{0\}\right),
$$

where

$$
\operatorname{sgn}(u):= \begin{cases}1 & \text { if } \mathfrak{e}(u) \in \widehat{\Delta}_{>\xi}, \\ -1 & \text { if } \mathfrak{e}(u) \in \widehat{\Delta}_{\leq \xi} .\end{cases}
$$

With this notation, we have a collection $\left\{L\left(m_{u}^{\mathfrak{e}}\right)\right\}_{u \in \mathbb{N}}$ of KR modules in $\mathscr{C}_{\mathbb{Z}}$ given by

$$
m_{u}^{\mathfrak{e}}:= \begin{cases}m^{\left(u_{u}\right)}\left[p_{u}, p_{u^{\star}}\right] & \text { if } \operatorname{sgn}(u)=-1 \text { and } u^{\star} \neq 0,  \tag{6.10}\\ m^{\left(\imath_{u}\right)}\left[p_{u}, \xi_{z_{u}}\right] & \text { if } \operatorname{sgn}(u)=-1 \text { and } u^{\star}=0, \\ m^{\left(u_{u}\right)}\left[p_{u^{\star}}, p_{u}\right] & \text { if } \operatorname{sgn}(u)=1 \text { and } u^{\star} \neq 0, \\ m^{\left(\imath_{u}\right)}\left(\xi_{v_{u}}, p_{u}\right] & \text { if } \operatorname{sgn}(u)=1 \text { and } u^{\star}=0\end{cases}
$$

By [KKOP21b, Theorem 5.5], the collection $\left\{L\left(m_{u}^{\mathfrak{e}}\right)\right\}_{u \in \mathbb{N}}$ forms a commuting family of real simple modules, i.e., for any $u, v \in \mathbb{N}$, we have

$$
L\left(m_{u}^{\mathfrak{e}}\right) \otimes L\left(m_{v}^{\mathfrak{e}}\right) \simeq L\left(m_{u}^{\mathfrak{e}} \cdot m_{v}^{\mathfrak{e}}\right)
$$

Now, we define a skew-symmetric matrix $\Lambda^{\mathfrak{e}}=\left(\Lambda_{u, v}^{\mathfrak{e}}\right)_{u, v \in \mathbb{N}}$ by

$$
\Lambda_{u, v}^{\mathfrak{e}}:=\mathscr{N}\left(m_{u}^{\mathfrak{e}}, m_{v}^{\mathfrak{e}}\right) .
$$

Theorem 6.13 ([KKOP21b, Theorem 8.1]). Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$. For any $\mathcal{Q}$-adapted enumeration $\mathfrak{e}: \mathbb{N} \rightarrow \widehat{\Delta}$, there is a unique exchange matrix $\widetilde{B}^{\mathfrak{e}}=\left(b_{u, v}^{\mathfrak{e}}\right)_{u, v \in \mathbb{N}}$ such that $\sum_{k \in \mathbb{N}} b_{k u}^{e} \Lambda_{k v}^{e}=2 \delta_{u, v}$ for all $u, v \in \mathbb{N}$. Moreover, we have a ring isomorphism

$$
\bar{\eta}_{\mathfrak{e}}: \mathcal{A}\left(\widetilde{B}^{\mathfrak{e}}\right) \simeq K\left(\mathscr{C}_{\mathbb{Z}}\right)
$$

under which the initial cluster variable $X_{u}$ corresponds to $\left[L\left(m_{u}^{\mathfrak{e}}\right)\right]$ for any $u \in \mathbb{N}$, and every cluster monomial corresponds to the class of a simple module.

Examples are given in Appendix B.
Proposition 6.14 ([KKOP21b, $\S 8])$. The isomorphism $\bar{\eta}_{\mathrm{e}}$ in Theorem 6.13 induces a bijection between the cluster monomials in $\mathcal{A}\left(\widetilde{B}^{\mathrm{e}}\right)$ and the classes of reachable modules in the sense of Definition 6.7.
Proof. Let $x$ be an arbitrary cluster monomial in $\mathcal{A}\left(\widetilde{B}^{\text {c }}\right)$. Then, the discussion in the proof of [KKOP21b, Theorem 8.1] implicitly tells us that, for any Q -datum $\mathcal{Q}=(\Delta, \sigma, \xi)$ such that $\bar{\eta}_{\mathrm{e}}(x) \in K\left(\mathscr{C}_{\leq \xi}\right)$, the element $\bar{\eta}_{i}^{-1} \bar{\eta}_{\mathfrak{e}}(x)$ is a cluster monomial in $\overline{\mathcal{A}}_{\boldsymbol{i}}$ for any sequence $\boldsymbol{i} \in \Delta_{0}^{\mathbb{N}}$ adapted to $\overline{\mathcal{Q}}$. Therefore, $\bar{\eta}_{\mathrm{e}}(x)$ is reachable. Similarly, for any reachable $L(m)$, we see that the element $\bar{\eta}_{\mathfrak{e}}^{-1}([L(m)])$ is a cluster monomial in $\mathcal{A}\left(\widetilde{B}^{\mathfrak{e}}\right)$.

Now, we shall prove a quantum analog of Theorem 6.13.
Theorem 6.15. Let $\mathcal{Q}=(\Delta, \sigma, \xi)$ be a $Q$-datum for $\mathfrak{g}$. For any $\mathcal{Q}$-adapted enumeration $\mathfrak{e}: \mathbb{N} \rightarrow \widehat{\Delta}_{[\xi]}$, we have an isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\eta_{\mathfrak{e}}: \mathcal{A}_{t}\left(\Lambda^{\mathfrak{e}}, \widetilde{B}^{\mathfrak{c}}\right) \simeq \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)
$$

under which the initial quantum cluster variable $X_{u}$ corresponds to $L_{t}\left(m_{u}^{\mathfrak{e}}\right)$ for any $u \in \mathbb{N}$, and every cluster monomial corresponds to the $(q, t)$-character of a simple module. Here $\widetilde{B}^{\mathbf{e}}$ is the unique exchange matrix in Theorem 6.13 above.
Proof. The proof is similar to the former part of the proof of Theorem 6.6. Thanks to Theorem 4.5 and Corollary 6.10, for any mutually commuting pair of reachable modules $L(m)$ and $L\left(m^{\prime}\right)$, we have

$$
L_{t}(m) L_{t}\left(m^{\prime}\right)=t^{\mathscr{N}\left(m, m^{\prime}\right) / 2} L_{t}\left(m m^{\prime}\right)
$$

In particular, we have an embedding $\eta_{\mathrm{e}}: \mathbb{F}\left(\mathcal{T}\left(\Lambda^{\mathfrak{e}}\right)\right) \hookrightarrow \mathbb{F}\left(\mathcal{Y}_{t}\right)$ of skew fields over $\mathbb{Q}\left(t^{1 / 2}\right)$ given by $\eta_{\mathfrak{e}}\left(X_{u}\right)=L_{t}\left(m_{u}^{\mathfrak{e}}\right)$ for all $u \in \mathbb{N}$. By a similar argument as in the proof of Theorem 6.6, using Theorem 4.5, Corollary 6.10 and Proposition 6.14, we can show that $\eta_{\mathfrak{e}}(X)=L_{t}(m)$ holds for any quantum cluster variable $X$ in $\mathcal{A}_{t}\left(\Lambda^{\mathfrak{e}}, \widetilde{B}^{\mathfrak{e}}\right)$, where $m \in \mathcal{M}$ the dominant monomial such that $\bar{\eta}_{\mathfrak{e}}\left(\mathrm{ev}_{t=1}(X)\right)=[L(m)]$ in the notation of Theorem 6.13 above. Therefore, the image of $\mathcal{A}_{t}\left(\Lambda^{\mathfrak{c}}, \widetilde{B}^{\mathfrak{c}}\right)$ under the embedding $\eta_{\mathfrak{e}}$ is included in $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$. Since every fundamental module is reachable, the above discussion also tells us that $L_{t}\left(Y_{i, p}\right)=F_{t}\left(Y_{i, p}\right) \in \eta_{\mathfrak{e}}\left(\mathcal{A}_{t}\left(\Lambda^{\mathrm{c}}, \widetilde{B}^{\mathrm{c}}\right)\right)$ for any $(i, p) \in \widehat{I}$. Since the set $\left\{F_{t}\left(Y_{i, p}\right)\right\}_{(i, p) \in \hat{I}}$ is generating the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra $\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$, we conclude that $\eta_{\mathfrak{e}}\left(\mathcal{A}_{t}\left(\Lambda^{\mathfrak{c}}, \widetilde{B}^{\mathfrak{c}}\right)\right)=\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right)$.

## 7. Substitution formulas

In Theorem 6.3, we gave a cluster theoretical interpretation of $\left.\Psi\right|_{\mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi^{\prime}}^{\prime}\right)}$. As an application of it, we show in this section that $\Psi$ comes from an explicit birational transformation among the variables in $\mathcal{Y}_{t}$ and $\mathcal{Y}_{t}^{\prime}$, which we call substitution formulas. It reveals a non-trivial relation among the $(q, t)$-characters of simple modules which are mutually related under $\Psi$.

Let us state the main result of this section more precisely. We return to the assumption and the notation in Sections 6.1 and 6.2. Recall that we have

$$
\mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}\right) \subset \mathcal{Y}_{t} \subset \mathbb{F}\left(\mathcal{Y}_{t}\right), \quad \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}^{\prime}\right) \subset \mathcal{Y}_{t}^{\prime} \subset \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right)
$$

where $\mathbb{F}\left(\mathcal{Y}_{t}\right)$ and $\mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right)$ denote the skew field of fractions of $\mathcal{Y}_{t}$ and $\mathcal{Y}_{t}^{\prime}$, respectively. The main theorem in this section is the following:
Theorem 7.1 (Substitution formulas). With the above assumption, there exists an isomorphism of skew fields

$$
\widetilde{\Psi} \equiv \widetilde{\Psi}\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right): \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right) \xrightarrow{\sim} \mathbb{F}\left(\mathcal{Y}_{t}\right),
$$

such that
(1) $\mathfrak{D}_{t} \circ \widetilde{\Psi}=\widetilde{\Psi} \circ \mathfrak{D}_{t}^{\prime}$,
(2) $\widetilde{\Psi}\left(\underline{Y_{i, p}}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \mathfrak{D}^{k} \mathcal{Q}}\right)$ for $k \in \mathbb{Z}$ and $(i, p) \in{\widehat{I_{\mathfrak{D}^{\prime k}} \mathcal{Q}^{\prime}}}_{\prime}$,
(3) the following diagram commutes.


In particular, there exists a birational transformation between the variables in $\mathcal{Y}_{t}^{\prime}$ and those in $\mathcal{Y}_{t}$ which makes the $(q, t)$-characters of simple modules in $\mathscr{C}_{\mathbb{Z}}^{\prime}$ into those in $\mathscr{C}_{\mathbb{Z}}$.

Our proof of Theorem 7.1 is valid under the setting when $t=1$. Hence we obtain the parallel result at $t=1$ by the same proof. Let $\mathbb{F}(\mathcal{Y})$ (rep. $\left.\mathbb{F}\left(\mathcal{Y}^{\prime}\right)\right)$ be the field of fractions of $\mathcal{Y}$ (resp. $\left.\mathcal{Y}^{\prime}\right)$. Denote by $\Psi_{t=1}$ the $\mathbb{Z}$-algebra isomorphism which makes the following diagram commutative:


We call the image of the ( $q, t$ )-characters of simple modules under $\mathrm{ev}_{t=1}$ the $(q, 1)$-characters of simple modules.

Theorem 7.2 (Substitution formulas at $t=1$ ). With the above assumption, there exists an isomorphism of fields

$$
\widetilde{\Psi}_{t=1} \equiv \widetilde{\Psi}\left(\mathcal{Q}, \mathcal{Q}^{\prime}\right)_{t=1}: \mathbb{F}\left(\mathcal{Y}^{\prime}\right) \xrightarrow{\sim} \mathbb{F}(\mathcal{Y}),
$$

such that
(1) $\mathfrak{D} \circ \widetilde{\Psi}_{t=1}=\widetilde{\Psi}_{t=1} \circ \mathfrak{D}^{\prime}$,
(2) $\widetilde{\Psi}_{t=1}\left(Y_{i, p}\right) \in \mathbb{F}\left(\mathcal{Y}_{\mathfrak{D}^{k} \mathcal{Q}}\right)$ for $k \in \mathbb{Z}$ and $(i, p) \in{\widehat{I_{\mathfrak{D}}} \boldsymbol{k} \mathcal{Q}^{\prime}}_{\prime}^{\prime}$,
(3) the following diagram commutes.


In particular, there exists a birational transformation between the variables in $\mathcal{Y}^{\prime}$ and those in $\mathcal{Y}$ which makes the $(q, 1)$-characters of simple modules in $\mathscr{C}_{\mathbb{Z}}^{\prime}$ into those in $\mathscr{C}_{\mathbb{Z}}$.

Remark 7.3. We can calculate $\widetilde{\Psi}$ and $\widetilde{\Psi}_{t=1}$ explicitly by tracing a specific mutation sequence. See Appendix C.

The coincidence of the $(q, 1)$-characters and the $q$-characters are now known in many cases. See Conjecture 4.4, Corollary 6.10, and expositions around them. Hence the substitution formulas at $t=1$ reveal several non-trivial relations among the $q$-characters of simple modules which are mutually related under $\Psi_{t=1}$.

The rest of this section is devoted to the proof of Theorem 7.1. We consider the following commutative diagram:


Here the morphisms $\widetilde{\eta}_{i, \mathbb{F}}, \widetilde{\eta}_{i^{\prime}, \mathbb{F}}, \tilde{\tau}_{\mathbb{F}}^{*}$, and $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$ are uniquely defined so that the diagram becomes commutative. The hooked arrows denote the inclusion maps. Note that the restriction of $(\cdot)_{\leq \xi}\left(\right.$ resp. $\left.(\cdot)_{\leq \xi^{\prime}}\right)$ to $\mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{-1} \xi}\right)\left(\right.$ resp. $\left.\mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{\prime-1}}^{\prime} \xi^{\prime}\right)\right)$ is the identity map by Lemma 4.6.

The key step for the proof of Theorem 7.1 is to show the compatibility of $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$ with the dual operations, that is, $\mathfrak{D}_{t}^{-1} \circ \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}} \circ \mathfrak{D}_{t}^{\prime-1}$ on $\mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)($ Lemma 7.4 (1)). Once we established it, we can extend $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$ to $\widetilde{\Psi}$ by using the dual operations. Note that we can not deduce the compatibility of $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$ with the dual operations directly from Theorem 6.3 because the truncation map $(\cdot)_{\leq \xi}: \mathcal{K}_{t}\left(\mathscr{C}_{\leq \xi}\right) \hookrightarrow \mathcal{Y}_{t, \leq \xi}$ does not commute with $\mathfrak{D}_{t}^{-1}$.

## Lemma 7.4.

(1) $\left.\mathfrak{D}_{t}^{-1}\right|_{\mathbb{F}\left(\mathcal{Y}_{t, \leq \xi)}\right)} \circ \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}=\left.\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}} \circ \mathfrak{D}_{t}^{\prime-1}\right|_{\mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)}$.
(2) For $k \in \mathbb{N}_{0}$ and $(i, p) \in \widehat{I}_{\mathfrak{D}^{\prime-k}}^{\prime} \mathcal{Q}^{\prime}$, we have $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \mathfrak{D}^{-k} \mathcal{Q}}\right)$.

Proof. The statement (2) immediately follows from (1) since we have $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathbb{F}\left(\mathcal{Y}_{t, \mathcal{Q}^{\prime}}^{\prime}\right)\right) \subset$ $\mathbb{F}\left(\mathcal{Y}_{t, \mathcal{Q}}\right)$ by the construction of $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$. Hence we shall prove (1).

Let us define the homomorphisms of skew fields as

$$
\begin{aligned}
& \widetilde{\Sigma}:=\widetilde{\eta}_{i, \mathbb{F}}^{-1} \circ \mathfrak{D}_{t}^{-1} \circ \widetilde{\eta}_{i, \mathbb{F}}: \mathbb{F}\left(\mathcal{T}\left(\Lambda_{i}\right)\right) \rightarrow \mathbb{F}\left(\mathcal{T}\left(\Lambda_{i}\right)\right), \\
& \widetilde{\Sigma}^{\prime}:=\widetilde{\eta}_{i^{\prime}, \mathbb{F}}^{-1} \circ \mathfrak{D}_{t}^{\prime-1} \circ \widetilde{\eta}_{i^{\prime}, \mathbb{F}}: \mathbb{F}\left(\mathcal{T}\left(\Lambda_{i^{\prime}}\right)\right) \rightarrow \mathbb{F}\left(\mathcal{T}\left(\Lambda_{i^{\prime}}\right)\right) .
\end{aligned}
$$

Let $\Sigma, \widetilde{\Sigma}: \mathbb{Z}^{\oplus \mathbb{N}} \rightarrow \mathbb{Z}^{\oplus \mathbb{N}}$ be $\mathbb{Z}$-module homomorphisms determined by

$$
\Sigma\left(\boldsymbol{e}_{u}\right)=\boldsymbol{e}_{u+\ell}, \quad \widetilde{\Sigma}\left(\boldsymbol{e}_{u}\right)=\boldsymbol{e}_{u+\ell}-\boldsymbol{e}_{(\ell+1)_{i}^{-}\left(\partial_{u}^{*}\right)} \quad \text { for all } u \in \mathbb{N} .
$$

Note that we have

$$
\begin{equation*}
\widetilde{\Sigma}(\boldsymbol{a})=\Sigma(\boldsymbol{a})-\sum_{\imath \in \Delta_{0}} \mathrm{p}_{i}(\boldsymbol{a} ; \imath) \boldsymbol{e}_{(\ell+1)_{i}^{-}\left(\imath^{*}\right)} \tag{7.2}
\end{equation*}
$$

for $\boldsymbol{a} \in \mathbb{Z}^{\oplus \mathbb{N}}$ by the notation defined in (2.7). Recall $\rho_{\boldsymbol{i}}: \mathbb{N} \rightarrow \widehat{\Delta}_{\leq \xi}$ defined in Section 5.1. Then, for $u \in \mathbb{N}$ with $\rho_{\boldsymbol{i}}(u)=(\imath, p)$, we have

$$
\begin{align*}
& \widetilde{\Sigma}\left(X_{u}\right)=\widetilde{\eta}_{i, \mathbb{F}}^{-1}\left(\mathfrak{D}_{t}^{-1}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(X_{u}\right)\right)\right)  \tag{7.3}\\
&=\widetilde{\eta}_{i, \mathbb{F}}^{-1}\left(\mathfrak { D } _ { t } ^ { - 1 } \left(\frac{\left.\left.m^{(2)}\left[p, \xi_{l}\right]\right)\right)}{}\right.\right. \\
&=\widetilde{\eta}_{i, \mathbb{F}}^{-1}\left(\frac{m^{\left(\imath^{*}\right)}}{}\left[p-r h^{\vee}, \xi_{\imath}-r h^{\vee}\right]\right) \\
&=\widetilde{\eta}_{i, \mathbb{F}}^{-1}\left(m^{\left(2^{*}\right)}\left[p-r h^{\vee}, \xi_{\imath^{*}}\right]\left(m^{\left(\imath^{*}\right)}\left(\left(\mathfrak{D}^{-1} \xi\right)_{\imath^{*}}, \xi_{\imath^{*}}\right]\right)^{-1}\right) \\
&=X^{\widetilde{\Sigma}\left(\boldsymbol{e}_{u}\right)}
\end{align*}
$$

by the condition (5.1). Therefore, we have $\widetilde{\Sigma}\left(X^{\boldsymbol{a}}\right)=X^{\widetilde{\Sigma}(\boldsymbol{a})}$ for $\boldsymbol{a} \in \mathbb{Z}^{\oplus \mathbb{N}}$. Moreover, in the notation of Proposition 5.14, we have

$$
\begin{equation*}
\widetilde{\Sigma}\left(X^{\boldsymbol{b}_{u}}\right)=\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}^{-1}\left(\mathfrak{D}_{t}^{-1}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{b}_{u}}\right)\right)\right)=\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}^{-1}\left(\mathfrak{D}_{t}^{-1}\left(\underline{A_{i, p-d_{i}}^{-1}}\right)\right)=\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}^{-1}\left(\underline{A_{i^{*}, p-r h^{\vee}-d_{i^{*}}}^{-1}}\right)=X^{\boldsymbol{b}_{u+\ell}} \tag{7.4}
\end{equation*}
$$

for $u \in \mathbb{N}$ with $\bar{\rho}_{\boldsymbol{i}}(u)=(i, p)$ by Proposition 5.14 and the condition (5.1).
For $u \in \mathbb{N}$, set $Z_{u}:=\hat{\boldsymbol{\tau}}^{*}\left(X_{u}^{\prime}\right)$. Then, by the definition of $\hat{\boldsymbol{\tau}}^{*}, Z_{u}$ is a quantum cluster variable in $\mathcal{A}_{\boldsymbol{i}}$. Therefore, by [Tra11, Theorem 5.3], there exist $c_{u, \boldsymbol{n}} \in \mathbb{Z}\left[t^{ \pm 1 / 2}\right]$ for $\boldsymbol{n} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}$ and $\boldsymbol{g}_{u} \in \mathbb{Z}^{\oplus \mathbb{N}}$ such that

$$
Z_{u}=X^{\boldsymbol{g}_{u}}\left(1+\sum_{\boldsymbol{n}=\left(n_{k}\right)_{k} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}} c_{u, \boldsymbol{n}} X^{\sum_{k \in \mathbb{N}} n_{k} \boldsymbol{b}_{k}}\right)
$$

For $k \in \mathbb{N}_{0}$, set

$$
\begin{aligned}
& \widehat{\Delta}_{\mathfrak{D}^{-k} \mathcal{Q}}^{\mathrm{fr}}:=\left\{\left(\imath,\left(\mathfrak{D}^{-(k+1)} \xi\right)_{\imath}+2 d_{\bar{\imath}}\right) \mid \imath \in \Delta_{0}\right\}, \\
& \widehat{\Delta}_{\mathfrak{D}^{-k} \mathcal{Q}}^{\mathrm{uf}}:=\widehat{\Delta}_{\mathfrak{D}^{-k} \mathcal{Q}} \backslash \widehat{\Delta}_{\mathfrak{D}^{-k} \mathcal{Q}}^{\mathrm{fr}}
\end{aligned}
$$

For $u \in \mathbb{N}$, there exists $k \in \mathbb{N}_{0}$ such that the quantum cluster variable $Z_{u}$ is obtained from the initial cluster $\left\{X_{s} \mid s \in \mathbb{N}\right\}$ by the mutations only at the vertices labelled by $\widehat{\Delta}_{\mathfrak{D}^{-k} \mathcal{Q}}^{\mathrm{uf}}$. See the construction of $\hat{\boldsymbol{\tau}}^{*}$ in Section 6.2 and recall the fact that $\varepsilon_{1}^{*} \varepsilon_{2}^{*}=\varepsilon_{2}^{*} \varepsilon_{1}^{*}$ whenever $\varepsilon_{i} \in\left\{\gamma_{k+n_{i} \ell}\right\}_{k \in[1, \ell-1]} \cup\left\{\beta_{k+n_{i} \ell}\right\}_{k \in[1, \ell-2]}$ and $n_{1} \neq n_{2}$. (If $Z_{u}$ belongs to the initial cluster, then we may take arbitrary $k \in \mathbb{N}_{0}$.)

Moreover, if $Z_{u}$ is obtained from the initial cluster by the mutation sequence $\mu_{k_{s_{u}}^{(u)}} \cdots \mu_{k_{1}^{(u)}}$ for $k_{1}^{(u)}, \ldots, k_{s_{u}}^{(u)} \in \rho_{i}^{-1}\left(\widehat{\Delta}_{\mathcal{D}^{-k} \mathcal{Q}}^{\mathrm{uf}}\right)$, then $Z_{u+\ell}$ is obtained from the initial cluster by the mutation sequence $\mu_{k_{s}(u)+\ell} \cdots \mu_{k_{1}^{(u)}+\ell}$, by the construction of $\hat{\boldsymbol{\tau}}^{*}$. Since $c_{u, \boldsymbol{n}} \in \mathbb{Z}\left[t^{ \pm 1 / 2}\right]$ and $\boldsymbol{g}_{u}$ are determined only from $\widetilde{B}_{i}$ and the sequence $k_{1}^{(u)}, \ldots, k_{s_{u}}^{(u)}$ [Tra11, Theorem 5.3], this periodicity together with the periodicity of $\widetilde{B}_{\boldsymbol{i}}$ coming from the condition (5.1) implies that

$$
\begin{align*}
& \boldsymbol{g}_{u+\ell} \begin{cases}=\Sigma\left(\boldsymbol{g}_{u}\right) & \text { if } u>\ell \text { or } u=(\ell+1)_{\boldsymbol{i}^{\prime}}^{-}(\imath) \text { for } \imath \in \Delta_{0}, \quad \text { and } \\
\in \Sigma\left(\boldsymbol{g}_{u}\right)+\sum_{\imath \in \Delta_{0}} \mathbb{Z} \boldsymbol{e}_{(\ell+1)_{i}^{-}(\imath)} & \text { otherwise, }\end{cases}  \tag{7.5}\\
& c_{u+\ell, \boldsymbol{n}}= \begin{cases}c_{u, \Sigma^{-1}(\boldsymbol{n})} & \text { if } \boldsymbol{n} \in \Sigma\left(\mathbb{N}_{0}^{\oplus \mathbb{N}}\right), \\
0 & \text { otherwise, }\end{cases} \tag{7.6}
\end{align*}
$$

for $u \in \mathbb{N}$. (Here the statement for $\boldsymbol{g}_{u+\ell}$ is divided by cases since the vertices in $\widehat{\Delta}_{\mathcal{Q}}^{\text {uf }}$ does not have a neighborhood corresponding to $\widehat{\Delta}_{\hat{\mathcal{Q}}}^{\mathrm{Q}}$ in $\Gamma_{i}$.) Note that $Z_{(\ell+1)_{\boldsymbol{i}^{\prime}}^{-(2)}}=X_{(\ell+1)_{i}^{-}(i)}$ and $Z_{(\ell+1)_{i^{\prime}}^{-}(\imath)+\ell}=X_{(\ell+1)_{i}^{-}(\imath)+\ell}$.

Therefore, for $u \in \mathbb{N}$, we have

$$
\begin{align*}
\widetilde{\Sigma}\left(Z_{u}\right) & =X^{\tilde{\Sigma}\left(\boldsymbol{g}_{u}\right)}\left(1+\sum_{\boldsymbol{n}=\left(n_{k}\right)_{k} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}} c_{u, \boldsymbol{n}} X^{\sum_{k \in \mathbb{N}} n_{k} \boldsymbol{b}_{k+\ell}}\right)  \tag{7.7}\\
& =X^{\tilde{\Sigma}\left(\boldsymbol{g}_{u}\right)}\left(1+\sum_{\boldsymbol{n}=\left(n_{k}\right)_{k} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}} c_{u+\ell, \Sigma(\boldsymbol{n})} X^{\sum_{k \in \mathbb{N}} n_{k} \boldsymbol{b}_{k+\ell}}\right)  \tag{7.6}\\
& =X^{\tilde{\Sigma}\left(\boldsymbol{g}_{u}\right)}\left(1+\sum_{\boldsymbol{n}=\left(n_{k}\right)_{k} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}} c_{u+\ell, \boldsymbol{n}} X^{\sum_{k \in \mathbb{N}} n_{k} \boldsymbol{b}_{k}}\right)  \tag{7.6}\\
& \simeq X^{\tilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell}} Z_{u+\ell}
\end{align*}
$$

Here $\simeq$ stands for the equality up to multiplication by $t^{a / 2}$ for some $a \in \mathbb{Z}$. (We use this notation throughout this proof.) Note that, by (7.2) and (7.5), $\widetilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell} \in \sum_{\imath \in \Delta_{0}} \mathbb{Z} \boldsymbol{e}_{(\ell+1)_{i}^{-}(\imath)}$, and every $Z_{s}(s \in \mathbb{N}) t$-commutes with $X^{\widetilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell}}$ since $\rho_{\boldsymbol{i}}\left((\ell+1)_{\boldsymbol{i}}^{-}(\imath)\right) \in \widehat{\Delta}_{\mathcal{Q}}^{\text {fr }}$ for $\imath \in \Delta_{0}$.

To show the statement (1), it suffices to prove

$$
\begin{equation*}
\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right) \tag{7.8}
\end{equation*}
$$

for all $(i, p) \in \widehat{I}_{\leq \xi^{\prime}}^{\prime}$. First, we show the equality (7.8) for $(i, p) \in \widehat{I}_{\leq \mathfrak{D}^{\prime-1} \xi^{\prime}}^{\prime}$. Let $(i, p) \in \widehat{I}_{\leq \mathfrak{D}^{\prime-1} \xi^{\prime}}^{\prime}$ and $u:=\bar{\rho}_{i^{\prime}}^{-1}((i, p)) \in \mathbb{N}$. Then $u^{-}:=u_{i^{\prime}}^{-} \in \mathbb{N}$, and

$$
\begin{aligned}
& \mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right)\right)=\mathfrak{D}_{t}^{-1}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(\widetilde{\eta}_{\boldsymbol{i}^{\prime}, \mathbb{F}}^{-1}\left(Y_{i, p}\right)\right)\right)\right) \\
& =\mathfrak{D}_{t}^{-1}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(X^{\prime \boldsymbol{e}_{u}-\boldsymbol{e}_{u^{-}}}\right)\right)\right) \\
& \simeq \mathfrak{D}_{t}^{-1}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(Z_{u^{-}}^{-1} Z_{u}\right)\right) \\
& =\widetilde{\eta}_{i, \mathbb{F}}\left(\widetilde{\Sigma}\left(Z_{u^{-}}^{-1} Z_{u}\right)\right) \\
& \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(X^{\left.\tilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell}-\tilde{\Sigma}\left(\boldsymbol{g}_{u^{-}}\right)+\boldsymbol{g}_{u^{-}+\ell} Z_{u^{-}+\ell}^{-1} Z_{u+\ell}\right), ~}\right. \\
& \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right)=\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}^{-1}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right)\right)\right) \\
& =\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(\widetilde{\Sigma}^{\prime}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}^{-1}\left(\underline{Y_{i, p}}\right)\right)\right)\right) \\
& =\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\tau}_{\mathbb{F}}^{*}\left(\widetilde{\Sigma}^{\prime}\left(X^{\prime e_{u}-e_{u}}\right)\right)\right) \\
& =\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(X^{\prime \boldsymbol{e}_{u+\ell}-\boldsymbol{e}_{u}-+\ell}\right)\right) \text { by the argument parallel to (7.3), } \\
& \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(Z_{u^{-}+\ell}^{-1} Z_{u+\ell}\right) .
\end{aligned}
$$

Let us show that

$$
\widetilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell}-\widetilde{\Sigma}\left(\boldsymbol{g}_{u^{-}}\right)+\boldsymbol{g}_{u^{-}+\ell}=0
$$

for all $u>\ell$. By the iterated application of Lemmas 2.4, 2.11, and 2.18, we have

$$
\mathrm{p}_{i}\left(\boldsymbol{g}_{u} ; \imath\right)=\mathrm{p}_{\boldsymbol{i}^{\prime}}\left(\boldsymbol{e}_{u} ; \imath\right)=\delta_{{u_{u}^{\prime}}_{u}^{\prime}, \imath} \quad \text { and } \quad \mathrm{p}_{i}\left(\boldsymbol{g}_{u^{-}} ; \imath\right)=\mathrm{p}_{i^{\prime}}\left(\boldsymbol{e}_{u^{-}} ; \imath\right)=\delta_{\imath_{u}^{\prime}, l}=\delta_{\imath_{u}^{\prime}, \imath} .
$$

Note that, when applying Lemma 2.18, we used the fact that the $s$-th components of $\boldsymbol{g}_{u}$ and $\boldsymbol{g}_{u^{-}}$are equal to zero for all $s \in \rho_{\boldsymbol{i}}^{-1}\left(\widehat{\Delta}_{\mathcal{Q}}^{\mathrm{uf}}\right)$ by the definition of $\hat{\boldsymbol{\tau}}^{*}$ and our assumption on $u$. Therefore, by (7.2) and (7.5), we have

$$
\begin{aligned}
& \widetilde{\Sigma}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+\ell}-\widetilde{\Sigma}\left(\boldsymbol{g}_{u^{-}}\right)+\boldsymbol{g}_{u^{-}+\ell} \\
& =\Sigma\left(\boldsymbol{g}_{u}\right)-\boldsymbol{e}_{(\ell+1)_{i}^{-}\left(\left(\iota_{u}^{\prime}\right)^{*}\right)}-\boldsymbol{g}_{u+\ell}-\Sigma\left(\boldsymbol{g}_{u^{-}}\right)+\boldsymbol{e}_{(\ell+1)_{i}^{-}\left(\left(\left(_{u}^{\prime}\right)^{*}\right)\right.}+\boldsymbol{g}_{u^{-}+\ell} \\
& =0 .
\end{aligned}
$$

Then we have

$$
\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right)\right) \simeq \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right) .
$$

Since $\mathfrak{D}_{t}, \mathfrak{D}_{t}^{\prime}$, and $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}$ are compatible with the bar involution, $\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right)\right)$ and $\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right)$ are bar-invariant. Therefore, we have

$$
\left.\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}} \underline{\left(Y_{i, p}\right.}\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\underline{Y_{i, p}}\right)\right)
$$

which completes the proof of (7.8) for $(i, p) \in \widehat{I}_{\leq \mathfrak{D}^{\prime-1} \xi^{\prime}}^{\prime}$.
Next, we show the equality (7.8) for $(i, p) \in{\widehat{I_{\mathcal{Q}^{\prime}}}}_{\prime}$. For $u \in \mathbb{N}$, set

$$
F_{u}:=\left(1+\sum_{n=\left(n_{k}\right)_{k} \in \mathbb{N}_{0}^{\oplus \mathbb{N}} \backslash\{0\}} c_{u, \boldsymbol{n}} X^{\sum_{k \in \mathbb{N}} n_{k} \boldsymbol{b}_{k}}\right) .
$$

Then the calculation in (7.7) shows that

$$
\widetilde{\Sigma}\left(F_{u}\right)=F_{u+\ell}
$$

for $u \in \mathbb{N}$. We prepare the following claim.
Claim. For $(i, p) \in \widehat{I}_{\leq \mathfrak{D}^{\prime-2} \xi^{\prime}}^{\prime}, \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathcal{D}^{-2} \xi}\right)$.
Proof of Claim. Write $\left.u:=\overline{\rho_{i^{\prime}}}-1(i, p)\right)$ and $u^{-}:=\overline{\bar{i}^{\prime}}$. Then,

$$
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right)=\widetilde{\eta}_{i, \mathbb{F}}\left(\hat{\boldsymbol{\tau}}_{\mathbb{F}}^{*}\left(X^{\prime \boldsymbol{e}_{u}-\boldsymbol{e}_{u^{-}}}\right)\right) \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(Z_{u^{-}}^{-1} Z_{u}\right) \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(F_{u^{-}}^{-1} X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u}-} F_{u}\right) .
$$

By Proposition 5.14 and (7.6), we have

$$
\widetilde{\eta}_{i, \mathbb{F}}\left(F_{u^{-}}^{-1}\right), \widetilde{\eta}_{i, \mathbb{F}}\left(F_{u}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathcal{D}^{-2} \xi}\right) .
$$

Hence it suffices to show that $\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u}-}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{-2} \xi}\right)$. Since we already proved (7.8) for $(i, p) \in \widehat{I}_{\leq \mathfrak{D}^{\prime-1}}^{\prime} \xi^{\prime}$, we have

$$
\begin{aligned}
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{\prime-2} \xi^{\prime}}^{\prime}\right)\right) & =\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{\prime-1} \xi^{\prime}}^{\prime}\right)\right)\right) \\
& =\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{\prime-1} \xi^{\prime}}^{\prime}\right)\right) \subset \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{-1} \xi}\right) .\right.
\end{aligned}
$$

Therefore, $\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}\left(F_{u^{-}}^{-1} X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u}-} F_{u}\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\underline{Y_{i, p}}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{-1} \xi}\right)$, hence we have

$$
\begin{equation*}
\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u}-}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{-1} \xi}\right) . \tag{7.9}
\end{equation*}
$$

The property (7.5) implies that $\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u^{-}}}\right)$is a monomial in the variables $\left\{\underline{m^{(\imath)}\left[p, \xi_{l}\right]^{ \pm 1}} \mid\right.$ $\left.p \leq\left(\mathfrak{D}^{-2} \xi\right)_{\imath}+2 d_{\bar{\imath}}, \imath \in \Delta_{0}\right\}$. Hence, we can write the monomial $\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u^{-}}}\right)$as

$$
\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u^{-}}}\right)=\underline{M \cdot \prod_{\imath \in \Delta_{0}} m^{(\imath)}\left[\left(\mathfrak{D}^{-2} \xi\right)_{\imath}+2 d_{\bar{\imath}}, \xi_{\imath}\right]^{k_{\imath}}}
$$

for some $k_{\imath} \in \mathbb{Z}$ and a monomial $M$ in $\mathcal{Y}_{\leq^{-2}}$. Here the property (7.9) implies $k_{\imath}=0$ for all $\imath \in \Delta_{0}$. Therefore, $\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}-\boldsymbol{g}_{u^{-}}}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathcal{D}^{-2} \xi}\right)$.

Assume that $1 \leq u \leq \ell$. Since we already proved (7.8) for $u>\ell$, it suffices to show that

$$
\mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right) .
$$

Indeed, since $\mathfrak{D}_{t}^{\prime-1}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right) \in \mathcal{Y}_{t, \leq \mathfrak{D}^{\prime-1}}^{\prime} \xi^{\prime}$, this equality implies

$$
\mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)\right),
$$

which is equivalent to $\mathfrak{D}_{t}^{-1}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-1}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)$.
Write $f:=(2 \ell+1)_{i}^{-}\left(l_{u}\right)$ and $f^{\prime}:=(2 \ell+1)_{i^{\prime}}^{-}\left(v_{u}\right)$. Note that $X_{f}=Z_{f^{\prime}}$. Then

$$
\begin{aligned}
& \mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\mathfrak{D}_{t}^{-2}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(Z_{u}\right)\right) \\
&=\mathfrak{D}_{t}^{-2}\left(\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u}} F_{u}\right)\right) \\
&=\widetilde{\eta}_{i, \mathbb{F}}\left(\widetilde{\Sigma}^{2}\left(X^{\boldsymbol{g}_{u}} F_{u}\right)\right) \\
&=\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\widetilde{\Sigma}^{2}}\left(\boldsymbol{g}_{u}\right)\right. \\
&\left.F_{u+2 \ell}\right) . \\
& \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(\widetilde{\Sigma}^{\prime 2}\left(X_{u}^{\prime}\right)\right)\right) \\
&=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X^{\prime e_{u+2 \ell}-e_{f^{\prime}}}\right)\right) \\
& \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(X_{f}^{-1} Z_{u+2 \ell}\right) \\
& \simeq \widetilde{\eta}_{i, \mathbb{F}}\left(X^{\boldsymbol{g}_{u+2 \ell}-e_{f}} F_{u+2 \ell}\right) .
\end{aligned}
$$

By Claim, we have

$$
\begin{aligned}
& \widetilde{\eta}_{i, \mathbb{F}}\left(X^{\widetilde{\Sigma}^{2}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+2 \ell}+\boldsymbol{e}_{f}}\right) \\
& \simeq \mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)\right)^{-1} \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \mathfrak{D}^{-2} \xi}\right) .
\end{aligned}
$$

On the other hand, by (7.5),

$$
\widetilde{\Sigma}^{2}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+2 \ell}+\boldsymbol{e}_{f} \in \sum_{\imath \in \Delta_{0}} \mathbb{Z} \boldsymbol{e}_{(2 \ell+1)_{i}^{-}(\imath)}+\sum_{\imath \in \Delta_{0}} \mathbb{Z} \boldsymbol{e}_{(\ell+1)_{i}^{-}(\imath)^{-}}
$$

Hence $\widetilde{\eta}_{\boldsymbol{i}, \mathbb{F}}\left(X^{\tilde{\Sigma}^{2}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+2 \ell}+\boldsymbol{e}_{f}}\right)$ is a monomial in the variables $\underline{Y_{j, s}^{ \pm 1}}$ for $(j, s) \in \widehat{I}_{\mathcal{Q}} \cup \widehat{I}_{\mathfrak{D}^{-1} \mathcal{Q}}$. Therefore,

$$
\widetilde{\eta}_{i, \mathbb{F}}\left(X^{\widetilde{\Sigma}^{2}\left(\boldsymbol{g}_{u}\right)-\boldsymbol{g}_{u+2 \ell}+\boldsymbol{e}_{f}}\right)=1,
$$

which implies $\widetilde{\Sigma}^{2}\left(\boldsymbol{g}_{u}\right)=\boldsymbol{g}_{u+2 \ell}-\boldsymbol{e}_{f}$. Therefore,

$$
\mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right) \simeq \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right) .
$$

Then, by taking the bar-invariance into account again, we obtain

$$
\mathfrak{D}_{t}^{-2}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right)=\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{-2}\left(\widetilde{\eta}_{i^{\prime}, \mathbb{F}}\left(X_{u}^{\prime}\right)\right)\right),
$$

which completes the proof.
We are now in the position to define $\widetilde{\Psi}$ in Theorem 7.1. Define the map $\widetilde{\Psi}: \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right) \rightarrow \mathbb{F}\left(\mathcal{Y}_{t}\right)$ as follows. For $y \in \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right)$, there exists $k \in \mathbb{N}_{0}$ such that $\mathfrak{D}_{t}^{\prime-k}(y) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)$. Then we set

$$
\widetilde{\Psi}(y):=\mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}(y)\right)\right) .
$$

Let us check the well-definedness of $\widetilde{\Psi}$. If $k, k^{\prime} \in \mathbb{Z}_{\geq 0}$ with $k<k^{\prime}$ satisfy $\mathfrak{D}_{t}^{\prime-k}(y), \mathfrak{D}_{t}^{\prime-k^{\prime}}(y) \in$ $\mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)$, then by Lemma 7.4 (1),

$$
\begin{aligned}
\mathfrak{D}_{t}^{k^{\prime}}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k^{\prime}}(y)\right)\right) & =\mathfrak{D}_{t}^{k^{\prime}}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-\left(k^{\prime}-k\right)}\left(\mathfrak{D}_{t}^{\prime-k}(y)\right)\right)\right) \\
& =\mathfrak{D}_{t}^{k^{\prime}}\left(\mathfrak{D}_{t}^{-\left(k^{\prime}-k\right)}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}(y)\right)\right)\right) \\
& =\mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}(y)\right)\right),
\end{aligned}
$$

which shows the well-definedness of $\widetilde{\Psi}$.
The property (1) in Theorem 7.1 immediately follows from the definition of $\widetilde{\Psi}$. The property (2) in Theorem 7.1 follows from Lemma 7.4 (2).

Let $y_{1}, y_{2} \in \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right)$, and choose $k \in \mathbb{Z}_{\geq 0}$ satisfying $\mathfrak{D}_{t}^{\prime-k}\left(y_{1}\right), \mathfrak{D}_{t}^{\prime-k}\left(y_{2}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)$. Then $\mathfrak{D}_{t}^{\prime-k}\left(y_{1} y_{2}\right) \in \mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)$, and we have

$$
\begin{aligned}
\widetilde{\Psi}\left(y_{1} y_{2}\right) & =\mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}\left(y_{1} y_{2}\right)\right)\right) \\
& =\mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}\left(y_{1}\right)\right)\right) \mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}\left(y_{2}\right)\right)\right) \\
& =\widetilde{\Psi}\left(y_{1}\right) \widetilde{\Psi}\left(y_{2}\right) .
\end{aligned}
$$

We can show the linearity of $\widetilde{\Psi}$ in the same way. Therefore, $\widetilde{\Psi}$ is a homomorphism of skew fields.

Moreover, for $x \in \mathcal{K}_{t}\left(\mathscr{C}_{\mathbb{Z}}^{\prime}\right)$, we can take $k \in \mathbb{Z}_{\geq 0}$ satisfying $\mathfrak{D}_{t}^{-k}(x) \in \mathcal{K}_{t}\left(\mathscr{C}_{\leq \mathfrak{D}^{\prime-1}}^{\prime} \xi^{\prime}\right)(\subset$ $\left.\mathbb{F}\left(\mathcal{Y}_{t, \leq \xi^{\prime}}^{\prime}\right)\right)$. Then, by the commutativity of the diagram (7.1) and Theorem 6.1 (2),

$$
\begin{aligned}
\widetilde{\Psi}(x) & =\mathfrak{D}_{t}^{k}\left(\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(\mathfrak{D}_{t}^{\prime-k}(x)\right)\right) \\
& =\mathfrak{D}_{t}^{k}\left(\Psi\left(\mathfrak{D}_{t}^{\prime-k}(x)\right)\right)=\mathfrak{D}_{t}^{k}\left(\mathfrak{D}_{t}^{-k}(\Psi(x))\right)=\Psi(x)
\end{aligned}
$$

Hence $\widetilde{\Psi}$ satisfies the property in Theorem 7.1 (3).
Finally, by reversing the role of $\mathfrak{g}$ and $\mathfrak{g}^{\prime}$, we can construct a homomorphism of skew fields $\widetilde{\Psi}^{\prime}: \mathbb{F}\left(\mathcal{Y}_{t}\right) \xrightarrow{\sim} \mathbb{F}\left(\mathcal{Y}_{t}^{\prime}\right)$ which gives an inverse of $\widetilde{\Psi}$. Therefore $\widetilde{\Psi}$ is an isomorphism, which completes the proof of Theorem 7.1.

We provide some explicit examples of substitution formulas in Appendix C.

## Appendix A. Quantum cluster algebras

In this appendix, we fix our notation around the quantum cluster algebras.
A.1. Quantum torus. Let $t$ be an invertible indeterminate with a formal square root $t^{1 / 2}$. Let $J$ be a (possibly countably infinite) set. For a $\mathbb{Z}$-valued skew-symmetric $J \times J$-matrix $\Lambda=\left(\Lambda_{i j}\right)_{i, j \in J}$, we define the quantum torus $\mathcal{T}(\Lambda)$ to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra presented by the set of generators $\left\{X_{j}^{ \pm 1} \mid j \in J\right\}$ and the relations:

- $X_{j} X_{j}^{-1}=X_{j}^{-1} X_{j}=1$ for $j \in J$,
- $X_{i} X_{j}=t^{\Lambda_{i j}} X_{j} X_{i}$ for $i, j \in J$.

We define the $\mathbb{Z}$-algebra anti-involution $\overline{(\cdot)}$ of $\mathcal{T}(\Lambda)$ by

$$
\overline{t^{1 / 2}}:=t^{-1 / 2}, \quad \overline{X_{j}}:=X_{j}
$$

for all $j \in J$. This is called the bar involution of $\mathcal{T}(\Lambda)$. For $\boldsymbol{a}=\left(a_{j}\right)_{j \in J} \in \mathbb{Z}^{\oplus J}$, we define the commutative monomial

$$
X^{a}:=t^{-\frac{1}{2} \sum_{i<j} a_{i} a_{j} \Lambda_{i j}} \prod_{j \in J}^{\overrightarrow{ }} X_{j}^{a_{j}}
$$

where we fixed an arbitrary total ordering < of the set $J$. Note that the resulting element $X^{a} \in \mathcal{T}(\Lambda)$ is independent from the choice of total ordering $<$, and invariant under the bar involution. The set $\left\{X^{\boldsymbol{a}} \mid \boldsymbol{a} \in \mathbb{Z}^{\oplus J}\right\}$ forms a free $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-basis of $\mathcal{T}(\Lambda)$. Since $\mathcal{T}(\Lambda)$ is an Ore domain, it is embedded into the skew field of fractions $\mathbb{F}(\mathcal{T}(\Lambda))$.
A.2. Quantum cluster algebra. Let $J_{f} \subset J$ be a subset and put $J_{e}:=J \backslash J_{f}$. Let $\widetilde{B}=\left(b_{i j}\right)_{i \in J, j \in J_{e}}$ be a $\mathbb{Z}$-valued $J \times J_{e}$-matrix whose principal part $B=\left(b_{i j}\right)_{i, j \in J_{e}}$ is skewsymmetrizable, i.e., there is a diagonal matrix $D$ with positive integer entries such that the product $D B$ is skew-symmetric. We assume that the set $\left\{i \in J \mid b_{i j} \neq 0\right\}$ is finite for all $j \in J$. Such a matrix $\widetilde{B}$ is called an exchange matrix. We say that a pair $(\Lambda, \widetilde{B})$ is compatible if we have

$$
\sum_{k \in J} b_{k i} \Lambda_{k j}=\mathrm{d}_{i} \delta_{i, j} \quad\left(i \in J_{e}, j \in J\right)
$$

for some positive integer $\mathrm{d}_{i}$. In this case, $B$ is skew-symmetrizable by the diagonal matrix $D=\operatorname{diag}\left(\mathrm{d}_{i} \mid i \in J_{e}\right)$.

Given a compatible pair $(\Lambda, \widetilde{B})$ and an element $k \in J_{e}$, we define a new pair

$$
\mu_{k}(\Lambda, \widetilde{B})=\left(\mu_{k} \Lambda, \mu_{k} \widetilde{B}\right):=\left(E^{T} \Lambda E, E \widetilde{B} F\right),
$$

where the matrices $E=\left(e_{i j}\right)_{i, j \in J}$ and $F=\left(f_{i j}\right)_{i, j \in J_{e}}$ are given by

$$
e_{i j}:=\left\{\begin{array}{ll}
\delta_{i, j} & \text { if } j \neq k,  \tag{A.1}\\
-1 & \text { if } i=j=k, \\
\max \left(0,-b_{i k}\right) & \text { if } i \neq j=k,
\end{array} \quad f_{i j}:= \begin{cases}\delta_{i, j} & \text { if } i \neq k, \\
-1 & \text { if } i=j=k, \\
\max \left(0,-b_{i k}\right) & \text { if } i=k \neq j\end{cases}\right.
$$

The pair $\mu_{k}(\Lambda, \widetilde{B})$ again forms a compatible pair. The operation $\mu_{k}$ is called the mutation at $k$ and it is involutive, i.e., we have $\mu_{k}\left(\mu_{k}(\Lambda, \widetilde{B})\right)=(\Lambda, \widetilde{B})$. In addition, we define an isomorphism of $\mathbb{Q}\left(t^{1 / 2}\right)$-algebras $\mu_{k}^{*}: \mathbb{F}\left(\mathcal{T}\left(\mu_{k} \Lambda\right)\right) \cong \mathbb{F}(\mathcal{T}(\Lambda))$ by

$$
\mu_{k}^{*}\left(X_{j}\right):= \begin{cases}X^{a^{\prime}}+X^{a^{\prime \prime}} & \text { if } j=k,  \tag{A.2}\\ X_{j} & \text { if } j \neq k,\end{cases}
$$

where $\boldsymbol{a}^{\prime}=\left(a_{j}^{\prime}\right)_{j \in J}$ and $\boldsymbol{a}^{\prime}=\left(a_{j}^{\prime \prime}\right)_{j \in J}$ are given by

$$
a_{j}^{\prime}:=\left\{\begin{array}{ll}
-1 & \text { if } i=k, \\
\max \left(0, b_{i k}\right) & \text { if } i \neq k,
\end{array} \quad a_{j}^{\prime \prime}:= \begin{cases}-1 & \text { if } i=k, \\
\max \left(0,-b_{i k}\right) & \text { if } i \neq k\end{cases}\right.
$$

Note that the definition of $\mu_{k}^{*}$ does depend on the exchange matrix $\widetilde{B}$. The isomorphism $\mu_{k}^{*}$ is often called the cluster transformation at $k$. We have $\mu_{k}^{*} \circ \mu_{k}^{*}=\operatorname{id}_{\mathbb{E}(\mathcal{T}(\Lambda))}$ and $\mu_{k}^{*} \circ \overline{(\cdot)}=\overline{(\cdot)} \circ \mu_{k}^{*}$.

Definition A.1. Let $(\Lambda, \widetilde{B})$ be a compatible pair. We say that an element of $\mathbb{F}(\mathcal{T}(\Lambda))$ is a quantum cluster variable (resp. quantum cluster monomial) if it is written as

$$
\mu_{k_{1}}^{*} \mu_{k_{2}}^{*} \cdots \mu_{k_{n}}^{*}\left(X_{j}\right) \quad\left(\text { resp. } \mu_{k_{1}}^{*} \mu_{k_{2}}^{*} \cdots \mu_{k_{n}}^{*}\left(X^{\boldsymbol{a}}\right)\right),
$$

for some finite sequence $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ in $J_{e}$ and $j \in J$ (resp. $\boldsymbol{a} \in \mathbb{N}_{0}^{\oplus J}$ ). The quantum cluster algebra $\mathcal{A}_{t}(\Lambda, \widetilde{B})$ is defined to be the $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-subalgebra of $\mathbb{F}(\mathcal{T}(\Lambda))$ generated by all the quantum cluster variables.

Note that each quantum cluster monomial is invariant under the bar involution.
Theorem A. 2 (The quantum Laurent phenomenon [BZ05, Corollary 5.2]). The quantum cluster algebra $\mathcal{A}_{t}(\Lambda, \widetilde{B})$ is contained in the quantum torus $\mathcal{T}(\Lambda)$.

By definition, the cluster transformation at $k \in J_{e}$ gives a $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebra isomorphism

$$
\mu_{k}^{*}: \mathcal{A}_{t}\left(\mu_{k}(\Lambda, \widetilde{B})\right) \cong \mathcal{A}_{t}(\Lambda, \widetilde{B}),
$$

which induces a bijection between the sets of quantum cluster monomials.
A.3. Permutation. Let $\pi$ be a permutation of the index set $J$ satisfying $\pi\left(J_{f}\right) \subset J_{f}$. Given a compatible pair $(\Lambda, \widetilde{B})$ as above, we can consider another compatible pair $\pi(\Lambda, \widetilde{B})=(\pi \Lambda, \pi \widetilde{B})$, where $\pi \Lambda:=\left(\Lambda_{\pi^{-1}(i), \pi^{-1}(j)}\right)_{i, j \in J}$ and $\pi \widetilde{B}:=\left(b_{\pi^{-1}(i), \pi^{-1}(j)}\right)_{i \in J, j \in J_{e}}$. Then we have the isomorphism of $\mathbb{Z}\left[t^{ \pm 1 / 2}\right]$-algebras

$$
\pi^{*}: \mathcal{A}_{t}(\pi(\Lambda, \widetilde{B})) \cong \mathcal{A}_{t}(\Lambda, \widetilde{B}) \quad \text { given by } \pi^{*}\left(X_{j}\right)=X_{\pi^{-1}(j)} \text { for all } j \in J
$$

Clearly, this isomorphism $\pi^{*}$ induces a bijection between the sets of quantum cluster monomials.
A.4. Classical limit. Let $\widetilde{B}$ be an exchange matrix as above. Consider the (commutative) ring of Laurent polynomials $\mathbb{Z}\left[X_{j}^{ \pm 1} \mid j \in J\right]$ and let $\mathbb{Q}\left(X_{j} \mid j \in J\right)$ be its fraction field. For each $k \in J_{e}$, we have an algebra involution $\mu_{k}^{*}$ of $\mathbb{Q}\left(X_{j} \mid j \in J\right)$ defined by the same formula as (A.2).
Definition A.3. Let $\widetilde{B}$ be an exchange matrix. An element of $\mathbb{Q}\left(X_{j} \mid j \in J\right)$ is called a cluster variable (resp. cluster monomial) if it is written as

$$
\mu_{k_{1}}^{*} \mu_{k_{2}}^{*} \cdots \mu_{k_{n}}^{*}\left(X_{j}\right) \quad\left(\text { resp. } \mu_{k_{1}}^{*} \mu_{k_{2}}^{*} \cdots \mu_{k_{n}}^{*}\left(X^{\boldsymbol{a}}\right)\right),
$$

for some finite sequence $\left(k_{1}, k_{2}, \ldots, k_{n}\right)$ in $J_{e}$ and $j \in J$ (resp. $\boldsymbol{a} \in \mathbb{N}_{0}^{\oplus J}$ ). The cluster algebra $\mathcal{A}(\widetilde{B})$ is defined to be the $\mathbb{Z}$-subalgebra of $\mathbb{Q}\left(X_{j} \mid j \in J\right)$ generated by all the cluster variables.

Now, let $(\Lambda, \widetilde{B})$ be a compatible pair. By specializing $t^{1 / 2}$ to 1 , we obtain the surjective algebra homomorphism $\operatorname{ev}_{t=1}: \mathcal{T}(\Lambda) \rightarrow \mathbb{Z}\left[X_{j}^{ \pm 1} \mid j \in J\right]$. By definition, it induces the surjection

$$
\mathrm{ev}_{t=1}: \mathcal{A}_{t}(\Lambda, \widetilde{B}) \rightarrow \mathcal{A}(\widetilde{B})
$$

under which a quantum cluster monomial goes to a cluster monomial. See [GLS20, Lemma 3.3].

Lemma A. 4 (cf. [BZ05]). The homomorphism $\mathrm{ev}_{t=1}$ gives a bijection between the set of quantum cluster monomials in $\mathcal{A}_{t}(\Lambda, \widetilde{B})$ and the set of cluster monomials in $\mathcal{A}(\widetilde{B})$.

Proof. The surjectivity is obvious from the definition. The injectivity follows from an argument similar to the proof of [BZ05, Theorem 6.1].
A.5. Degrees. Let $(\Lambda, \widetilde{B})$ be a compatible pair. We say that an element $x$ of the quantum torus $\mathcal{T}(\Lambda)$ is pointed if it is written in the form

$$
x=X^{\boldsymbol{g}}+\sum_{\boldsymbol{n} \in \mathbb{N}_{0}^{\oplus J_{e}} \backslash\{0\}} c_{\boldsymbol{n}} X^{\boldsymbol{g}+\widetilde{B} \boldsymbol{n}}
$$

for some $\boldsymbol{g} \in \mathbb{Z}^{\oplus J}$ and $c_{\boldsymbol{n}} \in \mathbb{Z}\left[t^{ \pm 1 / 2}\right]$. In this case, we write $\operatorname{deg} x=\boldsymbol{g}$ and call it the degree of $x$. Note that this notion of degree does depend on the exchange matrix $\widetilde{B}$, not only on the quantum torus $\mathcal{T}(\Lambda)$.

It is known that every quantum cluster monomial $x$ in $\mathcal{A}_{t}(\Lambda, \widetilde{B})$ is pointed [Tra11, Theorem 5.3]. Its degree is often called the $g$-vector of $x$.

Theorem A. 5 ([FZ07, (7.18)], [DWZ10], [GHKK18]). Let ( $\Lambda, \widetilde{B}$ ) be a compatible pair and $k \in J_{e}$. Let $x \in \mathcal{A}_{t}(\Lambda, \widetilde{B})$ and $x^{\prime} \in \mathcal{A}_{t}\left(\mu_{k}(\Lambda, \widetilde{B})\right)$ be quantum cluster monomials whose $g$-vectors are $\boldsymbol{g}=\left(g_{j}\right)_{j \in J}$ and $\boldsymbol{g}^{\prime}=\left(g_{j}^{\prime}\right)_{j \in J}$ respectively. If $\mu_{k}^{*}\left(x^{\prime}\right)=x$, we have

$$
g_{j}= \begin{cases}-g_{k}^{\prime} & \text { if } j=k, \\ g_{j}^{\prime}+\max \left(b_{j}^{\prime}, 0\right) g_{k}^{\prime} & \text { if } j \neq k \text { and } g_{k}^{\prime} \geq 0, \\ g_{j}^{\prime}-\min \left(b_{j k}^{\prime}, 0\right) g_{k}^{\prime} & \text { if } j \neq k \text { and } g_{k}^{\prime} \leq 0\end{cases}
$$

Here $\mu_{k} \widetilde{B}=\left(b_{i j}^{\prime}\right)_{i \in J, j \in J_{e}}$.
Remark A.6. In particular, under the assumption of Theorem A.5, we have $\boldsymbol{g}=E \boldsymbol{g}^{\prime}$ if $g_{k}^{\prime} \geq 0$. Here $E=\left(e_{i j}\right)_{i, j \in J}$ is the matrix given by (A.1) with $\widetilde{B}=\left(b_{i j}\right)_{i \in J, j \in J_{e}}$.
Remark A.7. Let $\pi \in \mathfrak{S}_{J}$ be a permutation such that $\pi\left(J_{f}\right) \subset J_{f}$ as in Section A.3. From the definition, it is clear that we have $\operatorname{deg}\left(\pi^{*} x\right)=\left(g_{\pi(j)}\right)_{j \in J}$ if $\operatorname{deg} x=\left(g_{j}\right)_{j \in J}$.

Theorem A. 8 ([FZ07, Conjecture 7.10(1)], [DWZ10], [GHKK18]). Let ( $\Lambda, \widetilde{B}$ ) be a compatible pair and $x, x^{\prime} \in \mathcal{A}_{t}(\Lambda, \widetilde{B})$ be two cluster monomials. If $\operatorname{deg} x=\operatorname{deg} x^{\prime}$, we have $x=x^{\prime}$.

Proof. Note that we have the similar notion of degrees for classical cluster algebra $\mathcal{A}(\widetilde{B})$ [FZ07] and we have $\operatorname{deg} x=\operatorname{deg}_{\operatorname{ev}}^{t=1}(x)$ for any quantum cluster monomial $x$ thanks to [Tra11, Theorem 5.3(2)]. For the classical cluster algebra $\mathcal{A}(\widetilde{B})$, the assertion is proved by [DWZ10] when $B$ is skew-symmetric and by [GHKK18] in general. Therefore, the assertion for the quantum cluster algebra $\mathcal{A}_{t}(\Lambda, \widetilde{B})$ also follows in view of Lemma A.4.

Remark A.9. In the main body of the present paper, we consider the degrees only for skew-symmetric quantum cluster algebras. Therefore, we do not really need the results of [GHKK18] for our purpose.

## Appendix B. Cluster structure on $K\left(\mathscr{C}_{\mathbb{Z}}\right)$

We give examples for Theorem 6.13.
Example B. 1 (Type A). Let $\mathcal{Q}=\left(\Delta_{\mathrm{A}_{n}}, \mathrm{id}, \xi\right)$ be a Q-datum of type $\mathrm{A}_{n}$ such that

$$
\xi_{\imath}=\left\{\begin{array}{lll}
0 & \text { if } \imath \equiv 1 & (\bmod 2), \\
-1 & \text { if } \imath \equiv 0 & (\bmod 2)
\end{array}\right.
$$

and take a $\mathcal{Q}$-adapted sequence
$\boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}}:=\left\{\begin{array}{lll}(1,3, \ldots, n, 2,4, \ldots, n-1,1,3, \ldots, n, 2,4, \ldots, n-1, \ldots) & \text { if } n \equiv 1(\bmod 2), \\ (1,3, \ldots, n-1,2,4, \ldots, n, 1,3, \ldots, n-1,2,4, \ldots, n, \ldots) & \text { if } n \equiv 0 & (\bmod 2) .\end{array}\right.$
The map $\mathfrak{e}$ defined below is a $\mathcal{Q}$-adapted enumeration of $\widehat{\Delta}_{[\xi]}$ : For $u=k n+s$ with $k \in \mathbb{Z}_{\geq 0}$ and $0<s \leq n$, set

$$
\mathfrak{e}(u):= \begin{cases}\left(\imath_{s}, \xi_{v_{s}}+k\right) & \text { (i) } k \equiv 0 \quad(\bmod 2) \text { and } 0<s \leq\lceil n / 2\rceil, \\ \left(v_{s}, \xi_{v_{s}}-k\right) & \text { (ii) } k \equiv 0 \quad(\bmod 2) \text { and }\lceil n / 2\rceil<s \leq n, \\ \left(\imath_{s}, \xi_{l_{s}}-(k+1)\right) & \text { (iii) } k \equiv 1 \quad(\bmod 2) \text { and } 0<s \leq\lceil n / 2\rceil, \\ \left(v_{s}, \xi_{v_{s}}+k+1\right) & \text { (iv) } k \equiv 1 \quad(\bmod 2) \text { and }\lceil n / 2\rceil<s \leq n .\end{cases}
$$

Then each $m_{u}^{e}$ in (6.10) becomes

$$
m_{u}^{\mathfrak{e}}:= \begin{cases}m^{\left(2_{s}\right)}\left[\xi_{\imath_{s}}-k, \xi_{\imath_{s}}+k\right] & \text { (i), } \\ m^{\left(2_{s}\right)}\left[\xi_{\imath_{s}}-k, \xi_{l_{s}}+k\right] & \text { (ii), } \\ m^{\left(2_{s}\right)}\left[\xi_{l_{s}}-(k+1), \xi_{l_{s}}+k-1\right] & \text { (iii), } \\ m^{\left(2_{s}\right)}\left[\xi_{l_{s}}-k+1, \xi_{l_{s}}+k+1\right] & \text { (iv) },\end{cases}
$$

and the exchange matrix $\widetilde{B}^{\mathfrak{e}}$ is given as follows (see [KKOP22, Theorem 6.14]):

$$
\left(\widetilde{B}^{\mathfrak{e}}\right)_{u, v}:= \begin{cases}1 & \text { if (a) } u-v= \pm n \text { and } u \text { satisfies (i) or (iv), } \\ \text { or (b) }|u-v|<n, \imath_{u} \sim \imath_{v} \text { and } u \text { satisfies (iii) or (ii), } \\ -1 & \text { if (c) } u-v= \pm n \text { and } u \text { satisfies (iii) or (ii), } \\ \text { or (d) }|u-v|<n, \imath_{u} \sim \imath_{v} \text { and } u \text { satisfies (i) or (iv) }, \\ 0 & \text { otherwise. }\end{cases}
$$

Using $\left\{m_{u}^{\mathfrak{e}}\right\}_{u \in \mathbb{N}}$ as the set of vertices for the corresponding quiver $\Gamma_{\widetilde{B}^{\mathrm{c}}}$ of $\widetilde{B}^{\mathrm{c}}, \Gamma_{\widetilde{B}^{\mathrm{c}}}$ is isomorphic to the the product of sink-source Dynkin quivers of type $\mathrm{A}_{\infty}$ and $\mathrm{A}_{n}$, usually denoted by $\overrightarrow{\mathrm{A}}_{\infty} \otimes \overrightarrow{\mathrm{A}}_{n}$ (see $[$ Kel13, $\left.\S 3.3]\right)$. For instance, $\Gamma_{\widetilde{B}^{\text {e }}}$ for $n=3$ can be drawn as follows:


Here $m_{u}^{(\imath)}[p, s]$ means $m_{u}^{\mathfrak{e}}=m^{(\imath)}[p, s]$.
Example B. 2 (Type B). Let $\mathcal{Q}=\left(\Delta_{\mathrm{A}_{2 n-1}}, \vee, \xi\right)$ be a Q-datum of type $\mathrm{B}_{n}$ such that

$$
\xi_{n-s}=\left\{\begin{array}{ll}
\xi_{n}+1 & \text { if } n-s \equiv 0 \quad(\bmod 2), \\
\xi_{n}+3 & \text { if } n-s \equiv 1 \quad(\bmod 2),
\end{array} \quad \xi_{2 n-s}=\xi_{s}-2 \text { for } 1 \leq s \leq n-1,\right.
$$

and take $\mathcal{Q}$-adapted sequence

$$
\boldsymbol{i}:=\left(\imath_{1}, \imath_{2}, \ldots, \imath_{n}, \imath_{n+1}, \imath_{n+2}, \imath_{2 n-1}, \imath_{2 n}, \imath_{2 n+1}, \ldots\right)
$$

such that (1) $\imath_{k}=\imath_{k-2 n}$ for any $k>2 n$, (2) $\left\{\imath_{1}, \ldots, \imath_{n}\right\}=\{1, \ldots, n\}$, (3) $\imath_{n}=n$, (4) $\imath_{n+k}=\vee\left(\imath_{k}\right)$ for $1 \leq k \leq n-1$ and (5) $\xi_{\imath_{1}} \geq \xi_{\imath_{2}} \geq \cdots \geq \xi_{\imath_{n}}$ (recall Subsection 5.3). Then the map $\mathfrak{e}$ defined below is a $\mathcal{Q}$-adapted enumeration of $\widehat{\Delta}_{[\xi]}$ : For $u=2 k n+s \in \mathbb{N}$ with $k \in \mathbb{Z}_{\geq 0}$ and $0<s<n$, set
and, for $u=t n \in \mathbb{N}$ with $t \in \mathbb{N}$, set

$$
\mathfrak{e}(u):= \begin{cases}\left(n, \xi_{n}+t\right) & (\mathrm{v}) t \equiv 0 \\ \left(n, \xi_{n}-(t-1)\right) & (\mathrm{mod} 2), \\ (\equiv 1 & (\bmod 2)\end{cases}
$$

Then each $m_{u}^{\mathfrak{e}}$ in (6.10) becomes as follows:

$$
m_{u}^{\mathrm{e}}:= \begin{cases}m^{\left(z_{s}\right)}\left[\xi_{c_{s}}-2 k, \xi_{\imath_{s}}+2 k\right] & \text { (i) or (ii), } \\ m^{\left(2_{s}\right)}\left[\xi_{c_{s}}-2(k-1), \xi_{l_{s}}+2(k+1)\right] & \text { (iii), } \\ m^{\left(s_{s}\right)}\left[\xi_{s_{s}}-2(k+1), \xi_{c_{s}}+2(k-1)\right] & \text { (iv), } \\ m^{(n)}\left[\xi_{l_{n}}-(t-2), \xi_{n}+t\right] & \text { (v), } \\ m^{(n)}\left[\xi_{l_{n}}-(t-1), \xi_{n}+t\right] & \text { (vi). }\end{cases}
$$

In this case, one can prove that the following skew-symmetric matrix is $\widetilde{B}^{\mathfrak{e}}$ in Theorem 6.13: For $u, v \in \mathbb{N}$ such that $\left\{\imath_{u}, \imath_{v}\right\} \neq\{n, n \pm 1\}$,

$$
\left(\widetilde{B}^{\mathfrak{c}}\right)_{u, v}:= \begin{cases}1 & \text { if (a) } u-v= \pm 2 \mathrm{~d}_{\bar{\tau}_{u}} n \text { and } u \text { satisfies (ii), (iii) or (v), } \\ \text { or (b) }|u-v|<2 \mathrm{~d}_{\bar{\imath}_{u}} n, \imath_{u} \sim \imath_{v} \text { and } u \text { satisfies (i), (iv) or (vi), } \\ -1 & \text { if (c) } u-v= \pm 2 \mathrm{~d}_{\bar{c}_{u}} n \text { and } u \text { satisfies (i), (iv) or (vi), } \\ \text { or (d) }|u-v|<2 \mathrm{~d}_{\bar{\imath}_{u}} n, \imath_{u} \sim \imath_{v} \text { and } u \text { satisfies (ii), (iii) or (v), } \\ 0 & \text { otherwise. }\end{cases}
$$

and the remained entries $-\left(\widetilde{B}^{\mathfrak{c}}\right)_{v, u}=\left(\widetilde{B}^{\mathfrak{c}}\right)_{u, v}$ for $\imath_{u}=n \pm 1$ and $v_{v}=n$ are given as follows:

$$
\left(\widetilde{B}^{\mathrm{e}}\right)_{u, v}:= \begin{cases}1 & \text { if (g) }|u-v|<n, \text { and } v \text { satisfies (v), } \\ -1 & \text { if (e) }|u-v|<3 n, \imath_{u}=n-1, u \text { satisfies (ii) and } v \text { satsifies (vi), } \\ & \text { or (f) }|u-v|<3 n, \imath_{u}=n+1, u \text { satisfies (iv) and } v \text { satsifies (vi) } \\ 0 & \text { otherwise. }\end{cases}
$$

Interestingly enough, the quiver $\Gamma_{\widetilde{B}^{\text {c }}}$ corresponding to $\widetilde{B}^{\text {e }}$ in the above is isomorphic to the quiver $Q_{\infty}\left(\mathrm{B}_{n}\right)$ in $\left[\mathrm{IIK}^{+} 13 \mathrm{a}\right.$, Figure 1] which is related to the periodicity of cluster algebras.

Let us see the particular example for $n=3$. In this case, we can take $\xi_{3}=-3$ and

$$
\boldsymbol{i}=(1,2,3,5,4,3,1,2,3,5,4,3, \ldots) .
$$

Using $\left\{m_{u}^{e}\right\}_{u \in \mathbb{N}}$ as the set of vertices for the corresponding quiver $\Gamma_{\widetilde{B}^{e}}$ of $\widetilde{B}^{e}, \Gamma_{\widetilde{B}^{e}}$ can be drawn as follows:


Remark B.3. As Example B.1, there exist admissible chains of $i$-boxes and Q-data with $\sigma=\mathrm{id}$, whose corresponding quivers are isomorphic to the product quivers $\overrightarrow{\mathrm{A}}_{\infty} \otimes \overrightarrow{\mathrm{D}}_{n}(n \geq 4)$ and $\overrightarrow{\mathrm{A}}_{\infty} \otimes \overrightarrow{\mathrm{E}}_{n}(n=6,7,8)$ in [Kel13], for simply-laced types $\mathfrak{g}$. Similar to Example B.2, for non simply-laced type $\mathfrak{g}$, there exist admissible chains of i-boxes and Q-data with $\sigma \neq \mathrm{id}$, whose corresponding quivers are isomorphic to $Q_{\infty}(\mathfrak{g})$ in [IIK ${ }^{+} 13 \mathrm{a}$, IIK $\left.^{+} 13 \mathrm{~b}\right]$.

## Appendix C. Example of substitution formulas

In this appendix, we show some examples of our substitution formulas. We mainly consider the situation when $t=1$ for simplicity, that is, the morphism $\widetilde{\Psi}_{t=1}$. Its quantum analogue $\widetilde{\Psi}$ can be calculated in a parallel manner.

Example C.1. Let us calculate explicitly the substitution formula from type $\mathrm{A}_{2}$ to type $\mathrm{A}_{2}$ itself arising from a braid move. Consider the height functions $\xi^{\prime}, \xi$ given as follows:

$$
\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}\right)=(0,-1), \quad\left(\xi_{1}, \xi_{2}\right)=(0,1)
$$

Then the followings are the infinite sequences $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}, \boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}} \in\{1,2\}^{\mathbb{N}}$ satisfying the condition (5.1) in Example 5.5:

$$
\boldsymbol{i}^{\prime}=(\underbrace{1,2,1}_{\text {reduced word for } w_{o}}, \underbrace{2,1,2}, 1,2,1, \ldots), \quad \boldsymbol{i}=(\underbrace{2,1,2}_{\text {reduced word for }}, \underbrace{1,2,1}, \underbrace{2,1,2}, \ldots) .
$$

The quiver $\Gamma_{i}$ corresponding to $\boldsymbol{i}$ can be depicted as


The infinite sequence $\boldsymbol{i}$ can be obtained from $\boldsymbol{i}^{\prime}$, and vise versa, by applying the braid moves. Hence applying the mutations at the following vertices

$$
\begin{equation*}
(2,1),(1,-2),(2,-5),(1,-8),(2,-11), \ldots \tag{C.1}
\end{equation*}
$$

we obtain the quiver $\Gamma_{i^{\prime}}$.


Here the correspondence of the labelling of vertices is given by

$$
\begin{align*}
(2,1-6 m) & \mapsto(1,-6 m), & (1,-6 m) & \mapsto(1,-2-6 m), \\
(2,-1-6 m) & \mapsto(2,-1-6 m), & (1,-2-6 m) & \mapsto(2,-3-6 m),  \tag{C.2}\\
(2,-3-6 m) & \mapsto(2,-5-6 m), & (1,-4-6 m) & \mapsto(1,-4-6 m) .
\end{align*}
$$

By the exchange relation of cluster algebra and (C.2), we have

$$
\begin{aligned}
\hat{\boldsymbol{\tau}}^{*}\left(X_{1,-6 m}^{\prime}\right) & =\frac{X_{2,3-6 m} X_{1,-6 m}+X_{1,2-6 m} X_{2,-1-6 m}}{X_{2,1-6 m}}, \\
\hat{\tau}^{*}\left(X_{1,-2-6 m}^{\prime}\right) & =X_{1,-6 m}, \\
\hat{\tau}^{*}\left(X_{1,-4-6 m}^{\prime}\right) & =X_{1,-4-6 m}, \\
\hat{\tau}^{*}\left(X_{2,-1-6 m}^{\prime}\right) & =X_{2,-1-6 m}, \\
\hat{\tau}^{*}\left(X_{2,-3-6 m}^{\prime}\right) & =\frac{X_{1,-6 m} X_{2,-3-6 m}+X_{2,-1-6 m} X_{1,-4-6 m}}{X_{1,-2-6 m}}, \\
\hat{\tau}^{*}\left(X_{2,-5-6 m}^{\prime}\right) & =X_{2,-3-6 m} .
\end{aligned}
$$

Here $X_{2,3}=X_{1,2}:=1$. Hence,

$$
\begin{aligned}
& \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(\imath)}\left[p, \xi^{\prime}\right]\right) \\
& = \begin{cases}\left(Y_{2,1-6 m}^{-1} Y_{1,-6 m}+Y_{2,-1-6 m}\right) m^{(1)}[2-6 m, 0] & \text { if }(\imath, p)=(1,-6 m), \\
m^{(1)}[-6 m, 0] & \text { if }(\imath, p)=(1,-2-6 m), \\
m^{(1)}[-4-6 m, 0] & \text { if }(\imath, p)=(1,-4-6 m), \\
m^{(2)}[-1-6 m, 1] & \text { if }(\imath, p)=(2,-1-6 m), \\
\left(Y_{1,-2-6 m}^{-1} Y_{2,-3-6 m}+Y_{1,-4-6 m}\right) m^{(2)}[-1-6 m, 1] & \text { if }(\imath, p)=(2,-3-6 m), \\
m^{(2)}[-3-6 m, 1] & \text { if }(\imath, p)=(2,-5-6 m) .\end{cases}
\end{aligned}
$$

Here $m^{(1)}[2,0]:=1$. This calculation implies that, for $(\imath, p) \in \widehat{I}_{\leq \xi^{\prime}}^{\prime}$,

$$
\begin{aligned}
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(Y_{\imath, p}\right) & =\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(\imath)}\left[p, \xi_{2}^{\prime}\right]\right) \widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(\imath)}\left[p+2, \xi_{l}^{\prime}\right]\right)^{-1} \\
& = \begin{cases}Y_{2,1-6 m}^{-1} Y_{1,-6 m}+Y_{2,-1-6 m} & \text { if }(\imath, p)=(1,-6 m), \\
\frac{1}{Y_{2,1-6 m}^{-1}+Y_{2,-1-6 m} Y_{1,-6 m}^{-1}} & \text { if }(\imath, p)=(1,-2-6 m), \\
Y_{1,-4-6 m} Y_{1,-2-6 m} & \text { if }(\imath, p)=(1,-4-6 m), \\
Y_{2,-1-6 m} Y_{2,1-6 m} & \text { if }(\imath, p)=(2,-1-6 m), \\
Y_{1,-2-6 m}^{-1} Y_{2,-3-6 m}+Y_{1,-4-6 m} & \text { if }(\imath, p)=(2,-3-6 m), \\
\frac{1}{Y_{1,-2-6 m}^{-1}+Y_{1,-4-6 m} Y_{2,-3-6 m}^{-1}} & \text { if }(\imath, p)=(2,-5-6 m) .\end{cases}
\end{aligned}
$$

Therefore, for $(\imath, p) \in \widehat{I^{\prime}}$,

$$
\widetilde{\Psi}_{t=1}\left(Y_{\imath, p}\right)= \begin{cases}Y_{2,1-6 m}^{-1} Y_{1,-6 m}+Y_{2,-1-6 m} & \text { if }(\imath, p)=(1,-6 m), \\ \frac{1}{Y_{2,1-6 m}^{-1}+Y_{2,-1-6 m} Y_{1,-6 m}^{-1}} & \text { if }(\imath, p)=(1,-2-6 m), \\ Y_{1,-4-6 m} Y_{1,-2-6 m} & \text { if }(\imath, p)=(1,-4-6 m), \\ Y_{2,-1-6 m} Y_{2,1-6 m} & \text { if }(\imath, p)=(2,-1-6 m), \\ Y_{1,-2-6 m}^{-1} Y_{2,-3-6 m}+Y_{1,-4-6 m} & \text { if }(\imath, p)=(2,-3-6 m), \\ \frac{1}{Y_{1,-2-6 m}^{-1}+Y_{1,-4-6 m} Y_{2,-3-6 m}^{-1}} & \text { if }(\imath, p)=(2,-5-6 m) .\end{cases}
$$

This is the substitution formula from $A_{2}$ to itself.
For an instance, we have

$$
\chi_{q}\left(L\left(Y_{2,-7}\right)\right)=Y_{2,-7}+Y_{1,-6} Y_{2,-5}^{-1}+Y_{1,-4}^{-1} .
$$

By applying the above formula, we have

$$
\begin{aligned}
& Y_{2,-7} Y_{2,-5}+Y_{2,-5}^{-1} Y_{1,-6} Y_{1,-2}^{-1}+Y_{2,-7} Y_{1,-2}^{-1} \\
& \quad+Y_{2,-5}^{-1} Y_{1,-6} Y_{1,-4} Y_{2,-3}^{-1}+Y_{2,-7} Y_{1,-4} Y_{2,-3}^{-1}+Y_{1,-4}^{-1} Y_{1,-2}^{-1}=\chi_{q}\left(L\left(Y_{2,-7} Y_{2,-5}\right)\right)
\end{aligned}
$$

We remark here that the isomorphism $\Psi_{t=1}$ is categorified by the autofunctor $\mathscr{S}_{2}$ on $\mathscr{C}_{\mathbb{Z}, \mathfrak{s l}_{3}}$ in [KKOP21a] (see also Proposition 6.2).

Example C.2. We illustrate an example of our substitution formula from type $\mathrm{B}_{2}$ to type $\mathrm{A}_{3}$. Consider the height functions $\xi^{\prime}$ of type $\mathrm{B}_{2}$ and $\xi$ of type $\mathrm{A}_{2}$ given as follows:

$$
\left(\xi_{1}^{\prime}, \xi_{2}^{\prime}, \xi_{3}^{\prime}\right)=(-3,0,-1), \quad\left(\xi_{1}, \xi_{2}, \xi_{3}\right)=(-1,0,-1)
$$

Then the followings are the infinite sequences $\boldsymbol{i}^{\prime}=\left(\imath_{u}^{\prime}\right)_{u \in \mathbb{N}}, \boldsymbol{i}=\left(\imath_{u}\right)_{u \in \mathbb{N}} \in\{1,2,3\}^{\mathbb{N}}$ satisfying the condition (5.1) in Example 5.5:

$$
\begin{aligned}
& \boldsymbol{i}^{\prime}=(\underbrace{2,3,2,1,2,3}_{\text {reduced word for } w_{o}}, \underbrace{2,1,2,3,2,1}, \underbrace{2,3,2,1,2,3}, \ldots), \\
& \boldsymbol{i}=(\underbrace{2,1,2,1,3}_{\text {reduced word for } w_{o}, ~}, \underbrace{2,1,3,2,3,1}, \underbrace{2,3,1,2,1,3}, \ldots) .
\end{aligned}
$$

The quiver $\Gamma_{\boldsymbol{i}}$ corresponding to $\boldsymbol{i}$ can be depicted as

$$
(\imath \backslash p) \cdots \quad-13-12-11-10 ~-9 ~ c c c c c c c c c c c
$$



The infinite sequence $\boldsymbol{i}$ can be obtained from $\boldsymbol{i}^{\prime}$, and vise versa, by applying the braid moves in the red parts of $\boldsymbol{i}$ and $\boldsymbol{i}^{\prime}$ above. Hence, by applying the mutations at the following vertices

$$
\begin{equation*}
(1,-1),(3,-5),(1,-9),(3,-13), \ldots,(1,-1-8 m),(3,-5-8 m), \ldots \tag{C.3}
\end{equation*}
$$

we obtain the quiver $\Gamma_{i^{\prime}}$.

$$
(\imath \backslash p) \cdots \begin{array}{llllllllllllll}
(\imath & -13 & -12 & -11 & -10 & -9 & -8 & -7 & -6 & -5 & -4 & -3 & -2 & -1 \\
0
\end{array}
$$



Here the correspondence of the labelling of vertices is given by

$$
\begin{align*}
& (1,-1-8 m) \mapsto(2,-2-12 m), \quad(1,-3-8 m) \mapsto(1,-3-12 m), \\
& (1,-5-8 m) \mapsto(1,-7-12 m), \quad(1,-7-8 m) \mapsto(1,-11-12 m), \\
& (2,-4 m) \mapsto(2,-6 m), \quad(2,-2-4 m) \mapsto(2,-4-6 m),  \tag{C.4}\\
& (3,-1-8 m) \mapsto(3,-1-12 m), \quad(3,-3-8 m) \mapsto(3,-5-12 m) \text {, } \\
& (3,-5-8 m) \mapsto(2,-8-12 m), \quad(3,-7-8 m) \mapsto(3,-9-12 m),
\end{align*}
$$

for $m \in \mathbb{N}_{0}$. Note that 8 and 12 are the numbers $2 r h^{\vee}$ for types $\mathrm{A}_{3}$ and $\mathrm{B}_{2}$ respectively. By the exchange relation of cluster algebras and (C.4), we have

$$
\begin{array}{rlrl}
\hat{\boldsymbol{\tau}}^{*}\left(X_{1,-3-12 m}^{\prime}\right) & =X_{1,-3-8 m}, & \hat{\boldsymbol{\tau}}^{*}\left(X_{1,-7-12 m}^{\prime}\right)=X_{1,-5-8 m}, \\
\hat{\boldsymbol{\tau}}^{*}\left(X_{1,-11-12 m}^{\prime}\right) & =X_{1,-7-8 m}, & \hat{\boldsymbol{\tau}}^{*}\left(X_{2,-6 m}^{\prime}\right)=X_{2,-4 m}^{\prime} \\
\hat{\boldsymbol{\tau}}^{*}\left(X_{2,-2-12 m}^{\prime}\right) & =\frac{X_{2,-2-8 m} X_{1,1-8 m}+X_{1,-3-8 m} X_{2,-8 m}}{X_{1,-1-8 m}} \\
\hat{\boldsymbol{\tau}}^{*}\left(X_{2,-4-6 m}^{\prime}\right) & =X_{2,-2-4 m}, & \hat{\boldsymbol{\tau}}^{*}\left(X_{3,-1-12 m}^{\prime}\right)=X_{3,-1-8 m}, \\
\hat{\boldsymbol{\tau}}^{*}\left(X_{3,-5-12 m}^{\prime}\right) & =X_{3,-3-8 m}, & \hat{\boldsymbol{\tau}}^{*}\left(X_{3,-9-12 m}^{\prime}\right)=X_{3,-7-8 m}, \\
\hat{\boldsymbol{\tau}}^{*}\left(X_{2,-8-12 m}^{\prime}\right) & =\frac{X_{3,-7-8 m} X_{2,-4-8 m}+X_{2,-6-8 m} X_{3,-3-8 m}}{X_{3,-5-8 m}},
\end{array}
$$

Here $X_{1,1}:=1$. Hence,

$$
\begin{aligned}
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(1)}[-3-12 m,-3]\right) & =m^{(1)}[-3-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(1)}[-7-12 m,-3]\right) & =m^{(1)}[-5-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(1)}[-11-12 m,-3]\right) & =m^{(1)}[-7-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(2)}[-6 m, 0]\right) & =m^{(2)}[-4 m, 0], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(2)}[-2-12 m, 0]\right) & =\left(Y_{2,-2-8 m} Y_{1,-1-8 m}^{-1}+Y_{1,-3-8 m}\right) m^{(2)}[-8 m, 0], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(2)}[-4-6 m, 0]\right) & =m^{(2)}[-2-4 m, 0],
\end{aligned}
$$

$$
\begin{aligned}
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(3)}[-1-12 m,-1]\right) & =m^{(3)}[-1-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(3)}[-5-12 m,-1]\right) & =m^{(3)}[-3-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(3)}[-9-12 m,-1]\right) & =m^{(1)}[-7-8 m,-1], \\
\widetilde{\Psi}_{\leq \xi, \leq \xi^{\prime}}\left(m^{(2)}[-8-12 m, 0]\right) & =\left(Y_{3,-7-8 m}+Y_{2,-6-8 m} Y_{3,-5-8 m}^{-1}\right) m^{(2)}[-4-8 m, 0] .
\end{aligned}
$$

Therefore, for $(i, p) \in \widehat{I}^{\prime}$,

$$
\widetilde{\Psi}_{t=1}\left(Y_{i, p}\right)= \begin{cases}Y_{1,-3-8 m} Y_{1,-1-8 m} & \text { if }(i, p)=(1,-3-12 m), \\ Y_{1,-5-8 m} & \text { if }(i, p)=(1,-7-12 m), \\ Y_{1,-7-8 m} & \text { if }(i, p)=(1,-11-12 m), \\ Y_{2,-8 m} & \text { if }(i, p)=(2,-12 m), \\ Y_{2,-2-8 m} Y_{1,-1-8 m}^{-1}+Y_{1,-3-8 m} & \text { if }(i, p)=(2,-2-12 m), \\ \frac{Y_{1,-1-8 m}^{-1}+Y_{2,-2-8 m}^{-1} Y_{1,-3-8 m}}{} & \text { if }(i, p)=(2,-4-12 m), \\ Y_{2,-4-8 m} & \text { if }(i, p)=(2,-6-12 m), \\ Y_{3,-7-8 m}+Y_{2,-6-8 m} Y_{3,-5-8 m}^{-1} & \text { if }(i, p)=(2,-8-12 m), \\ \frac{1}{Y_{2,-6-8 m}^{-1} Y_{3,-7-8 m}+Y_{3,-5-8 m}^{-1}} & \text { if }(i, p)=(2,-10-12 m), \\ Y_{3,-1-8 m} & \text { if }(i, p)=(1,-1-12 m), \\ Y_{3,-3-8 m} & \text { if }(i, p)=(1,-5-12 m), \\ Y_{3,-7-8 m} Y_{3,-5-8 m} & \text { if }(i, p)=(1,-9-12 m),\end{cases}
$$

for some $m \in \mathbb{Z}$, as Example C.1. This is the substitution formula from type $\mathrm{B}_{2}$ to type $\mathrm{A}_{3}$.
For example, we have

$$
\chi_{q}\left(L^{\mathrm{B}_{2}}\left(Y_{1,-7}\right)\right)=Y_{1,-7}+Y_{2,-6} Y_{2,-4} Y_{1,-3}^{-1}+Y_{2,-6} Y_{2,-2}^{-1}+Y_{1,-5} Y_{2,-4}^{-1} Y_{2,-2}^{-1}+Y_{1,-1}^{-1} .
$$

By applying the above formulas, we have

$$
\begin{aligned}
& Y_{1,-5}+\frac{Y_{2,-4}}{\left(Y_{1,-1}^{-1}+Y_{2,-2}^{-1} Y_{1,-3}\right) Y_{1,-3} Y_{1,-1}}+\frac{Y_{2,-4}}{Y_{2,-2} Y_{1,-1}^{-1}+Y_{1,-3}} \\
& +\frac{Y_{3,-3}\left(Y_{1,-1}^{-1}+Y_{2,-2}^{-1} Y_{1,-3}\right)}{Y_{2,-2} Y_{1,-1}^{-1}+Y_{1,-3}}+Y_{3,-1}^{-1} \\
& =Y_{1,-5}+Y_{2,-4} \frac{Y_{1,-3}^{-1} Y_{1,-1}^{-1}+Y_{2,-2}^{-1}}{Y_{1,-1}^{-1}+Y_{2,-2}^{-1} Y_{1,-3}}+Y_{3,-3} Y_{2,-2}^{-1}+Y_{3,-1}^{-1} \\
& =Y_{1,-5}+Y_{2,-4} Y_{1,-3}^{-1}+Y_{3,-3} Y_{2,-2}^{-1}+Y_{3,-1}^{-1}=\chi_{q}\left(L^{\mathrm{A}_{3}}\left(Y_{1,-5}\right)\right) .
\end{aligned}
$$
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