
Chapter 7-Effective descriptive set theory

Effective descriptive set theory is a very powerful tool to prove results of classical type (i.e., results
of descriptive set theory for which there is no effective descriptive set theory in their statement). It
can sometimes be replaced by some other tools, but sometimes no classical proof is known. Effective
descriptive set theory is based on the notion of a recursive function. We refer to [M] for the basic
notions of effective descriptive set theory.

1 Recursive functions

Intuitively, the recursive functions are the computable ones. Recall that the set of natural numbers
N is denoted by ω.

Definition 1.1 (a) The class of recursive functions is the smallest collection of functions from some
ωk into ω (for some k∈ω)

(a) containing

- the successor function S :ω→ω defined by S(n) :=n+1,

- the constants Ckn :ωk→ω defined by Ckn(x0, · · · , xk−1) :=n,

- the projections P ki :ωk→ω defined by P ki (x0, · · · , xk−1) :=xi (where i<k),

(b) closed under

- composition (if g1, ..., gm and h :ωm→ω are recursive, then x 7→h
(
g1(x), ..., gm(x)

)
also),

- primitive recursion (if g and h :ω2+k→ω are recursive, then f :ω1+k→ω defined by

f(n, x) :=

{
g(x) if n=0,
h
(
f(n−1, x), n−1, x

)
if n≥1,

is also recursive),

- minimalization (if g :ω1+k→ω is recursive and for all x there is n such that g(n, x) = 0, then
x 7→min{n∈ω | g(n, x)=0} is also recursive).

(b) A k-ary relation on ω, say R ⊆ ωk, is a recursive relation if its characteristic function
χR :ωk→ω, defined by χR(x) :=1 if R(x) (meaning that x∈R), 0 otherwise, is recursive.

Exercise. Prove that the following functions and relations are recursive.

- The addition A :ω2→ω defined by A(n,m) :=n+m.

- The multiplicationM :ω2→ω defined byM(n,m) :=n·m.
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- The predecessor pd :ω→ω defined by pd(0) :=0 and pd(n+1):=n.

- The arithmetic subtraction −̇ :ω2→ω defined by k−̇n :=k−n if k≥n, 0 otherwise.

- sg :ω→ω defined by sg(0) :=0 and sg(n) :=1 if n≥1.

- sg :ω→ω defined by sg(0) :=1 and sg(n) :=0 if n≥1.

- [./.] :ω2→ω defined by [n/k] := the unique q such that, for some r<k, n=qk+r if n≥k>0,
0 otherwise.

- rm : ω2 → ω defined by rm(n, k) := the unique r < k such that, for some q, n = qk+ r if
n, k>0, 0 otherwise.

- = (m,n)⇔ m=n,

- ≤ (m,n)⇔ m≤n,

- < (m,n)⇔ m<n.

- Prove that the class of recursive relations is closed under the operations ¬, ∧, ∨,⇒, ∃≤, ∀≤ and
substitution of recursive functions.

- Divides(m,n)⇔ n divides m.

- Prime(m)⇔ m is a prime number.

- p :ω→ω defined by p(i) :=pi := the i’th prime number.

- < . >:ωk→ω defined by < n0, · · · , nk−1 >:=pn0+1
0 ·· · ··pnk−1+1

k−1 if k≥1, 1 otherwise.

- Seq(m)⇔ we can find k∈ω and (n0, · · · , nk−1)∈ωk such that m =< n0, · · · , nk−1 >.

- lh : ω → ω defined by lh(m) := k if we can find k ≥ 1 and (n0, · · · , nk−1) ∈ ωk such that
m=< n0, · · · , nk−1 >, 0 otherwise.

- (.)i :ω→ω defined for i∈ω by (m)i :=ni if we can find k > i and (n0, · · · , nk−1)∈ωk such
that m=< n0, · · · , nk−1 >, 0 otherwise.

Proposition 1.2 A function f :ωk→ω is recursive if and only if Graph(f) is recursive.

Proof. Note that (x, n)∈Graph(f) ⇔ f(x) =n. If f is recursive, then Graph(f) is recursive since
= is recursive and the class of recursive relations is closed under substitution of recursive functions.
Conversely, note that f(x)=min

{
n∈ω | sg

(
χGraph(f)(x, n)

)
=0
}

. This shows that if Graph(f) is
recursive, then f is recursive. �

2 Recursive presentations

2.1 Recursively presented Polish spaces

Definition 2.1 (a) A recursive presentation of a Polish space X is a pair
(
(xn), d

)
such that

- (xn) is a dense sequence of points of X ,
- d is a complete distance defining the topology of X such that the following relations are recur-

sive:
P (i, j,m, k)⇔ d(xi, xj)≤ m

k+1 ,
Q(i, j,m, k)⇔ d(xi, xj)<

m
k+1 .
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(b) We say that
(
X,
(
(xn), d

))
is a recursively presented Polish space if X is a Polish space and(

(xn), d
)

is a recursive presentation of X . We will often say that X is a recursively presented Polish
space, for short, which means that it is given with a recursive presentation.

Not every Polish space admits a recursive presentation, but the usual spaces do.

Exercise. Find a recursive presentation of ω, R, the Baire space N := ωω, and the Cantor space
C :=2ω.

Exercise. Let
(
Xi, (x

i
n)n∈ω, di

)
i<k

be a finite sequence of recursively presented Polish spaces. We
set, for n∈ω, xn :=(x0

(n)0
, · · · , xk−1

(n)k−1
) and define d :Πi<k Xi→R+ by

d
(
(x0, · · · , xk−1), (y0, · · · , yk−1)

)
:=maxi<k di(xi, yi).

Prove that
(
(xn), d

)
is a recursive presentation of Πi<k Xi, called the product recursive presenta-

tion.

Definition 2.2 Let X be a recursively presented Polish space. We say that X is

(a) of type 0 if X=ωk for some k∈ω,

(b) of type 1 if X = Πi<k Xi, Xi is either ω or N for each i < k, and Xi is N for at least one
i<k.

2.2 Basic spaces

In product spaces, it is more convenient in practice to work with the natural basis for the topology,
rather than the previous recursive presentation. This is why we introduce the following notion.

Definition 2.3 Let X be a topological space, and
(
N(X,n)

)
n∈ω be an enumeration (possibly with

repetitions) of a basis for the topology of X . We say that
(
X,
(
N(X,n)

)
n∈ω

)
is a basic space if

there is R⊆ω3 recursive such that x∈N(X,m) ∩ N(X,n) ⇔ ∃p∈ω x∈N(X, p) ∧ R(m,n, p).
We will often say that X is a basic space, for short, which means that it is given with an enumeration
of a basis for its topology witnessing the fact that it has a basic space structure.

Proposition 2.4 Let X be a recursively presented Polish space. Then the formula

N(X,n) :=B(x(n)0 ,
(n)1

(n)2 + 1
)

defines a basic space structure on X .

Proof. Note that x∈N(X,m) ∩N(X,n) holds exactly when there are i, k∈ω such that

d(xi, x)<
(k)1

(k)2 + 1
∧ d(x(m)0 , xi)<

(m)1

(m)2 + 1
− (k)1

(k)2 + 1
∧ d(x(n)0 , xi)<

(n)1

(n)2 + 1
− (k)1

(k)2 + 1
.
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Indeed, the implication from right to left is trivial, while if the left-hand side holds, then

A :={z∈X | ∃k∈ω d(z, x)< (k)1
(k)2+1 ∧ d(x(m)0 , z)<

(m)1
(m)2+1−

(k)1
(k)2+1 ∧

d(x(n)0 , z)<
(n)1

(n)2+1−
(k)1

(k)2+1}

is open and nonempty (since x ∈ A), so A must contain one xi. Using this equivalence and the
definition of a recursive presentation, it is easy to see that there is R⊆ω3 recursive as desired. �

From now on, we view the space ω as a basic space by setting N(ω, n) := {n} (the relation
defined by R(m,n, p) ⇔ m=n=p is a witness for the fact that ω is a basic space). In N , we work
with the basic space structure given by Proposition 2.4.

Proposition 2.5 There are recursive functions g :ω→ω and h :ω2→ω such that

α∈N(N , n)⇔ (n)1 6=0 ∧ ∀i<g(n) α(i)=h(n, i),

where the N(N , n)’s are given by Proposition 2.4.

Proof. If (n)1 =0, then N(N , n)=∅. If (n)1 6=0, then N(N , n)={α∈N | ∀i<l α(i)=ki}, where
l, k0, · · · , kl−1 are effectively computable from n (if l = 0, then N(N , n) = N ). Write l := g(n),
ki :=h(n, i) with suitable recursive functions. �

Proposition 2.6 Let (Xi)i<k be a finite family of basic spaces. Then the formula

N(Πi<k Xi, n) :=

{
∅ if ¬Seq(n) ∨ lh(n)<k,
Πi<k N

(
Xi, (n)i

)
otherwise

defines a basic space structure on Πi<k Xi called the product basic structure.

Proof. Clearly,
(
N(Πi<k Xi, n)

)
n∈ω is a basis for the topology of Πi<k Xi. Let Ri be a witness for

the fact that
(
Xi,
(
N(Xi, n)

)
n∈ω

)
is basic. Then

(xi)i<k∈N(Πi<k Xi,m) ∩N(Πi<k Xi, n)
⇔ Seq(m) ∧ Seq(n) ∧ lh(m), lh(n)≥k ∧ ∀i<k xi∈N

(
Xi, (m)i

)
∩N

(
Xi, (n)i

)
⇔ ∃p∈ω Seq(p) ∧ lh(p)≥k ∧ ∀i<k xi∈N

(
X, (p)i

)
∧

Seq(m) ∧ Seq(n) ∧ lh(m), lh(n)≥k ∧Ri
(
(m)i, (n)i, (p)i

)
⇔ ∃p∈ω (xi)i<k∈N(Πi<k Xi, p) ∧

∀i<k Seq(m) ∧ Seq(n) ∧ lh(m), lh(n)≥k ∧Ri
(
(m)i, (n)i, (p)i

)
,

so that we just have to set

T (m,n, p)⇔ ∀i<k Seq(m) ∧ Seq(n) ∧ lh(m), lh(n)≥k ∧Ri
(
(m)i, (n)i, (p)i

)
to finish the proof. �

In the spaces of type 0 or 1 other than ω and N , we work with the product basic structure.

Proposition 2.7 Let X,Y be basic spaces, and
(
N(X×Y, n)

)
n∈ω given by Proposition 2.6. Then

there are recursive functions f, g, h such that N(X,m)×N(Y, n)=N
(
X×Y, f(m,n)

)
and

N(X×Y, n)=N
(
X, g(n)

)
×N

(
Y, h(n)

)
.

Proof. We just have to set f(m,n) :=< m,n >, g(n) :=(n)0 and h(n) :=(n)1. �
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3 The Kleene classes

3.1 Semirecursive sets and functions

We first work in some ωk.

Notation. If X,Y are sets and S⊆X×Y , then we set ∃Y S :={x∈X | ∃y∈Y (x, y)∈S}.

Definition 3.1 Let R⊆ωk. We say that R is semirecursive if there is a recursive relation S⊆ωk+1

such that R=∃ωS.

Exercise. Prove that a set R⊆ω is semirecursive if and only if R is empty or there exists a recursive
function f :ω→ω which enumerates R, i.e., R={f(0), f(1), f(2), · · · }.

Proposition 3.2 A relation R⊆ωk is recursive if and only if R and ¬R are semirecursive.

Proof. If R is recursive, then the relation S defined by S(x, n) ⇔ R(x) is also recursive, so that R
is semirecursive. Moreover, ¬R is also recursive, and thus semirecursive. Conversely, if R and ¬R
are semirecursive with recursive witnesses S, T , then S ∪ T is recursive. Moreover, for any x∈ ωk
there is n with (x, n)∈S ∪ T so the formula f(x) :=min{n∈ω | (x, n)∈S ∪ T} defines a recursive
function, and x∈R⇔ S

(
x, f(x)

)
so R is recursive. �

Definition 3.3 Let X be a basic space, and S ⊆ X . We say that S is semirecursive if there is a
semirecursive subset S∗ of ω such that S=

⋃
n∈S∗ N(X,n). We say that S is recursive if S and ¬S

are semirecursive.

Intuitively, S is semirecursive if it can be written as a recursive union of basic neighborhoods.
Note that a subset S of ω is semirecursive in the sense of Definition 3.1 if and only if it is semirecursive
in the sense of 3.3, so that our notion is not ambiguous for the space ω. The same remark applies
for the product spaces ωk, viewed as basic spaces. By Proposition 3.2, this remarks also holds for
recursive relations.

Definition 3.4 Let X0, · · · , Xk−1, Y be basic spaces. We say that f :Πi<k Xi→Y is trivial if

f(x0, · · · , xk−1)=(xi0 , · · · , xil),

where i0, · · · , il<k.

Theorem 3.5 The class of semirecursive sets contains the emptyset, every basic space, every basic
neighborhood N(X,n) of a basic space, every recursive relation on some ωk, and the basic neigh-
borhood relation {(x, n)∈X×ω | x∈N(X,n)} for each basic spaceX; moreover, it is closed under
∨, ∧, ∃ω, substitution of trivial functions, ∃≤, and ∀≤.

Proof. Clearly, ∅ =
⋃
n∈∅ N(X,n), X =

⋃
n∈ω N(X,n), and N(X,n) =

⋃
m∈{n} N(X,m), so

these three sets are semirecursive. Every recursive relation on some ωk is semirecurive by Proposition
3.2. In order to check that {(x, n)∈X×ω | x∈N(X,n)} is semirecursive, notice that

N(X,n)×{n}=N(X,n)×N(ω, n)=N
(
X×ω, f(n, n)

)
using the recursive function f of Proposition 2.7.
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Thus {(x, n)∈X×ω | x∈N(X,n)}=
⋃
n∈ω N

(
X×ω, f(n, n)

)
. We are done since the range

of a semirecursive subset of some ωk by a recursive function is semirecursive.

For the closure properties, suppose first that S =
⋃
m∈S∗ N(X,m) and T =

⋃
n∈T ∗ N(X,n),

with both S∗ and T ∗ semirecursive. Then S ∪ T =
⋃
n∈S∗∪T ∗ N(X,n). Similarly,

S ∩ T =
⋃

m∈S∗,n∈T ∗
N(X,m) ∩N(X,n)=

⋃
m∈S∗,n∈T ∗,p∈ω,R(m,n,p)

N(X, p).

We are done since {p∈ω | ∃m∈S∗ ∃n∈T ∗ R(m,n, p)} is semirecursive. This establishes closure
under ∨ and ∧. To prove closure under ∃ω, suppose that S=∃ωT and T =

⋃
n∈T ∗ N(X×ω, n). Then

S(x)⇔∃m∈ω ∃n∈T ∗ (x,m)∈N(X×ω, n)⇔∃m∈ω ∃n∈T ∗ (x,m)∈N
(
X, g(n)

)
×N
(
ω, h(n)

)
,

where g, h are recursive and given by Proposition 2.7. The relation defined by

R(m,n)⇔ m∈N
(
ω, h(n)

)
is easily proved recursive, so that S∗ :={p∈ω | ∃n∈T ∗ p=g(n)∧∃m∈ωR(m,n)} is semirecursive,
as well as S=

⋃
p∈S∗ N(X, p).

Suppose that f :Πi<k Xi→Y is trivial and defined by

f(x0, · · · , xk−1) :=(xi0 , · · · , xil),

where i0, · · · , il<k. If S=
⋃
n∈S∗ N(Y, n) and T (x)⇔ S

(
f(x)

)
, then

T (x0, · · · , xk−1)⇔ ∃n ∈ S∗ (xi0 , · · · , xil)∈N(Y, n)
⇔ ∃n ∈ S∗ xi0 ∈N

(
Xi0 , (n)0

)
∧ · · · ∧ xil ∈N

(
Xil , (n)l

)
For a fixed j, xj∈N

(
Xj ,m

)
is equivalent to

∃p∈ω x0∈N
(
X0, (p)0

)
∧ · · · ∧ xj∈N

(
Xj ,m

)
∧ · · · ∧ xk−1∈N

(
Xk−1, (p)k−1

)
and to ∃p ∈ ω (x0, · · · , xk−1) ∈N

(
Πi<k Xi, gj(m, p)

)
, where gj is recursive. Using the argument

which established that {(x, n)∈X×ω | x∈N(X,n)} is semirecursive, it is easy to verify that each
relation Rj(x0, · · · , xk−1,m, p)⇔ (x0, · · · , xk−1)∈N

(
Πi<k Xi, gj(m, p)

)
is semirecursive, so by

closure under ∃ω we get

T (x0, · · · , xk−1)⇔ ∃n∈ω R∗i0(x0, · · · , xk−1, n) ∧ · · · ∧R∗il(x0, · · · , xk−1, n),

with suitable semirecursive R∗i0 , · · · , R
∗
il

, and T is semirecursive by closure under ∧ and ∃ω. If
T (x, n)⇔ ∃i≤n S(x, i) with S semirecursive, then

T (x, n)⇔ ∃i∈ω i≤n ∧ S(x, i)⇔ ∃i∈ω R(x, n, i) ∧ U(x, n, i),

where R(x, n, i) ⇔ i≤ n, U(x, n, i) ⇔ S(x, i) are both semirecursive by closure under the trivial
substitutions (x, n, i) 7→ (i, n), (x, n, i) 7→ (x, i) and the semirecursiveness of ≤ and S. Now use
closure under ∧ and ∃ω.
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Similarly, if T (x, n) ⇔ ∀i ≤ n S(x, i) with S =
⋃
m∈S∗ N(X×ω,m), then let V ⊆ ω2 be

recursive with S∗=∃ωV . Note that

T (x, n)⇔ ∀i≤n ∃m∈S∗ (x, i)∈N(X×ω,m)
⇔ ∀i≤n ∃q∈ω

(
(q)0, (q)1

)
∈V ∧ (x, i)∈N

(
X×ω, (q)0

)
⇔ ∃p∈ω ∀i≤n

((
(p)i

)
0
,
(
(p)i

)
1

)
∈V ∧ (x, i)∈N

(
X×ω,

(
(p)i

)
0

)
⇔ ∃p∈ω ∀i≤n

((
(p)i

)
0
,
(
(p)i

)
1

)
∈V ∧ x∈N

(
X, f1(p, i)

)
∧ i∈N

(
ω, f2(p, i)

)
with f1, f2 recursive by Proposition 2.7. Thus

T (x, n)⇔ ∃p, u∈ω ∀i≤n
((

(p)i
)

0
,
(
(p)i

)
1

)
∈V ∧ ∀i≤n f1(p, i)=(u)i ∧

∀i≤n x∈N
(
X, (u)i

)
∧ ∀i≤n i∈N

(
ω, f2(p, i)

)
.

Now using the definition of a basic space and rearranging,

T (x, n)⇔ ∃u, p, v∈ω x∈N
(
X, g(u, n, v)

)
∧R(n, p, u)

with a recursive function g and a recursive R, i.e.,

T (x, n)⇔ ∃u, p, v,m∈ω m=g(u, n, v) ∧ x∈N(X,m) ∧R(n, p, u).

So T is semirecursive by the closure properties we have established already. �

Theorem 3.6 The class of recursive sets contains the emptyset, every basic space, every recursive
relation on some ωk, the set {(α, n,w) ∈ N ×ω2 | α(n) = w}, and for each recursively presented
Polish space of type 0 or 1, every basic neighborhood N(X,n), and the basic neighborhood relation

{(x, n)∈X×ω | x∈N(X,n)};

moreover, it is closed under ¬, ∨, ∧, substitution of trivial functions, ∃≤, and ∀≤.

Proof. The closure properties are immediate from Theorem 3.5 and so are the facts that ∅, each basic
space and each recursive relation on some ωk are recursive. Recall from Proposition 2.5 that there are
recursive functions g and h such that

α∈N(N , p)⇔ (p)1 6=0 ∧ ∀n<g(p) α(n)=h(p, n),

where the N(N , n)’s are given by Proposition 2.4. This implies that

α(n)=w ⇔ ∃p∈ω α∈N(N , p) ∧ n<g(p) ∧ h(p, n)=w

because the implication from right-to-left is trivial, and that from left-to-right is easy to check if we
choose p such that α∈N(N , p) ∧ ∀β∈N(N , p) β(n)=w. It follows that

{(α, n,w)∈N×ω2 | α(n)=w}

is semirecursive by Theorem 3.5, and it is also recursive, since

α(n) 6=w ⇔ ∃m∈ω m 6=w ∧ α(n)=m.
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Using again Proposition 2.5,

α /∈N(N , p)⇔ (p)1 =0 ∨ ∃n<g(p) ∃w∈ω α(n)=w ∧ w 6=h(p, n),

so {(α, p) ∈ N ×ω | α /∈ N(N , p)} is semirecursive and hence recursive by Theorem 3.5. The
corresponding set for ω is trivially recursive, and then by Proposition 2.7 and closure under ∧,
{(x, p)∈X×ω | x∈N(X, p)} is recursive for every space X of type 0 or 1. �

Theorem 3.7 Let X,Y be basic spaces, and S ⊆ X×Y (X×Y being equipped with the product
basic structure). Then S is semirecursive if and only if there is S∗ ⊆ ω2 semirecursive such that
S(x, y) ⇔ ∃p, q ∈ ω x ∈ N(X, p) ∧ y ∈ N(Y, q) ∧ S∗(p, q). More specifically, S ⊆ ω×X is
semirecursive if and only if there is S∗⊆ω2 semirecursive such that

S(n, x)⇔ ∃p∈ω x∈N(X, p) ∧ S∗(n, p).

Proof. By definition, S ⊆X×Y is semirecursive if and only if there is T ∗ ⊆ ω semirecursive such
that S(x, y)⇔ ∃n∈T ∗ (x, y)∈N(X×Y, n). Proposition 2.7 provides recursive functions g, h such
that S(x, y)⇔ ∃n∈T ∗ (x, y)∈N

(
X, g(n)

)
×N

(
Y, h(n)

)
. It remains to set

S∗(p, q)⇔ ∃n∈T ∗ p=g(n) ∧ q=h(n).

If now S⊆ω×X , then the previous point provides U∗⊆ω2 semirecursive such that

S(n, x)⇔ ∃p, q∈ω n∈N(ω, q) ∧ x∈N(X, p) ∧ U∗(q, p).

It remains to set S∗(n, p)⇔ ∃q∈ω n∈N(ω, q) ∧ U∗(q, p). �

Theorem 3.8 Let X be a recursively presented Polish space of type 0 or 1, and S ⊆X . Then S is
semirecursive if and only if there is R⊆X×ω recursive such that S=∃ωR.

Proof. One way is immediate by Theorem 3.5. For the converse, let S∗ be a semirecursive subset
of ω with P (x) ⇔ ∃n ∈ ω n ∈ S∗ ∧ x ∈ N(X,n), and R∗ ⊆ ω2 recursive with S∗ = ∃ωR∗.
Then P (x) ⇔ ∃n, p ∈ ω R∗(n, p) ∧ x ∈ N(X,n) ⇔ ∃q ∈ ω R∗

(
(q)0, (q)1

)
∧ x ∈ N

(
X, (q)0

)
.

Thus it is enough to show that the relation S(x, q) ⇔ x ∈ N
(
X, (q)0

)
is recursive when X is

of type 0 or 1. It is by Theorem 3.6, since S(x, q) ⇔ ∃m ∈ ω (q)0 = m ∧ x ∈ N(X,m) and
¬S(x, q)⇔⇔ ∃m∈ω (q)0 =m ∧ x /∈N(X,m). �

Proposition 3.9 A function f :ωk→ω is recursive if and only if Graph(f) is semirecursive.

Proof. If f is recursive then Graph(f) is semirecursive, by Propositions 1.2 and 3.2. Conversely,
assume that Graph(f) is semirecursive, which gives R⊆ωk+2 such that Graph(f)=∃ωR. Note that
f(x)=

(
min
{
n∈ω | R

(
x, (n)0, (n)1

)})
0
, so that f is recursive. �

Definition 3.10 Let X,Y be basic spaces. We say that a function f :X→Y is

(a) Σ 0
1-recursive if {(x, n)∈X×ω | f(x)∈N(Y, n)} is semirecursive in X×ω, equipped with

the product basic structure,

(b) a recursive isomorphism if f is a bijection such that both f and f−1 are Σ 0
1 -recursive.
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Proposition 3.11 A function f :ωk→ω is recursive if and only if f is Σ 0
1 -recursive. So in the sequel

we will say that f is a recursive function if f is Σ 0
1 -recursive.

Proof. By Proposition 3.9 it is enough to prove that f is Σ 0
1 -recursive if and only if Graph(f) is

semirecursive. We just have to apply the definition of N(ω, n). �

Along similar lines, the following holds.

Proposition 3.12 Let X be a recursively presented Polish space of type 0 or 1, Y be a recursively
presented Polish space of type 0, and S⊆X×Y semirecursive. Then there is S∗⊆S semirecursive
which the graph of a function defined on ∃Y S. If moreover X = ∃Y S, then there is a recursive
function f :X→Y such that S

(
x, f(x)

)
for each x∈X .

Proof. Theorem 3.8 provides R⊆X×Y ×ω recursive such that S=∃ωR. We set, if Y =ωk,

S∗(x, y)⇔ ∃n∈ω R(x, y, n) ∧ ∀m<< y0, · · · , yk−1, n > ¬R
(
x, (m)0, · · · , (m)k

)
.

Then S∗ is semirecursive by Theorem 3.5, and contained in S. If S∗(x, y) and S∗(x, y′) both hold,
then we can find natural numbers n and n′ withR(x, y, n),R(x, y′, n′), and ¬R

(
x, (m)0, · · · , (m)k

)
if m<< y0, · · · , yk−1, n > or m<< y′0, · · · , y′k−1, n

′ >. This shows that y=y′ and S∗ is the graph
of a partial function f .

If x∈∃Y S, then we can find y ∈ Y and n∈ω with R(x, y, n), and if we choose them in such a
way that < y0, · · · , yk−1, n > is minimal, then f(x) is defined and equal to y. If now X=∃Y S, then
note that

f(x)∈N(Y, n)⇔ ∃m∈ω
(
x,
(
(m)0, · · · , (m)k−1

))
∈S∗ ∧

(
(m)0, · · · , (m)k−1

)
∈N(Y, n),

so f is recursive by Theorem 3.5. �

Exercise. Prove that the following functions are recursive.
- f :N×ω→ω defined by f(α, n) :=α(n) :=< α(0), · · · , α(n−1) >.
- < ., . >:N×N→N defined by < α, β > (2n) :=α(n) and < α, β > (2n+1):=β(n).
- (.). :N×ω→N defined by (α)i(n) :=α(< i, n >).
- .∗ :N→N defined by γ∗=< γ(1), γ(2), · · · >.

Proposition 3.13 The class of semirecursive sets is closed under recursive substitution.

Proof. Let X,Y be basic spaces, f : X → Y be recursive, S ⊆ Y be semirecursive, and S∗ be a
semicursive subset of ω with S=

⋃
n∈S∗ N(Y, n). Note that

S
(
f(x)

)
⇔ ∃n∈S∗ f(x)∈N(Y, n).

It remains to apply Theorem 3.5. �

We met two basic structures on a product X×Y of two recursively presented Polish spaces. We
now check that these two structures are recursively equivalent, and thus can be identified.
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Proposition 3.14 Let X,Y be recursively presented Polish spaces, P0 be X×Y equipped with the
basic structure defined by the product recursive presentation, and P1 be X×Y equipped with the
product of the basic structures given by Proposition 2.4. Then P0 and P1 are recursively isomorphic.

Proof. We will check that the identity function is a recursive isomorphism from P0 onto P1. Let, for
ε∈2,

(
Nε(X×Y, n)

)
n∈ω be given by the basic structure on Pε. Note that

(x, y)∈N0(X×Y, n)⇔ (x, y)∈B
(
(x, y)(n)0 ,

(n)1
(n)2+1

)
⇔ (x, y)∈B

(
(x((n)0)0 , y((n)0)1), (n)1

(n)2+1

)
⇔ x∈B(x((n)0)0 ,

(n)1
(n)2+1) ∧ y∈B(y((n)0)1 ,

(n)1
(n)2+1)

⇔ x∈N(X,<((n)0)0, (n)1, (n)2 >) ∧ y∈N(X,<((n)0)1, (n)1, (n)2 >)
⇔ (x, y)∈N1

(
X×Y,

〈
< ((n)0)0, (n)1, (n)2 >,< ((n)0)1, (n)1, (n)2 >

〉)
⇔ ∃p∈ω (x, y)∈N1(X×Y, p)∧

p=
〈
< ((n)0)0, (n)1, (n)2 >,< ((n)0)1, (n)1, (n)2 >

〉
Using Theorem 3.7, this shows that the identity function from P1 into P0 is recursive. Conversely,
the previous computation shows that

x∈N(X,n)⇔ ∃p∈ω (x, y)∈N0(X×Y, p) ∧ n=< ((p)0)0, (p)1, (p)2 > ,

so that the projection from P0 into X is recursive. Similarly, the projection into Y is recursive. As

(x, y)∈N1(X×Y, n)⇔ x∈N
(
X, (n)0

)
∧ y∈N

(
Y, (n)1

)
,

we are done by Theorem 3.5 and Proposition 3.13. �

3.2 Polish recursive spaces

Definition 3.15 A basic space X is Polish recursive if it is recursively isomorphic to a basic space
defined by a recursively presented Polish space.

In the sequel, we will work in Polish recursive spaces.

Theorem 3.16 Let X be a Polish recursive space. Then there is π :N→X recursive and onto.

Proof. We may assume that X is a basic space defined by a recursively presented Polish space. Let
(xn) be the dense sequence coming from the recursive presentation of X . To each α∈N we assign
the sequence (xαn)n∈ω by the recursion xα0 :=xα(0) and

xαn+1 :=

{
xα(n+1) if d(xαn, xα(n+1))<2−n,
xαn if d(xαn, xα(n+1))≥2−n.

For each n, d(xαn, x
α
n+1) < 2−n, so that (xαn)n∈ω is Cauchy and we can set π(α) := limn→∞ xαn.

Note that π is recursive. If x ∈ X , let α(n) := min{k ∈ ω | d(x, xk) < 2−n−1} and check that
π(α)= limn→∞ xα(n) =x. �
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3.3 The Kleene classes

Notation. If Γ is a class of sets, then ∃Y Γ:={∃Y S | S∈Γ}. Recall that Γ̌ :={¬S | S∈Γ}. We now
introduce the Kleene classes, which are classes of subsets of Polish recursive spaces. We first set, for
n∈ω,

Σ 0
1 := the class of semirecursive sets

Π 0
n := Σ̌ 0

n

Σ 0
n+1 :=∃ωΠ 0

n

∆0
n :=Σ 0

n ∩Π 0
n

The sets in
⋃
n≥1 Σ 0

n are called arithmetical. They are the effective versions of the Borel sets of
finite rank. Similarly,

Σ 1
1 :=∃NΠ 0

1

Π 1
n := Σ̌ 1

n

Σ 1
n+1 :=∃NΠ 1

n

∆1
n :=Σ 1

n ∩Π 1
n

The sets in
⋃
n≥1 Σ 1

n are the effective versions of the projective sets. We can also define the rela-
tivized Kleene classes Σ 0

n(x), Π 0
n (x), Σ 1

n(x), Π 1
n (x) by the general process as follows.

Let Γ be a class of subsets of Polish recursive spaces, X be a Polish recursive space, and x∈X .
We say that a subset P of a Polish recursive space Y is in the relativization Γ(x) of Γ to x if there is
Q⊆X×Y in Γ such that P (y)⇔ Q(x, y).

We next define ∆0
n(x) := Σ 0

n(x) ∩ Π 0
n (x) and ∆1

n(x) := Σ 1
n(x) ∩ Π 1

n (x). One should be careful
with this notation, since it is not the case that ∆0

n(x) is the relativization of ∆0
n to x. We will not

always bother to state explicitly results about these relativized classes since they are similar to those
about the non-relativized classes, and they are obtained (usually) by the same arguments.

Definition 3.17 A class of subsets of Polish recursive spaces is called adequate if it contains the
recursive subsets and is closed under recursive substitution, ∨, ∧, ∃≤, and ∀≤.

Theorem 3.18 Let Γ be an adequate class. Then Γ̌, ∃ωΓ, ∀ωΓ, ∃NΓ, and ∀NΓ are also adequate.
Moreover, ∃ωΓ is closed under ∃ω, ∀ωΓ is closed under ∀ω, ∃NΓ is closed under ∃Y for each Polish
recursive space Y , and ∀NΓ is closed under ∀Y for each Polish recursive space Y .

Proof. The results for ∀ωΓ, ∀NΓ and ¬Γ follow from those for ∃ωΓ and ∃NΓ. If R⊆X is recursive,
then we set P (x, n)⇔ R(x), so that P is recursive by Theorem 3.6 and thus in Γ, and R=∃ωP is in
∃ωΓ. If f :X→Y is recursive and P ⊆Y ×ω is in Γ, then f(x)∈∃ωP ⇔ ∃p∈ω P

(
f(x), p

)
, so that

∃ωΓ is closed under recursive substitution. If P,Q⊆X×ω are in Γ, then

x∈∃ωP ∪ ∃ωQ⇔ ∃p∈ω P (x, p) ∨Q(x, p),

so that ∃ωΓ is closed under ∨. Similarly, ∃ωΓ is closed under ∃ω. Moreover,

x∈∃ωP ∩ ∃ωQ⇔ ∃p, q∈ω P (x, p) ∧Q(x, q)⇔ ∃n∈ω P
(
x, (n)0

)
∧Q

(
x, (n)1

)
,

so that ∃ωΓ is closed under ∧.
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If now P ⊆X×ω2 is in Γ, then

∃m≤n (x,m)∈∃ωP ⇔ ∃p∈ω ∃m≤n P (x,m, p),
∀m≤n (x,m)∈∃ωP ⇔ ∃p∈ω ∀m≤n P

(
x,m, (p)m

)
,

so that ∃ωΓ is closed under ∃≤ and ∀≤. Similarly, ∃NΓ contains the recursive subsets and is closed
under recursive substitution. In order to prove the closure of ∃NΓ under ∨, ∧, ∃≤, ∀≤ and ∃N , we
use quantifier contractions. For example, to prove closure under ∃N , assume that

Q(x, α)⇔ ∃β∈N P (x, α, β)

with P in Γ. Then ∃α ∈ N Q(x, α) ⇔ ∃α, β ∈ N P (x, α, β) ⇔ ∃γ ∈ N P
(
x, (γ)0, (γ)1

)
and

∃NQ is in ∃NΓ by closure of Γ under recursive substitution. To take one more example, suppose that
Q(x,m)⇔ ∃β∈N P (x,m, β). Then

∀m≤n Q(x,m)⇔ ∀m≤n ∃β∈N P (x,m, β)⇔ ∃γ∈N ∀m≤n P
(
x,m, (γ)m

)
and again ∀≤Q is in ∃NΓ by closure of Γ under recursive substitution and ∀≤. If Y is a Polish
recursive space and Q⊆X×Y is in ∃NΓ, then Theorem 3.16 provides π :N→Y recursive and onto.
Then ∃y∈Y Q(x, y)⇔ ∃α∈N Q

(
x, π(α)

)
and ∃YQ is in ∃NΓ by closure of ∃NΓ under recursive

substitution and ∃N . �

Corollary 3.19 The Kleene classes are adequate. Moreover, Σ 0
n is closed under ∃ω, Π 0

n is closed
under ∀ω, Σ 1

n is closed under ∀ω and ∃Y for each Polish recursive space Y , and Π 1
n is closed under

∃ω and ∀Y for each Polish recursive space Y . The relativizations share these properties.

Proof. By Theorem 3.5 and Proposition 3.13, Σ 0
1 is adequate and closed under ∃ω. By Theorem 3.18

and induction, the Kleene classes are adequate. The proof of Theorem 3.18 shows that Σ 1
n is closed

under ∀ω. Thus Π 1
n is closed under ∃ω. �

Proposition 3.20 Let X be a Polish recursive space. Then Σ 0
1 (X)⊆Σ 0

2 (X).

Proof. Assume first thatX is a basic space defined by a recursively presented Polish space. We define
a relation P on X×ω3 by P (x, i,m, k)⇔ d(xi, x)< m

k+1 . Note that

P (x, i,m, k)⇔ ∃n∈ω x∈N(X,n) ∧ (n)0 = i ∧ (n)1

(n)2 + 1
<

m

k + 1
,

so that P is in Σ 0
1 (X×ω3). Similarly, we define a relation Q on X×ω3 by

Q(x, i,m, k)⇔ d(xi, x)>
m

k + 1
.

Note that Q(x, i,m, k) ⇔ ∃n ∈ ω x ∈ N(X,n) ∧ m
k+1 + (n)1

(n)2+1 < d(xi, x(n)0), so that Q is in
Σ 0

1 (X×ω3). Moreover,

P (x, i,m, k)⇔ ∃m′, k′∈ω m′

k′+1 <
m
k+1 ∧ ¬

m′

k′+1 <d(xi, x)

⇔ ∃m′, k′∈ω m′

k′+1 <
m
k+1 ∧ ¬Q(x, i,m′, k′).
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Assume now that S ∈Σ 0
1 (X). This gives S∗ ⊆ ω semirecursive such that S=

⋃
n∈S∗ N(X,n),

and R⊆ω2 recursive with S∗=∃ωR. Now

x∈S ⇔ ∃n∈S∗ d(x(n)0 , x)< (n)1
(n)2+1 ⇔ ∃n, p∈ω R(n, p) ∧ P

(
x, (n)0, (n)1, (n)2

)
⇔ ∃n, p,m′, k′∈ω R(n, p) ∧ m′

k′+1 <
(n)1

(n)2+1 ∧ ¬Q
(
x, (n)0,m

′, k′
)

Thus S is in Σ 0
2 (X).

If now X is an arbitrary Polish recursive space, then it is recursively isomorphic to a basic space
defined by a recursively presented Polish space. We just have to use the closure of Σ 0

1 and Σ 0
2 under

recursive substitution. �

Theorem 3.21 The inclusions hold from left to right in the following picture:

Σ 0
1 Σ 0

2 Σ 1
1 Σ 1

2

∆0
1 ∆0

2 · · · ∆1
1 ∆1

2 · · ·

Π 0
1 Π 0

2 Π 1
1 Π 1

2

In particular, every arithmetical set is ∆1
1.

Proof. The inclusion Σ 0
1 ⊆ Π 0

2 is proved by vacuous quantifier. If S ∈ Σ 0
1 (X), then we define

T ⊆X×ω by T (x, n) ⇔ S(x). Then T is in Σ 0
1 and S=∀ωT , so that S is in Π 0

2 . Proposition 3.20
shows that Σ 0

1 ⊆ Σ 0
2 and thus Σ 0

1 ⊆∆0
2 and Π 0

1 ⊆∆0
2. By induction, we get our inclusions for the

arithmetical hierarchy.

A vacuous quantifier argument shows that Π 0
1 is contained in Σ 1

1 . Thus Σ 1
1 contains Σ 0

2 , and
also Σ 0

1 by Proposition 3.20. This implies that Π 1
1 and ∆1

1 also contain Σ 0
1 and Π 0

1 . By the closure
properties, every arithmetical set is ∆1

1. The inclusion Σ 1
1 ⊆Π 1

2 is proved by vacuous quantifier. As
Π 0

1 ⊆Π 1
1 , Σ 1

1 ⊆Σ 1
2 . By induction, we get all the remaining inclusions. �

Definition 3.22 Let X,Y be Polish recursive spaces, f :X→Y and Γ be a Kleene class. We say that
f is Γ-recursive if the {(x, n)∈X×ω | f(x)∈N(Y, n)} is in Γ. In particular, f is recursive if f is
Σ 0

1 -recursive.

Theorem 3.23 The classes Σ 1
1 , Π 1

1 , ∆1
1 are closed under ∆1

1-recursive substitution.

Proof. Let f :X→Y be ∆1
1-recursive. If A⊆Y is Σ 1

1 , pick a Π 0
1 subset of Y ×N with A=∃NB,

and write A
(
f(x)

)
⇔ ∃α∈N B

(
f(x), α

)
. As ¬B is Σ 0

1 , there is a Σ 0
1 subset P ∗ of ω2 such that

(y, α) /∈B ⇔ ∃p, n∈ω y∈N(Y, p) ∧ α∈N(N , n) ∧ P ∗(p, n). Finally,

A
(
f(x)

)
⇔ ∃α∈N ∀p, n∈ω f(x) /∈N(Y, p) ∨ α /∈N(N , n) ∨ ¬P ∗(p, n),

which is Σ 1
1 by the closure properties of this class which contains Π 0

1 and ∆1
1. Thus Σ 1

1 is closed
under ∆1

1-recursive substitution. Thus Π 1
1 , ∆1

1 are also closed under ∆1
1-recursive substitution. �
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Theorem 3.24 Let X,Y be Polish recursive spaces, and f :X→Y . The following are equivalent.
(a) f is ∆1

1-recursive,
(b) f is Σ 1

1 -recursive,
(c) Graph(f) :={(x, y)∈X×Y | f(x)=y} is Σ 1

1 ,
(d) Graph(f) is ∆1

1.

Proof. (a)⇒ (b) is immediate and (b)⇒ (c) follows from the equivalence

f(x)=y ⇔ ∀n∈ω
(
y∈N(Y, n)⇒ f(x)∈N(Y, n)

)
.

In order to prove (c)⇒ (d), note that f(x) 6=y ⇔ ∃z∈Y f(x)=z ∧ z 6=y. For (d)⇒ (a), we use

f(x)∈N(Y, n)⇔ ∃y∈Y f(x)=y ∧ y∈N(Y, n)
⇔ ∀y∈Y f(x) 6=y ∨ y∈N(Y, n).

and Corollary 3.19. �

3.4 Partial functions

Definition 3.25 Let Γ be a class of subsets of Polish recursive spaces.
(a) We say that Γ is a Σ-class if it contains Σ 0

1 , and is closed under trivial substitutions, ∨, ∧, ∃≤,
∀≤ and ∃ω.

(b) Let X,Y be Polish recursive spaces, and f :X→ Y be a partial function. We say that f is
Γ-recursive on its domain if there is P ∈X×ω in Γ such that, for each x in the domain of f and
each n∈ω, f(x)∈N(Y, n) ⇔ P (x, n). If f is Γ-recursive on its domain and the domain of f is in
Γ, then we say that f is a Γ-recursive partial function.

(c) We say that Γ has the substitution property if for each Polish recursive spaces X,Y , each
partial function f :X→Y which is Γ-recursive on its domain, and each Q⊆Y in Γ, there is Q∗⊆X
in Γ such that Q∗(x)⇔ Q

(
f(x)

)
if f(x) is defined.

Theorem 3.26 (a) Σ 0
1 has the substitution property.

(b) If Γ is a Σ-class with the substitution property, then so is each relativization Γ(z).
(c) If Γ is a Σ-class closed under ∀ω and either ∃Y or ∀Y , then Γ has the substitution property;

in particular, Σ 1
1 , Π 1

1 do.

Proof. (a) Suppose that Q ⊆ Y is semirecursive, so that Q(y) ⇔ ∃n ∈ ω y ∈ N(Y, n) ∧ Q∗(n),
with a semirecursive Q∗. If f :X→Y is partial and computed on its domain by some semirecursive
P ⊆X×ω, putQ′(x)⇔ ∃n∈ω P (x, n)∧Q∗(n). If f(x) is defined, then f(x)∈N(Y, n)⇔ P (x, n),
so that Q′(x)⇔ ∃n∈ω f(x)∈N(Y, n) ∧Q∗(n)⇔ Q

(
f(x)

)
.

(b) Suppose that Q ⊆ Y is in Γ(z), so that Q(y) ⇔ Q′(z, y) for some Q′ in Γ and suppose that
f :X→ Y is computed on its domain by some P ⊆X×ω in Γ(z). Again P (x, n) ⇔ P ′(z, x, n)
for some P ′ in Γ. Now P ′ computes on its domain the partial function f ′ : Z×X → Y defined
as follows. f ′(z′, x) is defined exactly when, for some y ∈ Y , y ∈ N(X,n) ⇔ P ′(z′, x, n), and
f ′(z′, x)∈N(Y, n)⇔ P ′(z′, x, n). Notice that, for the specific fixed z, f(x) is defined exactly when
f ′(z, x) is defined, and f(x) is f ′(z, x) in this case.
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The partial function g(z′, x) =
(
z′, f ′(z′, x)

)
is Γ-recursive on its domain, so by the substitution

property for Γ, there is some Q′′ ⊆ Z×X in Γ so that Q′′(z′, x) ⇔ Q′
(
z′, f ′(z′, x)

)
if g(z′, x) is

defined. Setting z′ := z, we get Q′′(z, x) ⇔ Q′
(
z, f ′(z, x)

)
and Q′′(z, x) ⇔ Q

(
f(x)

)
if f(x) is

defined, and we can take Q∗(x)⇔ Q′′(z, x).

(c) Suppose that the partial function f :X→Y is computed on its domain by P ⊆X×ω in Γ, Q⊆Y
is in Γ and Γ is closed under ∀ω and ∃Y . Take

Q∗(x)⇔ ∃y∈Y Q(y) ∧ ∀n∈ω
(
y∈N(Y, n)⇒ P (x, n)

)
.

This is easily in Γ and if f(x) is defined, then for any y,

∀n∈ω
(
y∈N(Y, n)⇒ P (x, n)

)
⇒ ∀n∈ω

(
y∈N(Y, n)⇒ f(x)∈N(Y, n)

)
⇒ y=f(x),

so that Q∗(x)⇔ Q
(
f(x)

)
. Similarly, if Γ is closed under ∀Y , take

Q∗(x)⇔ ∀y∈Y Q(y) ∨ ∃n∈ω
(
P (x, n) ∧ y /∈N(Y, n)

)
.

This finishes the proof. �

We now prove a tranfer result.

Proposition 3.27 Let X be a Polish recursive space. Then there exists iX :X→N one-to-one and
Σ 0

2 -recursive, with Π 0
2 range, whose inverse is recursive on its domain.

Proof. Let Y be a basic space defined by a recursively presented Polish space and r :X → Y be a
recursive isomorphism. We define iY :Y →N by

iY (y)(n) :=

{
1 if y∈N(Y, n),
0 otherwise.

Note that iY is one-to-one. It is Σ 0
2 -recursive since, using Proposition 2.5,

iY (y)∈N(N , n)⇔ (n)1 6=0 ∧ ∀i<g(n) iY (y)(i)=h(n, i)

⇔ (n)1 6=0 ∧ ∀i<g(n)
((
h(n, i)=1 ∧ y∈N(Y, i)

)
∨(

h(n, i)=0 ∧ y /∈N(Y, i)
))
.

We now use an idea in the proof of Proposition 2.4. We define S⊆ω2 by

S(k, n)⇔ d(y(k)0 , y(n)0)<
(n)1

(n)2 + 1
− (k)1

(k)2 + 1
,

which implies that N(Y, k)⊆N(Y, n). The proof of Proposition 2.4 shows that the relation R⊆ω3

defined by R(m,n, k) ⇔ S(k,m) ∧ S(k, n) is a witness for the fact that
(
Y,
(
N(Y, n)

)
n∈ω

)
is a

basic space. Now the equivalence

α∈ iY [Y ]⇔ α∈C ∧


∀n∈ω α(n)=1⇒ (n)1 6=0
∀m,n, p∈ω α(m)=α(n)=1⇒ ∃k∈ω α(k)=1 ∧R(m,n, k) ∧

0 6= (k)1
(k)2+1≤2−p

∀n∈ω
(
∃k∈ω S(k, n) ∧ α(k)=1⇒ α(n)=1

)
shows that iY [Y ] is in Π 0

2 . The inverse jY : iY [Y ] → Y of iY is recursive on its domain since
jY (α)∈N(Y, n)⇔ α(n)=1. It remains to set iX := iY ◦ r, by Theorem 3.26.(a). �
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3.5 Universal sets

Theorem 3.28 Let Γ be a Kleene class of the form Σ 0
n , Π 0

n , Σ 1
n or Π 1

n , Γ be its corresponding
boldface class, and X be a Polish recursive space. Then there exists UX ⊆ N ×X in Γ which is
universal for all subsets of X in Γ, i.e., for every P ⊆X in Γ there is α∈N such that P =UXα .

Proof. Any open set is the union of a subfamily of the basis
(
N(X,n)

)
n∈ω of X . But as it may be

the case that no N(X,n) is empty, we need the empty union to get the empty set, so we define UX
by (α, x)∈UX ⇔α(0) 6= 0 ∧ ∃p≥ 1 ∃q∈ω α(p) = q ∧ x∈N(X, q). By Theorem 3.5, UX is a Σ 0

1

subset of N×X . If α(0)=0, then UXα is empty. So the empty set is coded. If now P is a nonempty
open set, pick α∈N enumerating the non empty set of ns with N(X,n)⊆P . Then clearly P =UXα .
The result follows by a trivial induction. �

Corollary 3.29 Σ0
1 =

⋃
α∈N Σ 0

1 (α). Similarly, Π0
1 =

⋃
α∈N Π 0

1 (α), Σ1
1 =

⋃
α∈N Σ 1

1 (α), and
Π1

1 =
⋃
α∈N Π 1

1 (α). We can also say that ∆0
1 =
⋃
α∈N ∆0

1(α) and ∆1
1 =
⋃
α∈N ∆1

1(α).

Proof. Let us check the left to right inclusion in the last assertion, the other ones being immediate
consequences of Theorem 3.28. For example, let B ∈ ∆0

1(X). We can find α, β ∈ N such that
B∈Σ 0

1 (α) ∩Π 0
1 (β). Note that B∈Σ 0

1 (< α, β >) ∩Π 0
1 (< α, β >)⊆∆0

1(< α, β >). �

Corollary 3.30 The inclusions in Theorem 3.21 are strict in N .

Proof. We apply Cantor’s diagonal method. Theorem 3.28 provides UN ⊆ N ×N in Γ which is
universal for all subsets of N in Γ. We set α∈H ⇔ (α, α)∈UN . Clearly H⊆N is in Γ. Now H is
not in Γ̌, otherwise we could find α∈N such that ¬H=UNα . In particular,

α /∈H ⇔ α∈UNα ⇔ α∈H ,

a contradiction. �

If X is an arbitrary Polish space and (xn) is any dense sequence in X , we can always pick
α ∈ N such that the associated relations P and Q become recursive in α. Then

(
X,
(
(xn), d

))
becomes a recursively-in-α presented Polish space. The slogan behind Theorem 3.28 and Corollary
3.29 is “boldface=topological”. It explains why the classical theory, concerned with the topological
notions, and the modern theory of the effective notions, can be put in a unified theory. In fact the
effective (or also called lightface) results, once relativized, automatically give results for their boldface
counterparts. We will not write explicitly the relativized-to-α results, although we will often use
them: adding everywhere the symbols (α) would not help understanding the ideas, and would be
notationally awkward. But the reader must consider these relativized-to-α statements as part of this
course, for they play a fundamental role: they are the bridge between the classical and the effective
approaches to descriptive set theory.

Theorem 3.28 providesN -parametrizations of the elements of some Kleene classes. We can also
find ω-parametrizations of the elements of these Kleene classes. This is a much deeper result, based
on the following result, called the enumeration theorem for semirecursive relations on ω, that we
will not prove here.
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Theorem 3.31 (Kleene) Let k≥1.

(a) There is a Σ 0
1 subset Sωk of ω×ωk such that for every Σ 0

1 subset S of ωk there is n∈ω such
that S=Sωkn .

(b) There is a Σ 0
1 subset T ωk of N×ω×ωk such that, for every α∈N , the section T Xα ⊆ω×ωk

is in Σ 0
1 (α) and universal for all subsets of ωk in Γ(α).

Corollary 3.32 Let Γ be a Kleene class of the form Σ 0
n , Π 0

n , Σ 1
n or Π 1

n , and X be a Polish recursive
space.

(a) There exists UX⊆ω×X in Γ which is universal for all subsets ofX in Γ, i.e., for every P ⊆X
in Γ there is n∈ω such that P =UXn .

(b) The relativized result also holds, in fact uniformly. There exists VX ⊆N ×ω×X in Γ such
that, for every α∈N , the section VXα ⊆ω×X is in Γ(α) and universal for all subsets of X in Γ(α).

Proof. (a) Theorem 3.31 provides a Σ 0
1 subset Sω of ω×ω such that for every Σ 0

1 subset S of ω there
is p ∈ ω such that S = Sωp . We put UX(n, x) ⇔ ∃p ∈ ω x ∈ N(X, p) ∧ Sω(n, p). By 3.7, UX is
universal for all open subsets of X . The result follows by a trivial induction.

(b) We argue as in (a). �

4 The basic representation theorem for Π 1
1 sets

4.1 The representation

Theorem 4.1 Let X be a Polish recursive space.

(a) A set S ⊆X×N l (l ≥ 1) is in Σ 0
1 if and only if there is a set Q ⊆X×ωl in Σ 0

1 such that
S(x, α0, · · · , αl−1)⇔ ∃m∈ω Q

(
x, α0(m), · · · , αl−1(m)

)
and, for each n∈ω,(

Q
(
x, α0(m), · · · , αl−1(m)

)
∧m<n

)
⇒ Q

(
x, α0(n), · · · , αl−1(n)

)
.

Moreover, if X is of type 0 or 1, then Q may be chosen to be recursive.

(b) A set P ⊆X is in Π 1
1 if and only if there is a set Q⊆X×ω in Σ 0

1 such that

P (x)⇔ ∀α∈N ∃m∈ω Q
(
x, α(m)

)
and, for each n∈ω,

(
Q
(
x, α(m)

)
∧m<n

)
⇒ Q

(
x, α(n)

)
. Moreover, if X is of type 0 or 1, then

Q may be chosen to be recursive.

Proof. (b) follows immediately from (a). In order to prove (a), we take l=1 for simplicity of notation.
Suppose by Theorem 3.7 that S(x, α) ⇔ ∃p, q ∈ω x∈N(X, p) ∧ α∈N(N , q) ∧ S∗(p, q) with S∗

semirecursive, so there is a recursive R such that

S(x, α)⇔ ∃p, q, n∈ω x∈N(X, p) ∧ α∈N(N , q) ∧R(p, q, n).
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By Proposition 2.5, there are recursive functions g, h such that

α∈N(N , q)⇔ (q)1 6=0 ∧ ∀i<g(q) α(i)=h(q, i),

so that whenever m≥ g(q), we easily have α∈N(N , q) ⇔ (q)1 6= 0 ∧ ∀i<g(q)
(
α(m)

)
i
=h(q, i).

Now put

Q(x,w)⇔ Seq(w) ∧ ∃p, q, n≤ lh(w) x∈N(X, p) ∧ (q)1 6=0 ∧ g(q)≤ lh(w) ∧
∀i<g(q) (w)i=h(q, i) ∧R(p, q, n)

and verify easily that S(x, α) ⇔ ∃m ∈ ω Q
(
x, α(m)

)
. If X is of type 0 or 1, then Q is recursive

since {(x, p)∈X×ω | x∈N(X, p)} is recursive by Theorem 3.6. �

We can now state the basic representation theorem for Π 1
1 sets.

Theorem 4.2 (Lusin-Sierpinski, Kleene) Let X be a Polish recursive space and P be a subset of X .
Then P is Π 1

1 if and only if there is a ∆1
1-recursive function f : X →N such that for all x ∈ X ,

f(x)∈LO and
(∗) P (x)⇔ f(x)∈WO.

In fact, if P is Π 1
1 , then we can choose f :X→N so that for all x∈X , ≤f(x) is a non-empty linear

ordering, (∗) holds, and the relation R(x,m, n) ⇔ f(x)(m) =n is arithmetical; if in addition X is
of type 0 or 1, then (∗) holds with a recursive f .

Proof. Theorem 4.1 provides a set Q⊆X×ω semirecursive (or recursive if X is of type 0 or 1) such
that

P (x)⇔ ∀α∈N ∃m∈ω Q
(
x, α(m)

)
and, for each n∈ω,

(
Q
(
x, α(m)

)
∧m<n

)
⇒ Q

(
x, α(n)

)
.

For each x∈X , put T (x) := {(u0, · · · , ul−1)∈ω<ω | ¬Q(x,< u0, · · · , ul−1 >)}, so that T (x)
is a tree on ω and clearly P (x)⇔ T (x) is wellfounded. What we must do is replace T (x) by a linear
ordering on ω which will be wellfounded precisely when T (x) is. Put

(v0, · · · , vk−1)>x (u0, · · · , ul−1)⇔ (v0, · · · , vk−1), (u0, · · · , ul−1)∈T (x) ∧(
v0>u0 ∨ (v0 =u0 ∧ v1>u1) ∨ (v0 =u0 ∧ v1 =u1 ∧ v2>u2) ∨ · · · ∨

(v0 =u0 ∧ v1 =u1 ∧ · · · ∧ vk−1 =uk−1 ∧ k<l)
)
,

where > on the right is the usual “greater than” in ω.

It is immediate that if (v0, · · · , vk−1), (u0, · · · , ul−1) are both in T (x) and (v0, · · · , vk−1) is a
proper initial segment of (u0, · · · , ul−1), then (v0, · · · , vk−1) >x (u0, · · · , ul−1); thus if T (x) has
an infinite branch, then >x has an infinite descending chain. Assume now that >x has an infinite
descending chain, say v0 >x v1 >x v2 >x · · · , where vi = (vi0, v

i
1, · · · , vili−1), and consider the

following array.
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v0 =(v0
0, v

0
1, · · · , v0

l0−1)

v1 =(v1
0, v

1
1, · · · , v1

l1−1)

· · ·
vi=(vi0, v

i
1, · · · , vili−1)

· · ·

The definition of >x implies immediately that v0
0 ≥ v1

0 ≥ v2
0 ≥ · · · , i.e., the first column is a nonin-

creasing sequence of integers. Hence after a while they all are the same, say vi0 =k0 for i≥ i0. Now
the second column is nonincreasing below the level i0, so that, for some i1, k1, vi1 = k1 for i ≥ i1.
Proceeding in the same way we find an infinite sequence k0, k1, · · · such that for each l,

(k0, · · · , kl−1)∈T (x),

so T (x) is not wellfounded. Thus we have shown that

P (x)⇔ T (x) is wellfounded⇔ >x has no infinite descending chains.

Finally put

u≤x v ⇔ ∃l≤u ∃k≤v Seq(u) ∧ lh(u)= l ∧ Seq(v) ∧ lh(v)=k ∧
u=v ∨

(
(v)0, · · · , (v)k−1

)
>x
(
(u)0, · · · , (u)l−1

)
and notice that ≤x is always a linear ordering, it is not empty (because the code 1 of the empty
sequence is in its field), and P (x)⇔≤x is a wellordering. Moreover, the relation

P (x, u, v)⇔ u≤x v

is easily arithmetical for arbitrary X and recursive if X is of type 0 or 1. It remains to take

f(x)(n) :=

{
1 if (n)0≤x (n)1,
0 otherwise.

This finishes the proof. �

4.2 Π 1
1 -norms

Theorem 4.3 The setWO is Π 1
1 . Moreover, there are relations,≤Π in Π 1

1 and≤Σ in Σ 1
1 , onN such

that α≤Πβ ⇔ α≤Σβ ⇔ (α∈WO ∧ |α|≤|β|) if β∈WO.

Proof. The definition of WO shows that it is Π 1
1 . Then copy the proof of the classical version of this

result. Simply note that we can replace the boldface classes by the lightface ones. �

Proposition 4.4 The relations
(a) α∈WO ∧ β∈LO ∧ (β∈WO ⇒ |α|≤|β|)
(b) α∈WO ∧ β∈LO ∧ (β∈WO ⇒ |α|< |β|)
(c) α∈WO ∧ β∈LO ∧

(
β∈WO ⇒ (|β|< |α| ∨ |α|< |β|)

)
are Π 1

1 in N 2.
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Proof. We copy the proof of the classical version of this result. Simply note that we can replace the
boldface classes by the lightface ones. �

Definition 4.5 Let X be a Polish recursive space, P ⊆X in Π 1
1 , and ϕ be a function from P into the

ordinals. We say that ϕ is a Π 1
1 -norm if the following relations

x≤∗ϕ y ⇔ P (x) ∧
(
¬P (y) ∨ ϕ(x)≤ϕ(y)

)
x<∗ϕ y ⇔ P (x) ∧

(
¬P (y) ∨ ϕ(x)<ϕ(y)

)
are in Π 1

1 .

Theorem 4.6 Let X be a Polish recursive space and P ⊆X in Π 1
1 . Then P admits a Π 1

1 -norm (we
say that Π 1

1 is normed).

Proof. Theorem 4.2 provides a ∆1
1-recursive function f :X→N such that, for all x∈X , ≤f(x) is a

non-empty linear ordering,
(∗) P (x)⇔ f(x)∈WO

and the relation R(x, n, p) ⇔ f(x)(n) = p is arithmetical. We put ϕ(x) := |f(x)|. By Proposition
4.4, ≤∗ϕ and <∗ϕ are in Π 1

1 . �

The fact that Π 1
1 is normed has several important consequences. We now give some of them. We

first prove the easy uniformization theorem.

Theorem 4.7 (Kreisel) Let X be a Polish recursive space, and P ⊆X×ω in Π 1
1 . Then P can be

uniformized by some P ∗ in Π 1
1 .

Proof. We copy the proof of the classical version of this result. Simply note that we can replace the
boldface classes by the lightface ones. �

Definition 4.8 Let Γ be a class of subsets of Polish recursive spaces.
(a) We say that Γ has the reduction property if for any Polish recursive space X and any

A,B⊆X in Γ, there are A∗, B∗⊆X disjoint in Γ such that A∗⊆A, B∗⊆B, and A∗ ∪B∗=A ∪B.
(b) We say that Γ has the separation property if for any Polish recursive spaceX and any disjoint

A,B⊆X in Γ, there is D⊆X in Γ ∩ Γ̌ such that A⊆D⊆¬B.

Theorem 4.9 The class Π 1
1 has the reduction property, and Σ 1

1 has the separation property.

Proof. We copy the proof of the classical version of this result. Simply note that we can replace the
boldface classes by the lightface ones. �

Exercise. (Novikov, Kleene, Addison) Prove that Π 1
1 does not have the separation property.

An important consequence of this is the existence of a coding system for ∆1
1 sets.

Theorem 4.10 Let X be a Polish recursive space. Then there are C⊆ω and P+, P−⊆ω×X in Π 1
1

such that
(a) for any n∈C, P+

n and P−n are complements of each other,
(b) for any A⊆X in ∆1

1 there is n∈C such that A=P+
n .
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Proof. Corollary 3.32 provides UX⊆ω×X in Π 1
1 which is universal for all subsets of X in Π 1

1 . We
copy the proof of the classical version of this result, replacing C with ω. Simply note that we can
replace the boldface classes by the lightface ones. �

Another important consequence of the fact that Π 1
1 is normed is the following reflection theorem.

Definition 4.11 Let X be a Polish recursive space, and Φ⊆ 2X . We say that Φ is Π 1
1 on Σ 1

1 if, for
any Polish recursive space Y and any A⊆Y ×X in Σ 1

1 , the set AΦ :={y∈Y | Ay∈Φ} is in Π 1
1 .

Theorem 4.12 LetX be a Polish recursive space, and Φ⊆2X . We assume that Φ is Π 1
1 on Σ 1

1 . Then
for any S⊆X in Σ 1

1 ∩ Φ there is D⊆X in ∆1
1 ∩ Φ such that S⊆D.

Proof. We copy the proof of the classical version of this result. Simply note that we can replace the
boldface classes by the lightface ones. �

4.3 The parametrization of ∆1
1 points

Definition 4.13 (a) Let X be a Polish recursive space, x∈X and Γ be a Kleene class. We say that x
is a Γ-recursive point if the set of codes of neighborhoods of x is in Γ, i.e., if

{n∈ω | x∈N(X,n)}

is in Γ. We will also say that x is in Γ. We say that x is recursive if x is in Σ 0
1 .

(b) A countable ordinal ξ is a recursive ordinal if there is α ∈ WO ∩ Σ 0
1 such that |α| = ξ.

Similarly, for each Polish recursive space and each x∈X , a countable ordinal ξ is a recursive in x
ordinal if there is α∈WO ∩ Σ 0

1 (x) such that |α|=ξ.
(c) The ordinal ωCK1 , called the Church-Kleene ω1, is the first non recursive ordinal. Similarly,

for each Polish recursive space and each x∈X , the ordinal ωx1 is the first non recursive in x ordinal.

Remark. As there are only countably many recursive functions from some ωk into ω, Σ 0
1 (X) is

countable for each Polish recursive space X , as well as the set of Σ 0
1 -recursive points of X . In

particular, ωCK1 is well defined and countable. Similarly, ωx1 is well defined and countable.

Proposition 4.14 The set {α∈N | α∈Σ 0
1 } is Σ 0

3 .

Proof. Theorem 3.31 provides a Σ 0
1 subset Sω of ω2 such that for every Σ 0

1 subset S of ω there is
p∈ω such that S=Sωp . Thus

α∈Σ 0
1 ⇔ {n∈ω | α∈N(N , n)}∈Σ 0

1 ⇔ ∃p∈ω ∀n∈ω
(
α∈N(N , n)⇔ (p, n)∈Sω

)
,

which provides a Σ 0
3 definition of our set. �

Notation. If (Z,≤) is a wellordering, then we can define, by induction on ≤, the rank function ρ of
≤, from Z into the ordinals, by ρ(z) :={ρ(y) | y∈Z ∧ y<z}. Note that ρ maps Z onto some ordinal
α. This is because, if α is the least ordinal not in the range of ρ, then, by induction on ≤, ρ(z)<α if
z∈Z. We denote this ordinal by ρ(Z), so that ρ(Z)={ρ(z) | z∈Z}. The ordinal ρ(Z) is called the
rank of the wellordering.
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It is the unique ordinal isomorphic to the wellordering, and ρ is the unique isomorphism from the
wellordering onto it. If f is an order preserving function from Z into the ordinals, then ρ(z)≤ f(z)
for each z ∈ Z. Note that the order type of (Z,≤) is ρ(Z). One also denotes by ρ(z, Z) the rank
ρ(z) of z in Z. Note that if Z|z := {y ∈Z | y < z} is ordered by the restriction of ≤, then Z|z is a
wellordering, and ρ(Z|z)=ρ(z, Z).

Proposition 4.15 There is a recursive function .|. :N×ω→N , sending LO×ω into LO and WO×ω
into WO, and such that, for α∈WO,

|α|n|=
{

0 if n /∈Dα,
ρ
(
n, (Dα,≤α)

)
if n∈Dα.

Proof. We set

(α|n)(< m, p >)=

{
α(< m, p >) if n,m, p∈Dα ∧m, p<αn,
0 otherwise.

This function is as desired. �

Proposition 4.16 The equality ωCK1 ={|α| | α∈WO ∩ Σ 0
1 } holds.

Proof. If α ∈WO ∩ Σ 0
1 and |α| = ξ, then, by Proposition 4.15, α|n is in WO for each n and the

|α|n|<ξ. As α|n is recursive, the set of recursive ordinals is a (countable) ordinal. �

We now prove the boundedness theorem for WO.

Theorem 4.17 Let S⊆WO be a Σ 1
1 set. Then sup{|α| | α∈S}<ωCK1 .

Proof. We argue by contradiction. Let C be a Π 1
1 subset of ω. Theorem 4.2 provides a recursive

function f : ω→N such that for all n ∈ ω, f(n) ∈ LO and C(n) ⇔ f(n) ∈WO. Now note that,
for every n, f(n) is a recursive element of N , hence if f(n)∈WO, then |f(n)|<ωCK1 . So we get
n∈C ⇔ f(n)∈WO ∧ |f(n)|<ωCK1 . Now note that

n∈C ⇔ ∃β∈S β /∈WO ∨
(
f(n)∈WO ∧ |f(n)|≤|β|

)
,

which gives a Σ 1
1 definition of C by Proposition 4.4.(b). As there is in ω a Π 1

1 non Σ 1
1 set C by

Corollary 3.30, we get our contradiction. �

Corollary 4.18 (Spector) The equality ωCK1 =sup{|α| | α∈WO ∩∆1
1} holds.

Proof. Let α∈WO be ∆1
1. Then {α} is ∆1

1 since β∈{α} ⇔ ∀n∈ω
(
α∈N(X,n)⇔ β∈N(X,n)

)
.

By Theorem 4.17, |α|<ωCK1 . �

This result is rather surprising, as one might expect to get longer wellorderings in the complicated
pointclass ∆1

1 than one gets in Σ 0
1 .

Theorem 4.19 Let X,Y be Polish recursive spaces, f :X→ Y be a Π 1
1 -recursive partial function,

Q⊆Y in Π 1
1 and R⊆X defined by R(x)⇔ f(x) is defined ∧Q

(
f(x)

)
. Then R is in Π 1

1 .
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Proof. Choose Q∗ ⊆ X in Π 1
1 by Theorem 3.26 and the substitution property, so that, if f(x) is

defined, Q∗(x)⇔ Q
(
f(x)

)
. Notice that R(x)⇔ f(x) is defined ∧Q∗(x). �

We now prove the parametrization theorem for the points in ∆1
1.

Theorem 4.20 There is a Π 1
1 -recursive partial function d :ω→N such that, for every α∈N ,

α∈∆1
1 ⇔ ∃i∈ω d(i) is defined ∧ d(i)=α.

Similarly, for any Polish recursive space X , there is a Π 1
1 -recursive partial function d :ω×X→N

such that, for every (x, α)∈X×N ,

α∈∆1
1(x)⇔ ∃i∈ω d(i, x) is defined ∧ d(i, x)=α.

Proof. We prove the second assertion, the first being simpler. Corollary 3.32 provides

UX×ω2⊆ω×X×ω2

in Π 1
1 which is universal for all subsets of X×ω2 in Π 1

1 . Theorem 4.7 provides U∗ ⊆ UX×ω2
in

Π 1
1 uniformizing UX×ω2

. Here we are thinking of UX×ω2
as a subset of (ω×X×ω)×ω, i.e., we

uniformize only on the last variable.

Now d(i, x) is defined exactly when ∀n∈ω ∃m∈ω U∗(i, x, n,m), and, if this is the case, we set
d(i, x) :=α, where for all n,m, α(n)=m⇔ U∗(i, x, n,m). We omit the trivial computation which
establishes that d is Π 1

1 -recursive partial.

From this it follows that d(i, x)∈N(N , n) ⇔ (n)1 6= 0 ∧ ∀j < g(n) U∗
(
i, x, j, h(n, j)

)
, where

g :ω→ω and h :ω2→ω are the recursive functions given by Proposition 2.5. This shows that d(i, x)
is in Π 1

1 (x). Now the relation Q(α, n) ⇔ α /∈N(N , n) is in Π 0
1 and thus in Π 1

1 . Since the partial
function (i, x, n) 7→

(
d(i, x), n

)
is Π 1

1 -recursive on its domain, the substitution property established
in Theorem 3.26 gives Q∗ in Π 1

1 so that d(i, x) /∈N(N , n) ⇔ Q∗(i, x, n) if d(i, x) is defined, so
that d(i, x) is also Σ 1

1 (x), and hence ∆1
1(x).

Conversely, if α∈∆1
1(x), choose i so that α(n)=m⇔ UX×ω2

(i, x, n,m) so that

α(n)=m⇔ U∗(i, x, n,m)

and hence d(i, x) is defined and d(i, x)=α. �

These last results allow us to prove the theorem on restricted quantification, which is as follows.

Theorem 4.21 (Kleene) Let X be a Polish recursive space, Q⊆X×N in Π 1
1 and put

P (x)⇔ ∃α∈∆1
1 Q(x, α).

Then P is in Π 1
1 . Similarly, if Z is a Polish recursive space, Q⊆X×Z×N is in Π 1

1 and

P (x, z)⇔ ∃α∈∆1
1(z) Q(x, z, α),

then P is in Π 1
1 .

Proof. Taking the second case, P (x, z)⇔ ∃i∈ω d(i, z) is defined ∧Q
(
x, z,d(i, z)

)
, so P is in Π 1

1

by Theorems 4.19 and 4.20. �

Exercise. Prove that the collection of Π 1
1 -recursive partial functions is closed under composition.
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5 Gandy’s basis theorem

We now introduce Kleene’s O.

Theorem 5.1 (1) There is a Π 1
1 relation O⊆ω2 such that

(a) O is a wellordering of domain(O) :={n∈ω | (n, n)∈O} of order type ωCK1 ,
(b) O is ∆1

1 in domain(O)×ω.
(2) Similarly, there is a Π 1

1 relation O⊆N×ω2 such that, for each α∈N ,

Oα :={(m,n)∈ω2 | (α,m, n)∈O}

satisfies
(a) Oα is a wellordering of domain(Oα) :={n∈ω | (n, n)∈Oα} of order type ωα1 ,
(b) Oα is ∆1

1(α) in domain(Oα)×ω.

Proof. (1) Corollary 3.30 provides C ⊆ ω in Π 1
1 but not in Σ 1

1 . Theorem 4.2 provides f : ω→N
recursive such that, for all n∈ω, ≤f(n) is a non-empty linear ordering and

C(n)⇔ f(n)∈WO ⇔ f(n)∈WO ∧ |f(n)|<ωCK1 .

Note that sup{|f(n)| | C(n)} = ωCK1 . Indeed, we argue by contradiction, which gives α ∈ WO
recursive such that |f(n)| ≤ |α| if C(n). Theorem 4.3 provides a Σ 1

1 relation ≤Σ on N such that
f(n)≤Σα⇔ (f(n)∈WO ∧ |f(n)|≤ |α|). Then C(n)⇔ f(n)≤Σα. This gives a Σ 1

1 definition of
C, which is absurd. We set

C∗ :={n∈C | ∀m<n m /∈C ∨ |f(m)|< |f(n)| ∨ |f(n)|< |f(m)|}.

By Proposition 4.4.(c), C∗ is Π 1
1 and n 7→|f(n)| is one-to-one on it. As

sup{|f(n)| | C∗(n)}=sup{|f(n)| | C(n)},

sup{|f(n)| | C∗(n)}=ωCK1 . Note then that the relation m∈C∗ ∧
(
n∈C∗ ⇒ |f(m)| ≤ |f(n)|

)
is

Π 1
1 in ω2. Indeed, it is equivalent to

m∈C∗ ∧
(
n /∈C ∨

(
n∈C ∧ ∃p<n p∈C ∧ |f(p)|= |f(n)|

)
∨ |f(m)|≤|f(n)|

)
,

which is Π 1
1 by Theorem 4.3 and Proposition 4.4.(a).

Note also that the relation m∈C∗ ∧
(
n∈C∗ ⇒ |f(m)|< |f(n)|

)
is Π 1

1 in ω2. We set

O :={(m,n)∈ω2 | m,n∈C∗ ∧ |f(m)|≤|f(n)|},

so that O is a wellordering of domain(O)=C∗ in Π 1
1 which is ∆1

1 in domain(O)×ω.

It remains to see that ρ(O) = ωCK1 . Note that ρ(O)≤ ωCK1 since ρ(m,O)≤ |f(m)| if m∈C∗.
Assume that ρ(O)<ωCK1 , which gives α∈WO recursive with ρ(O)= |α|. we set

β(n) :=

{
0 if n /∈Dα,
the unique m∈C∗ with ρ(m,O)= |α|n| if n∈Dα.
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Note that β∈∆1
1. Indeed, it is enough to see that the relation R on ω2 defined by

R(n,m)⇔ n∈Dα ∧m∈C∗ ∧ ρ(m,O)= |α|n|

is Π 1
1 since β(n)=m ⇔ ∀p 6=m β(n) 6=p. Note first that

ρ(m,O)< |α|n| ⇔ ∃γ∈N ∃p∈ω p<αn ∧ ∀q 6=r 6=m∈ω(
(q, r) /∈O ∨ (r,m) /∈O ∨ γ(q)<α γ(r)<α p

)
,

so that the relation n∈Dα ∧m∈C∗ ∧ ρ(m,O)≥|α|n| is Π 1
1 . Now

ρ(m,O)> |α|n| ⇔ ∃γ∈N ∃p∈ω f(p)≤Σ f(m) ∧ f(m) 6≤Π f(p) ∧ ∀q 6=r∈ω(
q 6<α|n r ∨

(
f
(
γ(r)

)
≤Σ f(p) ∧ f(p) 6≤Π f

(
γ(r)

)
∧

f
(
γ(q)

)
≤Σ f

(
γ(r)

)
∧ f

(
γ(r)

)
6≤Π f

(
γ(q)

)))
,

where ≤Σ and ≤Π are given by Theorem 4.3, so that the relation n∈Dα ∧m∈C∗ ∧ ρ(m,O)≤|α|n|
is Π 1

1 , as well as R. As β ∈∆1
1, C∗= {m∈ω | ∃n∈Dα m=β(n)} is ∆1

1 too. But this contradicts
the fact that sup{|f(n)| | C∗(n)}=ωCK1 , by Theorem 4.17.

(2) We argue as in (1), starting with C⊆N×ω such that, for every β∈N , the section Cβ is in Π 1
1 (β)

but not in Σ 1
1 (β). This is possible by Corollary 3.32. �

We are now ready to prove Spector’s criterion.

Theorem 5.2 Let α, β∈N with α∈∆1
1(β). Then ωα1 <ω

β
1 ⇔ Oα∈∆1

1(β).

Proof. If Oα is ∆1
1(β), then ρ(Oα) = ωα1 is a ∆1

1(β)-recursive ordinal, hence recursive in β by the
relativized version of Corollary 4.18, and so ωα1 <ω

β
1 .

Conversely suppose that α∈∆1
1(β) and ωα1 <ω

β
1 . Let f be recursive in α such that

(m,n)∈Oα⇔ f(m,n)∈WO
⇔ f(m,n)∈WO ∧ |f(m,n)|<ωα1 .

Let γ∈WO be recursive in β such that |γ|=ωα1 . Then

(m,n)∈Oα ⇔ f(m,n)∈WO ∧ |f(m,n)|< |γ|.

As α∈∆1
1(β), f is ∆1

1(β)-recursive, so the above equivalence gives a ∆1
1(β) definition of Oα. �

Notation (1) We define a coding s :ω→ω<ω by s(n) :=sn :=
((

(n)1

)
0
, · · · ,

(
(n)1

)
(n)0−1

)
, i.e., by

considering first n as a pair
(
(n)0, (n)1

)
and then (n)1 as a (n)0-tuple, using the appropriate brackets.

So any n=< 0, k > codes the empty sequence, < 1, k > codes (k), and, for p≥ 2, < p, k > codes(
(k)0, · · · , (k)p−1

)
.
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(2) We define βO∈N by

βO(n) :=

{
1 if

(
(n)0, (n)1

)
∈O

0 otherwise,

and similarly for Oα for each α∈N .

(3) We set, for any ordinal ξ, WOξ :={α∈WO | |α|<ξ}.

Theorem 5.3 Let X be a Polish recursive space and A be a nonempty Σ 1
1 (resp., Σ 1

1 (α)) subset of
X . Then A contains a point x which is ∆1

1(βO) (resp., ∆1
1(βOα)).

Proof. Proposition 3.27 provides iX :X→N one-to-one and Σ 0
2 -recursive, with Π 0

2 range, whose
inverse jX : iX [X]→X is recursive on its domain. We define A′⊆N by

A′(β)⇔ β∈ iX [X] ∧ jX(β)∈A.

By Corollary 3.19 and Theorems 3.21, 3.26.(c),A′= iX [A] is a nonempty Σ 1
1 set. Assume that β∈A′

is ∆1
1(βO), which gives S⊆ω×N in Σ 1

1 and P ⊆ω×N in Π 1
1 such that

β∈N(N , p)⇔ (p, βO)∈S ⇔ (p, βO)∈P.

Let R⊆N×ω be semirecursive such that jX(γ) ∈N(X,n)⇔ R(γ, n) if γ∈ iX [X]. Note that

jX(β)∈N(X,n)⇔ ∃γ∈N ∀p∈ω
(
γ /∈N(N , p) ∨ β∈N(N , p)

)
∧ jX(γ)∈N(X,n)

⇔ ∀γ∈N ∃p∈ω
(
γ /∈N(N , p) ∨ β∈N(N , p)

)
∨ jX(γ)∈N(X,n)

⇔ ∃γ∈N ∀p∈ω
(
γ /∈N(N , p) ∨ (p, βO)∈S

)
∧R(γ, n)

⇔ ∀γ∈N ∃p∈ω
(
γ /∈N(N , p) ∨ (p, βO)∈P

)
∨R(γ, n),

so that jX(β)∈A is ∆1
1(βO). So we may assume that X=N .

We can assume that A is Π 0
1 , as the projection of a ∆1

1(βO) point inN 2 is ∆1
1(βO). Theorem 4.1

provides Q⊆ω recursive (coding a tree T on ω) such that A(α) ⇔ ∀m∈ω Q
(
α(m)

)
and, for each

n∈ω, Q
(
α(n)

)
⇒ ∀m<n Q

(
α(m)

)
. We inductively define

α(n) :=min
{
p∈ω | ∃γ∈N (α|n)p⊆γ ∧ ∀m∈ω Q

(
γ(m)

)}
.

Intuitively, α is the left-most branch of the tree T coded by Q. As A is nonempty, α is well defined
and in A. So it is enough to show that α∈∆1

1(βO). We set, for each s∈ω<ω,

Ts :={t∈ω<ω |< s(0), · · · , s(|s|−1), t(0), · · · , t(|t|−1) >∈Q},

and define a recursive function f :ω→N by

f(n)(< p, q >) :=

{
1 if sp∈Tsn ∧ sq∈Tsn ∧ sp≤BK sq
0 otherwise,

so that f(n)∈LO for each n, and f(n)∈WO if and only if Tsn is wellfounded.
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By definition of α, γ is the left-most branch if and only if

∀i∈ω ∀k<γ(i) f(< γ(0), · · · , γ(i−1), k >)∈WOωCK1
∧ f(< γ(0), · · · , γ(i) >) /∈WOωCK1

.

So it is enough to prove that WOωCK1
is ∆1

1(βO). But as βO ∈ WO and |βO| = ωCK1 , we get
WOωCK1

={α∈WO | |α|< |βO|} so WOωCK1
is ∆1

1(βO) and we are done. �

Notation Let X be a Polish recursive space. We define Xlow :={x∈X | ωx1 =ωCK1 }, and similarly
Xα
low :={x∈X | ωx1 =ωα1 } if α∈N .

Theorem 5.4 (Gandy) Let X be a Polish recursive space and A be a nonempty Σ 1
1 (resp., Σ 1

1 (α))
subset of X . Then A meets Xlow (resp., Xα

low).

Proof. Proposition 3.27 provides iX :X→N one-to-one and Σ 0
2 -recursive, with Π 0

2 range, whose
inverse jX : iX [X]→X is recursive on its domain. We define A′⊆N by

A′(β)⇔ β∈ iX [X] ∧ jX(β)∈A.

By Corollary 3.19 and Theorems 3.21, 3.26.(c), A′ = iX [A] is a nonempty Σ 1
1 set. Assume that

β ∈ A′ ∩ Nlow. Then jX(β) ∈ A and ωCK1 = ωβ1 = sup{|α| | α ∈ WO ∩ ∆1
1(β)}. Assume that

α ∈ ∆1
1(β). Then there are S ⊆ ω×N in Σ 1

1 and P ⊆ ω×N in Π 1
1 such that, for each n ∈ ω,

α ∈N(N , n) ⇔ S(n, β) ⇔ P (n, β). We define S′, P ′ ⊆ ω×X by S′(n, x) ⇔ S
(
n, iX(x)

)
and

P ′(n, x)⇔ P
(
n, iX(x)

)
. By Theorem 3.23, S′ is in Σ 1

1 and P ′ is in Π 1
1 . Moreover,

(∗) α∈N(N , n)⇔ S′
(
n, jX(β)

)
⇔ P ′

(
n, jX(β)

)
,

so that α ∈ ∆1
1

(
jX(β)

)
. Conversely, assume that α ∈ ∆1

1

(
jX(β)

)
, which gives S′ ⊆ ω×X in

Σ 1
1 and P ′ ⊆ ω×X in Π 1

1 such that, for each n ∈ ω, (∗) holds. we define S, P ⊆ ω×N by
S(n, γ)⇔ γ∈ iX [X] ∧ S′

(
n, jX(γ)

)
and P (n, γ)⇔ γ∈ iX [X] ∧ P ′

(
n, jX(γ)

)
. By Corollary 3.19

and Theorems 3.21, 3.26.(c), S is in Σ 1
1 and P is in Π 1

1 . Moreover,

α∈N(N , n)⇔ S(n, β)⇔ P (n, β),

so that α∈∆1
1(β). Thus jX(β)∈Xlow. So we may assume that X=N .

We define B⊆N by γ ∈B ⇔ ∀β ∈A γ ∈∆1
1(β). By Theorem 4.20, B is Π 1

1 . And as A is non
empty, pick β0∈A. Then B⊆{γ∈N | γ∈∆1

1(β0)}, so B is countable. Note also that if γ∈B and
β ∈∆1

1(γ), then β ∈B by transitivity. Consider C :=N \B. The set C is Σ 1
1 and non empty in N ,

hence by Theorem 5.3 it contains a point β ∈∆1
1(βO). But then, by the preceding remark, βO ∈C

(for if βO ∈ B, any ∆1
1(βO) point would be in B too). By definition of C this means that there is

β∈A such that O /∈∆1
1(β). By Theorem 5.2, this implies that ωβ1 =ωCK1 , as desired. �
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6 The Gandy-Harrington topology

Definition 6.1 Let X be a Polish recursive space. The Gandy-Harrington topology on X is gener-
ated by the Σ 1

1 subsets of X . We denote it by τGH .

Theorem 6.2 Let X be a nonempty Polish recursive space. The Gandy-Harrington topology has the
following properties:

(a) it is second countable,
(b) it is finer than the initial topology of X , and is in particular T1,
(c) it is not regular (and thus not metrizable) in general,
(d) it is strong Choquet,
(e) the set Xlow is Σ 1

1 , and thus τGH -open, and dense,
(f) if S⊆X is Σ 1

1 , then S ∩Xlow is τGH -clopen in Xlow,
(g) the set Xlow, equipped with τGH , is a zero-dimensional Polish space.

Proof. (a) This comes from the fact that the set of Σ 1
1 subsets of X is countable.

(b) Any basic open set N(X,n) is semirecursive, and thus Σ 1
1 . Thus τGH is finer than the initial

topology of X . As X is Polish, its topology is Hausdorff, as well as τGH which is therefore T1.

(c) We will check that in N , τGH is not regular. By Theorem 3.28 provides UN ⊆N 2 in Π 1
1 which

is universal for all subsets of N in Π1
1. We set P := {α ∈ N | (α, α) ∈ UN }. Note that P is in

Π 1
1 . But it is not in Σ1

1. Indeed, we argue by contradiction. This gives β ∈N with ¬P =UNβ . Now
β /∈P ⇔ (β, β)∈UN ⇔ β∈P , which is absurd. This implies that P is τGH -closed but not τGH -Π0

2.
Thus τGH is not metrizable, and not regular by (a).

(d) We first prove the result in N . We describe a strategy τ for Player 2. Player 1 first plays σ0∈N
and a τGH -open neighborhood U0 of σ0. Let L0 in Σ 1

1 with σ0 ∈ L0 ⊆ U0. Let C0 ⊆ N 2 be Π 0
1

with L0 = ∃NC0. This gives α0 ∈ N such that (σ0, α0) ∈ C0. We set w0 := σ0|1, s0
0 := α0|1 and

V0 :=π0[C0∩(Nw0×Ns00
)]. Note that V0 is in Σ 1

1 and thus τGH -open. Moreover, σ0∈V0⊆L0 ⊆ U0,
so that Player 2 respects the rules of the game if he plays V0.

Now Player 1 plays σ1∈V0 and a τGH -open neighborhood U1 of σ1 contained in V0. Let L1 in Σ 1
1

with σ1∈L1⊆U1. Let C1⊆N 2 be Π 0
1 with L1 =∃NC1. This gives α1∈N such that (σ1, α1)∈C1.

As σ1 ∈ V0, there is α′0 ∈N such that (σ1, α
′
0)∈C0 ∩ (Nw0×Ns00

). We set w1 := σ1|2, s0
1 :=α′0|2,

s1
0 := α1|1 and V1 := π0[C0 ∩ (Nw1×Ns01

)] ∩ π0[C1 ∩ (Nw0×Ns10
)]. Here again, V1 is τGH -open.

Moreover, σ1∈V1⊆U1 and Player 2 can play V1.

Next, Player 1 plays σ2 ∈ V1 and a τGH -open neighborhood U2 of σ2 contained in V1. Let L2

in Σ 1
1 with σ2 ∈ L2 ⊆ U2. Let C2 ⊆ N 2 be Π 0

1 with L2 = ∃NC2. This gives α2 ∈ N such that
(σ2, α2)∈C2. As σ2∈V1, there is α′1∈N such that (σ2, α

′
1)∈C1 ∩ (Nw0×Ns10

). As σ2∈V1, there is
α′′0 ∈N such that (σ2, α

′′
0)∈C0 ∩ (Nw1×Ns01

). We set w2 :=σ2|3, s0
2 :=α′′0|3, s1

1 :=α′1|2, s2
0 :=α2|1

and V2 :=π0[C0 ∩ (Nw2×Ns02
)] ∩ π0[C1 ∩ (Nw1×Ns11

)] ∩ π0[C2 ∩ (Nw0×Ns20
)]. Here again, V2 is

τGH -open. Moreover, σ2∈V2⊆U2 and Player 2 can play V2.

28



If we go on like this, we build wl∈ωl+1 and snl ∈ω<ω such that w0⊆w1⊆· · · and sn0 $sn1 $ · · ·
This allows us to define σ := liml→∞ wl∈N and, for each n∈ω, αn := liml→∞ snl ∈N . As (σ, αn)
is the limit of (wl, s

n
l ) as l goes to infinity and Nwl×Nsnl

meets Cn (which is closed in N ×N ),
(σ, αn)∈Cn. Thus σ∈

⋂
n∈ω π0[Cn] =

⋂
n∈ω Ln⊆

⋂
n∈ω Un⊆

⋂
n∈ω Vn, so that τ is winning for

Player 2.

By Proposition 3.27, the result also holds in X .

(e) By Corollary 4.18, ωx1 ≤ωCK1 is equivalent to

∀α∈∆1
1(x)

(
α∈WO ⇒ ∃β, γ∈N β is recursive and

γ is an order-preserving bijection from (ω,≤α) onto (ω,≤β)
)
,

which is Σ 1
1 by Proposition 4.14 and Theorem 4.21. This shows that Xlow is Σ 1

1 . By Theorem 5.4,
Xlow is τGH -dense.

(f) By definition, S∩Xlow is τGH -open inXlow. Theorem 4.2 provides a ∆1
1-recursive map f :X→N

such that X\(S ∩Xlow)=f−1(WO). We get

x∈Xlow\(S ∩Xlow)⇔ x∈Xlow ∧ ∃ξ<ωCK1 f(x)∈WO ∧ |f(x)|≤ξ.

This proves that S ∩Xlow is τGH -closed in Xlow, by Theorem 4.3.

(g) By (f), our space is zero-dimensional, and thus regular. By (a), (b), (d) and Choquet’s theorem, it
is Polish. �
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