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Introduction

In this text which presents some of the author’s work in the past nine years, the main
theme is the study of actions of countable groups on sets with little to no structure. The
emphasis is on non-free actions since free actions are completely described by their number
of orbits in the absence of an underlying structure. We adopt a descriptive set-theoretic
viewpoint by considering various Polish spaces of actions, thus allowing the use of the
Baire category theorem.

The fact that our action spaces are Polish is each time related to Polish groups: all
elements of the action spaces we consider can be seen as group homomorphisms taking
values in a specific Polish group. We explain in details why relevant spaces and groups
are Polish in Part I. Although this part is directed towards non-specialists, our presen-
tation contains a few facts which are hard to track in the literature. Let us now list the
Polish groups and spaces which will be the protagonists of this thesis, along with a brief
presentation of its content.

The group S∞ of all permutations of the integers. Presented in Section 3, S∞
plays a prominent role: it encapsulates all actions on countable discrete sets, which are
the topic of Part II.

The group S∞ first arises via ample generics, which are discussed in Section 8. Indeed,
S∞ is the fundamental example of a Polish non-archimedean group with ample generics.
This by now well-known fact is proved in Section 8.1, where we highlight the connection
with the space of actions on the integers of finitely generated free groups. We then
give examples of Polish groups with ample generics which are not non-archimedean in
Section 8.2, starting with Malicki’s examples, and then giving the connected examples we
obtained with Kaïchouh. In Section 8.3 we discuss quasi non-archimedeanity, a property
of Polish groups which we introduced with Gelander. This property is satisfied by all
known examples of Polish groups with ample generics, and it is equivalent to being totally
disconnected for locally compact groups. We discuss in Section 8.4 a new negation of quasi
non-archimedeanity called almost n-archimedeanity, and related properties. We finally
compare ample generics to various archimedianity notions in Section 8.5.

The group S∞ also appears when considering spaces of transitive actions on countable
sets, discussed in Section 9. Another natural model for such a space is the space of infinite
index subgroups of a countable group Γ, and Section 9.1 is essentially devoted to the proof
that these two spaces are the same from our point of view (Theorem 9.9). Section 9.2
presents an important property of transitive actions called high transitivity, which can
be reformulated as having dense image in S∞. This in turn yields a group property also
called high transitivity, which means being isomorphic to a dense subgroup of S∞. Other
important properties of transitive actions related to the topology on the space of infinite
index subgroups are discussed in Section 9.3: weak containment, high faithfulness and
finally totipotency.
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Section 10 is entirely devoted to high transitivity for group acting on trees. Our main
goal is to present a result obtained with Fima, Moon and Stalder, namely high transitivity
for an optimal subclass of groups acting on trees. This result is stated in Section 10.1.
The goal of the remaining sections is to prove the result for free products. We actually
give a new stronger statement for (non-amenable) free products: their generic transitive
actions on a countable infinite set are highly transitive. We present the required Bass-
Serre theory for the proof in Section 10.2, and some additional facts on free products and
trees in Section 10.3. Finally, the proof is given in Section 10.4.

The space of Y -valued measurable maps L0(X,µ, Y ). Given a Polish space Y and
a standard probability space (X,µ), the space L0(X,µ, Y ) of Y -valued measurable maps
can be endowed with the Polish topology of convergence in measure, as explained in
Section 4.

When Y is actually a Polish group, one gets a connected Polish group which plays an
important role in our aforementioned work with Kaïchouh on ample generics: we proved
that if G has ample generics, then so does L0(X,µ,G), thus providing the first examples
of connected Polish groups with ample generics (see Section 8.2).

Although we barely mention it in this text, this construction has also been invaluable
in the construction of Polish full groups undertaken with Carderi, and then of L1 full
groups, see Remark 7.14.

The groups of measure-preserving and non-singular transformations. Given
a standard probability space (X,µ), there are two natural Polish groups to consider:
the group Aut(X,µ) of measure-preserving bijections and the group Aut∗(X,µ) of non-
singular (also called measure class-preserving) bijections.

Since Aut(X,µ) being Gδ in L0(X,µ,X) was key in our work with Carderi on Polish
full groups, we took the opportunity to directly derive the Polishness of Aut(X,µ) from
this fact in Section 5. We also explain why Aut∗(X,µ) is a Polish group in Section 6,
using a more conventional approach. We briefly mention how automatic continuity of
Aut(X,µ) was used in our proof that Aut∗(X,µ) has a unique Polish group topology, and
set the stage for the last protagonists by showing that the two-sided uniform metric is
complete, a well-known but seldom proved fact.

Full groups of non-singular equivalence relations. Our last protagonist comes
directly from orbit equivalence theory: given a non-singular action of a countable group
Γ on (X,µ), the equivalence relation whose classes are the Γ-orbits is a non-singular
equivalence relation R, and its full group [R] is the group of non singular bijections whose
graph is contained in R. Section 7 is devoted to basic facts on these Polish groups which
can be hard to find when venturing in the non probability measure-preserving world. Full
groups then appear in this text in two distinct ways.

The first is ample generics: as it turns out, full groups of ergodic Z-actions have ample
generics as soon as the associated equivalence relation is not type II1. This result was
obtained with Kaïchouh in the type III case, and the remaining type II∞ case is treated
here, in Section 8.2. As in our joint paper, we emphasize the natural connection with S∞
by embedding full groups in L0(X,µ,S∞), allowing us to think of full groups elements as
random permutations, and more generally of group homomorphisms Γ → [R] as random
Γ-actions on N.
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The second way full groups appear is in the study of non-free actions in the measurable
context, which is the topic of Part III. Indeed, the action on the underlying probability
space of dense subgroups of full groups enjoy remarkable properties, even when forgetting
about the whole measurable structure. One of these is a strengthening of high transitivity
we call permutational fullness, another is the fact that density is inherited by stabilizers.
All these properties are studied in Section 11 and were obtained with Carderi and Ga-
boriau in an unpublished work. We restrict to the probability-measure preserving setup
for simplicity, but some results like Theorem 11.9 hold in the non-singular setup as well.
Section 12 finally presents our result with Carderi and Gaboriau: under an optimal hy-
pothesis on the cost of a given ergodic p.m.p. equivalence R, we construct dense free
subgroups of its full group whose associated random transitive action is almost surely
totipotent.

Aknowlegments. I am very grateful to Pénélope Azuelos, Matthieu Joseph, Waltraud
Lederle, Yves Stalder and Todor Tsankov for their helpful comments on preliminary ver-
sions of this memoir.

Remerciements
Je remercie tout d’abord Yair Glasner et Todor Tsankov pour l’honneur qu’ils me font en
acceptant de rapporter ce mémoire. Je remercie également Pierre Fima, Sophie Grivaux
et Cyril Houdayer pour leur participation au jury. Merci aussi à mes codirecteurs de thèse
Damien Gaboriau et Julien Melleray pour leur présence à ma soutenance, qui me ravit !

J’ai eu la chance de bénéficier de conditions de travail exceptionnelles à l’Université
Paris Cité (anciennement Université de Paris (anciennement Université Paris-Diderot))
au sein de l’équipe d’algèbres d’opérateurs, que je remercie pour son accueil depuis le
début ! Mention spéciale à Stéphane et Claire qui ont su être d’excellents responsables
d’équipe, contribuant de manière essentielle à une atmosphère amicale. Il se trouve que
Romain, bien aimé nouveau responsable et roi de la romanette, partage mon bureau, et
je le remercie pour sa bonne humeur communicative tout en lui rappelant de ramener à
Claire sa clé de notre bureau ! Un grand merci à Georges également, à qui la bonne at-
mosphère dans notre équipe doit beaucoup, et dont la générosité mathématique illumine
notre séminaire. Les collègues du septième étage avec qui je partage souvent un café se
reconnaitront, merci pour votre présence et toutes ces discussions ! Enfin, merci aux col-
lègues de l’équipe administrative pour leur dévouement, en espérant que leurs conditions
de travail cessent de se dégrader un jour.

Ce mémoire doit évidemment beaucoup à mes coauteurs et coautrices, que je remercie.
Merci en particulier à Alessandro, qui avec sa subtilité sans égal a su m’apprendre l’art
délicat et raffiné de la phrase concise, du mot juste, la puissance du concept de sujet verbe
complément, découpant sans la moindre pitié chaque enchainement indigeste de mots que
je produisais avec un naturel déconcertant. Une mention spéciale à Issan, Kunal et Pierre,
avec qui j’espère un jour faire aboutir un projet qui nous occupe depuis de nombreuses
années ! Je termine en remerciant très amoureusement ma coautrice Adriane qui illumine
ma vie !



6



List of the author’s works presented in
this thesis

[CGLM23] Alessandro Carderi, Damien Gaboriau, and François Le Maître. On dense
totipotent free subgroups in full groups. Geometry & Topology, 27(6):2297–
2318, 2023. doi:10.2140/gt.2023.27.2297.

[FLMMS22] Pierre Fima, François Le Maître, Soyoung Moon, and Yves Stalder. A char-
acterization of high transitivity for groups acting on trees. Discrete Analysis,
2022. doi:10.19086/da.37645.

[GLM17] Tsachik Gelander and François Le Maître. Infinitesimal topological gen-
erators and quasi non-archimedean topological groups. Topology and its
Applications, 218:97–113, 2017. doi:10.1016/j.topol.2016.12.019.

[KLM15] Adriane Kaïchouh and François Le Maître. Connected Polish groups with
ample generics. Bulletin of the London Mathematical Society, 47(6):996–
1009, 2015. doi:10.1112/blms/bdv078.

[LM18a] François Le Maître. Highly faithful actions and dense free subgroups in
full groups. Groups, Geometry, and Dynamics, 12(1):207–230, 2018. doi:
10.4171/GGD/446.

7

https://doi.org/10.2140/gt.2023.27.2297
https://doi.org/10.19086/da.37645
https://doi.org/10.1016/j.topol.2016.12.019
https://doi.org/10.1112/blms/bdv078
https://doi.org/10.4171/GGD/446
https://doi.org/10.4171/GGD/446


8 LIST OF THE AUTHOR’S WORKS PRESENTED IN THIS THESIS



Contents

I Some spaces of maps and Polish groups 11
1 Basic facts on Polish spaces . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Basic facts on Polish groups. . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 The permutation group of the integers S∞ . . . . . . . . . . . . . . . . . . 16
4 Spaces of measurable maps . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
5 The group of p.m.p. bijections . . . . . . . . . . . . . . . . . . . . . . . . . 18
6 The group of non-singular bijections . . . . . . . . . . . . . . . . . . . . . . 20
7 Full groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

II Non-free actions in the discrete context 29
8 Ample generics and quasi non-archimedean groups . . . . . . . . . . . . . . 29

8.1 Ample generics for S∞ . . . . . . . . . . . . . . . . . . . . . . . . . 29
8.2 Ample generics outside non-archimedean groups . . . . . . . . . . . 32
8.3 Quasi non-archimedianity . . . . . . . . . . . . . . . . . . . . . . . 39
8.4 Almost archimedeanity . . . . . . . . . . . . . . . . . . . . . . . . . 41
8.5 Archimedes versus ample generics . . . . . . . . . . . . . . . . . . . 42

9 Transitive actions of countable groups . . . . . . . . . . . . . . . . . . . . . 43
9.1 The spaces of transitive actions over an infinite countable set . . . . 43
9.2 High transitivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
9.3 High faithfulness, weak containment and totipotency . . . . . . . . 52

10 High transitivity for groups acting on trees . . . . . . . . . . . . . . . . . . 57
10.1 Statement of the main result . . . . . . . . . . . . . . . . . . . . . . 57
10.2 A bit of Bass-Serre theory . . . . . . . . . . . . . . . . . . . . . . . 60
10.3 Finitely generated subgroups of free products and half-trees . . . . 64
10.4 Proof of high transitivity for free products . . . . . . . . . . . . . . 66
10.5 Consequences on the space of subgroups of free products . . . . . . 69

IIINon-free actions in the measurable context 73
11 Consequences of density in full groups . . . . . . . . . . . . . . . . . . . . 73

11.1 Density, permutationally full actions and the fullness degree . . . . 74
11.2 Ergodic theoretic consequences of density . . . . . . . . . . . . . . . 78
11.3 Density and invariant random subgroups . . . . . . . . . . . . . . . 80

12 Cost and totipotent dense actions of free groups . . . . . . . . . . . . . . . 82

9



10 CONTENTS



Part I

Some spaces of maps and Polish groups

In this first part, we review various constructions of Polish groups and spaces which will
be useful in the sequel.

1 Basic facts on Polish spaces

Before giving examples of Polish groups, we need a few facts on Polish spaces. A Polish
space is a separable topological space whose topology admits a compatible1 complete
metric. The existence of a compatible complete metric implies that the Baire category
theorem holds (any countable intersection of dense open sets must be dense itself), while
the separability implies that various relevant sets can be written as countable intersections
of (dense) open sets. Since countable intersection of open sets play a crucial role in the
theory of Polish spaces, let us give their nickname right away.

Definition 1.1. A subset Y of a topological space X is Gδ if it can be written as a
countable intersection of open sets.

An important family of Gδ subsets is provided by closed subsets of metrizable spaces.
Indeed if (X, d) is a metric space and F ⊆ X is closed, then F can be written as the
intersection over n ∈ N of the open set of elements at distance less than 1

n
from F .

Another example of Gδ subset is obtained by removing countably many points from the
ambient space, for instance R \ Q is a Gδ subset of the real line (R \ Q is actually
homeomorphic to the product space NN which plays a central role in the theory of Polish
spaces).

Observe that a metric space is separable if and only if it is second-countable, i.e. its
topology admits a countable basis. Since any subspace of a second-countable topological
space is itself second-countable, subspaces of Polish spaces are always separable for the
induced topology2. The question of which subspaces are actually Polish is thus settled
by the following important result, which encompasses the well-known fact that closed
subspaces of complete metric spaces are complete for the induced metric.

Theorem 1.2 (Alexandrov, see [Kec95, Thm. 3.11]). A subspace of a complete metric
space admits a compatible complete metric for the induced topology if and only if it is Gδ.

1A metric is called compatible with a topology when it induces this topology.
2Separability does not pass to subspaces in general, e.g. the space {0, 1}[0,1] of subsets of [0, 1] is

separable for the product topology (consider finite unions of intervals with rational endpoints) but the
subspace of singletons is not separable since it is discrete for the induced topology.

11



12 PART I. SOME SPACES OF MAPS AND POLISH GROUPS

Corollary 1.3. Let X be a Polish space, let Y ⊆ X. Then Y is Polish for the induced
topology if and only if Y is a Gδ subset of X.

Observe that any countable intersection of Gδ sets is Gδ, and that in Polish spaces
countable intersections of dense Gδ sets are also dense Gδ: they can be rewritten as
countable intersections of dense open sets, so they are dense by Baire’s category theorem.

If f : X → Y is a map and (Un) is a family of subsets of Y , we always have
f−1(

⋂
n Un) =

⋂
n f

−1Un, so the inverse image of a Gδ set by a continuous map is Gδ. This
is not true at all for direct images since the image of an open set needs not be open and
moreover direct images do not commute with countable intersections. We can however
get around this problem in certain specific cases, using the following fundamental result.

Theorem 1.4 (Sierpinski, see [Gao09, Thm. 2.2.9]). Let X be a Polish space, let Y be a
metrizable topological space, and let f : X → Y be a continuous open map. Then f(X) is
Polish.

Restrictions of open maps need not be open, so in order to use this theorem, we make
a small observation.

Lemma 1.5. Let X, Y be topological spaces, let f : X → Y be open, and suppose that
Z ⊆ X satisfies Z = f−1(f(Z)). Then f↾Z : Z → f(Z) is also open.

Proof. Let U ⊆ Z be open, then U = Z ∩ V , where V is an open subset of X. We claim
that f(U) = f(Z) ∩ f(V ), so f(U) is open in f(Z) as wanted. Indeed, the inclusion
f(U) ⊆ f(Z)∩ f(V ) always hold since U = Z ∩ V , and the reverse inclusion follows from
the fact that Z = f−1(f(Z)): if y ∈ f(Z) ∩ f(V ), write y = f(z) = f(v) for some z ∈ Z
and v ∈ V , we then have v ∈ f−1(f(Z)) and thus v ∈ Z, yielding v ∈ U and hence
y ∈ f(U) as wanted.

Corollary 1.6. Let X be a Polish space, let Y be a metrizable topological space, and
let f : X → Y be a continuous open map. Then for all Gδ subset Z ⊆ X such that
Z = f−1(f(Z)), we have that f(Z) is Gδ in Y .

Proof. By Corollary 1.3, the set Z is Polish, and the restriction of f to a map f : Z → f(Z)
is continuous if we endow f(Z) with the induced topology from X, which is metrizable.

The restriction of f to Z is continuous, and by the previous lemma it is also open.
Using the above theorem, we obtain that f(Z) is Polish. So f(Z) is Gδ by Corollary
1.3.

Remark 1.7. The hypothesis that Z = f−1(f(Z)) can be restated as the fact that Z is
a union of fibers of the map f . This hypothesis is fundamental: using the Baire space,
one can show that when X = R2 and f is the projection onto the first coordinate, any
analytic subset of R arises as the projection of a Gδ subset of R2.

Another key fact about Polish spaces is the following.

Proposition 1.8. Any countable product of Polish spaces is Polish for the product topol-
ogy.

Let us give a few relevant examples of Polish spaces:

• Any discrete countable space is Polish, since its topology is induced by the complete
metric

δ(x, y) =

{
0 if x = y
1 if x ̸= y.
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• Taking advantage of Proposition 1.8, we deduce that NN is a Polish space. It is
sometimes called the Baire space.

• For all n ⩾ 1, Rn is a Polish space. More generally any locally compact second-
countable space is Polish. However RN is Polish but not locally compact, because
compact sets therein must have empty interior (our previous example NN also fails
to be locally compact for the same reason).

The following theorem is a cornerstone of descriptive set theory. Recall that the Borel
σ-algebra of a topological space is the σ-algebra generated by open sets. Elements of this
σ-algebra are simply called Borel sets, and a map f : X → Y is called Borel if f−1(U) is
Borel whenever U ⊆ Y is open (equivalently, if the preimage of any Borel set is Borel).

Theorem 1.9 (Lusin-Suslin, see [Kec95, Thm. 15.1]). Let X and Y be Polish spaces, let
f : X → Y be a Borel injective map. Then for every A ⊆ X Borel, the set f(A) is also
Borel.

We end this section with a brief discussion of Baire measurability, referring to
[Kec95, Chapter 8] for details. The notion of a dense Gδ subset in a Polish space is a
good analogue of a full measure subset in a measured space since countable intersections
of dense Gδ sets are themselves dense Gδ. The following two definitions are thus a natural
analogue of measure zero subset, and of Lebesgue measurable sets respectively.

Definition 1.10. Let X be a Polish space. A subset of X is called comeager if it
contains a dense Gδ set, and meager if its complement is comeager. A subset B ⊆ X is
called Baire measurable if there exists an open set U ⊆ X such that B△U is meager.

By the Baire category theorem, countable intersections of comeager sets are comeager,
so by taking complements countable unions of meager sets are meager. It easily follows
that countable unions of Baire-measurable sets are Baire measurable. To see that comple-
ments of Baire measurable sets are Baire-measurable, first note that whenever U ⊆ X is
open, the set Ū \U is meager because it is closed with empty interior. In particular X \U
is Baire measurable because it differs from the open set X \ Ū by a meager set. Now if
A differs from U by a meager set, the complement of A differs from the complement of U
by the same meager set, and since the union of two meager sets is meager, it follows that
X \ A differs from the open set X \ Ū by a meager set. We have shown the following.

Proposition 1.11. Let X be a Polish space. The set of all Baire measurable subsets of
X forms a σ-algebra. In particular, it contains all Borel subsets of X.

Let X and Y be Polish spaces, we say that a map f : X → Y is Baire-measurable if
for all U ⊆ Y open, the set f−1(U) is Baire-measurable, or equivalently if for all B ⊆ Y
Borel, the set f−1(B) is Baire-measurable3.

Using the fact that Lebesgue measurable sets differ from open sets by arbitrarily
small measure subsets, one obtains Lusin’s theorem: Lebesgue-measurable maps admit
continuous restrictions to arbitrarily large measure subsets. For Baire-measurable maps
the situation is even better.

3It is important to note here that, as for Lebesgue measurability, we do note require preimages of
Baire-measurable sets to be Baire-measurable, as there are even continuous functions which fail this
property.
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Theorem 1.12. Let X and Y be Polish spaces, let f : X → Y be Baire-measurable. Then
there is a dense Gδ subset Z ⊆ X such that the restriction of f to Z is continuous.

Proof. Since Y is Polish, it is second-countable: let (Un)n∈N be a basis for its topology.
For every n ∈ N, since f is Baire-measurable we have an open set Vn ⊆ X such that the
set f−1(Un)△ Vn is meager. Fix a dense Gδ set Zn disjoint from f−1(Un)△ Vn. Then the
restriction of f to the dense Gδ set Z :=

⋂
n Zn is continuous since the preimage of every

Un is now equal to the open set Z ∩ Vn, and (Un)n∈N is a basis of the topology of Y .

2 Basic facts on Polish groups.
By definition, a Polish group is a topological group whose underlying topology is Pol-
ish. Basic examples are provided by locally compact second-countable groups since their
topologies are Polish. Also note that thanks to Proposition 1.8, the class of Polish groups
is closed under countable products, so for instance ZN and RN are Polish groups.

It is very easy to check that a group with a Polish topology is a topological group (and
hence a Polish group) thanks to the following proposition.

Proposition 2.1 ([Kec95, Ex. 14.15]). Let G be a group endowed with a Polish topology.
Then G is a Polish group if and only if multiplication is separately continuous: whenever
gn → g ∈ G and h ∈ G, we both have

lim
n→+∞

gnh = gh and lim
n→+∞

hgn = hg.

Proof. Consider the action of G on itself by left translation, which is separately continuous
by hypothesis. It is thus continuous by [Kec95, Thm. 9.14], which means that group
multiplication is a continuous map G × G → G. Now observe that the graph of the
inverse map is a closed set because it is the set of pairs (g, h) such that gh = 1. We
deduce that the inverse map is Borel by [Kec95, Thm. 14.12]. In particular, the inverse
map is Baire- measurable so by Theorem 1.12 we find a dense Gδ subset X ⊆ G such that
the restriction of g 7→ g−1 to X is continuous.

Now let gn → g ∈ G, consider h ∈ g−1X ∩
⋂

n g
−1
n X (which exists because the latter

set is a countable intersection of dense Gδ sets, hence it is dense Gδ itself). Then gh ∈ X
and gnh ∈ X for all n. In particular, (gnh)−1 → (gh)−1, so h−1g−1

n → h−1g−1, and so
g−1
n → g−1 as wanted.

In the previous section, we mentioned that Polish subspaces of Polish spaces are exactly
Gδ subspaces. For Polish groups, we have the following stronger result.

Proposition 2.2. Let G be a Polish group, let H ⩽ G be a subgroup. Then H is Polish
for the induced topology if and only if H is closed in G.

Proof. If H is closed, then it is clearly Polish, so we need to show that if H is Polish, then
it is closed. By Corollary 1.3, H is Gδ, so it is dense Gδ in its closure H̄ which is Polish.
Now let g ∈ H̄. Then gH is also dense Gδ in H̄, so by the Baire category theorem gH∩H
is not empty, which implies that g ∈ H. We conclude that H̄ = H, so H is closed.

The following automatic continuity result is fundamental.

Theorem 2.3 (Banach, [Ban32]). Let G and H be Polish groups, let π : G → H be a
Baire-measurable group homomorphism. Then π is continuous.
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Proof. By Theorem 1.12, there is a dense Gδ subset X ⊆ G such that π is continuous
when restricted to X. Let gn → g in G. As in the end of the proof of Theorem 2.1, we fix
an element h in the dense Gδ set g−1X ∩

⋂
n g

−1
n X, then since π↾X is continuous we have

π(gn)π(h) = π(gnh) → π(gh) = π(g)π(h),

so π(gn) → π(g) as wanted.

In general, one often encounters the following situation: we have a Polish group H
and a subgroup G ⩽ H which is also Polish, but for another topology. The following
result says in particular that if G sits reasonably well inside H (i.e. if the inclusion map
is Baire-measurable), his topology has to refine that of H and is the unique Polish group
topology on G such that the inclusion G ↪→ H is Baire-measurable.

Proposition 2.4. Let G and H be Polish groups, let π : G → H be a group homomor-
phism, suppose that π is a Baire-measurable map. Then π is continuous, π(G) is a Borel
subgroup of H, and π(G) admits a unique Polish group topology such that π : G → π(G)
is Baire-measurable (equivalently, continuous).

Proof. Since π is Baire-measurable it has to be continuous by Banach’s theorem which
we just stated. In particular its kernel is closed, so G/Ker π is a Polish group by [Gao09,
Thm. 2.2.10]. Then π induces a continuous injective homomorphism π̄ : G/Ker π → H.
Since π̄ is continuous injective, the set π̄(G/Ker π) = π(G) is Borel by Theorem 1.9.
Denote by τ the Polish group topology on π(G) that we obtain by identifying π(G) to
G/Ker π via π̄, by construction π : G → π(G) is continuous and since Baire-measurable
homomorphisms are continuous we have to show that τ is the only Polish group topology
such that π : G→ π(G) is continuous. So suppose τ ′ is another Polish group topology on
π(G) which makes π continuous. By the universal property of the quotient topology, τ ′
has to refine τ . But then the identity map (π(G), τ ′) → (π(G, τ)) is continuous injective,
so appealing once more to Theorem 1.9 its inverse is also Borel. By Banach’s theorem, this
inverse map is continuous so the identity map (π(G), τ ′) → (π(G, τ)) is a homeomorphism,
which means that τ = τ ′ as wanted.

Remark 2.5. In this text, we will only use this proposition when π is injective, but the
general form is useful to keep in mind.

Some Polish groups G satisfy the remarkable property that their Polish group topology
is actually the only Polish group topology one can endow them with. Even more remark-
able is the automatic continuity property, which states that given any separable
topological group H, every group homomorphism G → H has to be continuous.

Proposition 2.6. Suppose a Polish group G satisfies the automatic continuity property.
Then its Polish group topology is unique.

Proof. Let τ be the Polish group topology for which G enjoys the automatic continuity
property, let τ ′ be another Polish group topology on G. The identity map (G, τ) → (G, τ ′)
has to be continuous so τ = τ ′ from the uniqueness in the previous proposition.

Finally, let us mentions that one always has a natural way of building a compatible
complete metric on any Polish group G: one starts with a left-invariant metric dl as
provided by the Birkhoff-Kakutani theorem, and then the metric d defined by

d(g, h) := dl(g, h) + dl(g
−1, h−1)

is automatically complete (see [Gao09, Cor. 2.2.2]).
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3 The permutation group of the integers S∞

Definition 3.1. The group S∞ is the group of all permutations of the set N of nonnegative
integers. It is endowed with the topology of pointwise convergence, viewing N as a discrete
set.

The topology of S∞ can concretely be understood as follows: given a sequence (σn)n∈N
of permutations, we have σn → σ if and only if for every k ∈ N, we have σn(k) = σ(k)
for large enough n ∈ N. Using this characterization, it is not hard to see that S∞ is a
topological group, even without relying on Proposition 2.1.

Let us now prove that S∞ is Polish, using an approach that will appear again later:
we will show that it is Gδ in a well-chosen function space.

Proposition 3.2. S∞ is a Polish group.

Proof. By definition, the topology on S∞ is the topology induced by NN, viewing N as
a discrete set. The latter is obviously a Polish space, so NN is Polish. In order to show
that S∞ is Polish, it suffices to show that it is a Gδ subset of NN in view of Corollary 1.3.
But this follows in a straightforward manner by unraveling the definition of a bijection.
Indeed a function N → N is surjective if and only if it belongs to the Gδ set

⋂
n∈N

(⋃
m∈N

{f ∈ NN : f(m) = n}

)
,

and it is injective if and only if it belongs to the closed (in particular Gδ) set⋂
n∈N

⋂
m∈N\{n}

{f ∈ NN : f(m) ̸= f(n)}.

So S∞ can be written as the intersection of two Gδ sets: it is itself Gδ, hence Polish.

Remark 3.3. The above approach generalizes as follows. First, given a compact Polish
spaceX and a Polish space Y , the space C(X, Y ) of continuous maps fromX to Y is Polish
for the compact-open topology. Taking Y = X, one can show that the homeomorphism
group Homeo(X) is Gδ in C(X,X) and that it is a topological group for the compact-open
topology.

Now, given a locally compact Polish space X, one can consider its Alexandrov com-
pactification X ∪ {∞} and endow its homeomorphism group with the compact open
topology. Homeomorphisms of X then correspond to the closed subgroup consisting of
the stabilizer of ∞, in particular they form a Polish group. Note that the compact-open
topology on Homeo(X) is not a group topology in general (although it is Polish), and that
the topology induced by the compact-open topology on Homeo(X ∪{∞}) is described by
taking as a subbasis the usual compact-open subbasis to which we add sets of the form
{g ∈ Homeo(X) : g(F ) ⊆ X \K}, where F is closed and K is compact in X (for all this,
see [Dij05]). In the next section, we prepare the ground for a similar construction in the
measurable context.

4 Spaces of measurable maps
A probability space (X,B, µ) is called standard when X can be endowed with a Polish
topology so that B is the associated Borel σ-algebra and µ is atomless, e.g. X = [0, 1]
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endowed with the Lebesgue measure. A classical result in descriptive set theory implies
that all standard probability spaces are isomorphic [Kec95, Thm. 17.41], but in this text
we only need the easier fact that they are isomorphic up to a null set. From now on, the
underlying σ-algebra B will be implicit in our notation.

Definition 4.1. Let (X,µ) be a standard probability space, and let Y be a Polish space.
Then L0(X,µ, Y ) is the space of all measurable maps f : X → Y up to measure zero, i.e.
we identify two such maps f1, f2 when µ({x ∈ X : f1(x) ̸= f2(x)}) = 0. It is endowed with
the topology of convergence in measure, defined by declaring open the following sets
for every A ⊆ X measurable, U ⊆ Y open and ϵ > 0:

Ũϵ,A := {f ∈ L0(X,µ, Y ) : µ(f−1(U) ∩ A) > ϵ}.

Using the second-countability of Y and the separability of the measure algebra4 of
(X,µ), it is not hard to see that the topology of convergence in measure is second-
countable. In order to see that it is Polish, we make a small detour which will justify in
passing the fact that we call it the topology of convergence of measure.

Lemma 4.2. Let d be a compatible metric on Y . Let f0 ∈ L0(X,µ, Y ), then a basis of
neighborhoods of f is given by{

f ∈ L0(X,µ, Y ) : µ ({x ∈ X : d(f(x), f0(x)) > ϵ}) < ϵ
}
.

Proof. Let (yn) be dense in Y , then for each n let

An :=
{
x ∈ X : d(f0(x), yn) <

ϵ

2

}
.

By density X =
⋃

nAn, in particular there is N ∈ N such that µ(
⋃

n<N An) > 1 − ϵ
2
. If

we denote by Un the ϵ
2

open ball around yn, we have by construction that the open set⋂
n<N

Ũn
µ(An)− ϵ

2N
,An

is contained in {f ∈ L0(X,µ, Y ) : µ ({x ∈ X : d(f(x), f0(x)) > ϵ}) < ϵ} .
In order to conclude, we need to show that conversely, given any f0 in an open set for

the topology of convergence in measure, there is ϵ > 0 such that this open set contains{
f ∈ L0(X,µ, Y ) : µ ({x ∈ X : d(f(x), f0(x)) > ϵ}) < ϵ

}
.

Without loss of generality, take f0 ∈ Ũϵ,A, then since U is open we find n ∈ N such that
µ({x ∈ A : d(f0(x), Y \ U) > 1

n
}) < ϵ. Let

δ = min

(
1

n
, ϵ− µ({x ∈ A : d(f0(x), Y \ U) > 1

n
}
)
,

then observe that if we have f ∈ L0(X,µ, Y ) such that µ({x ∈ X : d(f0(x), f(x)) > δ}) < δ
then f ∈ Ũϵ,A.

4The measure algebra of a probability space is the algebra of measurable subsets up to measure zero,
endowed with the topology induced by the complete metric dµ(A,B) = µ(A△B). Its separability when
(X,µ) is standard follows by putting a compatible Polish topology on X and checking that regularity
implies density of finite unions of elements of a fixed countable basis of open sets.
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Let d be a compatible bounded metric on Y (such a metric always exist because
min(1, d) induces the same topology as d). Then we can endow L0(X,µ, Y ) with the
metric d̃ defined by

d̃(f, g) =

∫
X

d(f(x), g(x))dµ(x). (I.1)

We then have the following well-known properties of convergence in measure and d̃, see
e.g. [Kec10, Sec. 19] (everything is stated for groups there but the relevant statements
work equally well without this assumption).

Lemma 4.3. The following hold.

(i) The metric d̃ is compatible with the topology of convergence in measure.

(ii) A sequence of functions (fn) converges to f in measure if and only if every subse-
quence of (fn) converges almost surely to f .

(iii) If d is complete, then so is d̃.

As a consequence of item (iii) and the above-mentioned second-countability of the
topology of convergence in measure, we obtain the following.

Corollary 4.4. Whenever Y is a Polish space, L0(X,µ, Y ) is Polish for the topology of
convergence in measure.

Remark 4.5. By definition a standard probability space is atomless. However, all the
definitions and facts above hold as well when there are atoms, with unchanged proofs. It
is of interest to note that when (X,µ) is completely atomic and A is its (countable) set
of atoms, L0(X,µ, Y ) is naturally homeomorphic to Y A. In particular, one can think of
the L0 construction as a generalization of the operation of taking a countable power of a
set. As we will see in Section 8.2, a key point of this generalization is that the absence of
atoms yields a contractible (in particular connected) topological space.

5 The group of probability measure-preserving bijec-
tions Aut(X,µ)

We now define our second favorite Polish group, which stems from ergodic theory. Let
(X,µ) be a standard (atomless) probability space, we denote by Aut(X,µ) the group
of all measure preserving bijections of (X,µ) up to measure zero, i.e. the group of all
T : X → X Borel bijection such that for all A ⊆ X Borel, we have µ(A) = µ(T−1(A))
where we identify two such bijections T1, T2 as soon as µ({x ∈ X : T1(x) ̸= T2(x)}) = 0.

Example 5.1. Take X = [0, 1) and λ the Lebesgue measure. Then for every α ∈ R, the
bijection Tα defined by Tα(x) = x+ α mod 1 is a measure-preserving bijection.

Since all standard atomless probability spaces are isomorphic, there is only one group
Aut(X,µ) up to group isomorphism. We will follow an unconventional path by defining
on it a Polish group topology which depends on the choice of a Polish topology on X a
priori, and then check that this topology is independent of this choice. This approach is
motivated by our construction of Polish full groups with Carderi [CLM16], although we
won’t present this construction in this text.
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Lemma 5.2. Fix a Polish topology τ compatible with the standard Borel space structure
of X. Then Aut(X,µ) is Gδ in L0(X,µ,X) for the topology of convergence in measure.

Proof. Note that Aut(X,µ) can be identified with the space of Borel maps X → X which
are both measure-preserving, and become injective when restricted to an appropriate full
measure set. It thus suffices to check that the space of such maps is Gδ.

First we check that the space of all measure preserving maps f ∈ L0(X,µ,X) is closed
by showing that its complement is open: suppose that f ∈ L0(X,µ,X) is not measure-
preserving. Then by taking if needed a complement we find A ⊆ X such that µ(f−1(A)) >
µ(A). Using regularity, we then find U open containing A such that µ(f−1(A)) > µ(U),
so in particular µ(f−1(U)) > µ(U). Then the open set

{g ∈ L0(X,µ,X) : µ(g−1(U)) > µ(U)}

is a neighborhood of f disjoint from the set of measure-preserving maps.
Let us now check that the space of injective measure-preserving maps f ∈ L0(X,µ,X)

is Gδ. Let (An) be a separating family for X: as soon as x ̸= y ∈ X, there is n ∈ N such
that x ∈ An but y ̸∈ An. The fact that the space of injective measure-preserving maps
f ∈ L0(X,µ,X) is Gδ will follow directly from the following claim: a measure-preserving
map f is injective if and only if for every ϵ > 0 and n ∈ N, there is an open set U such
that µ(U) < µ(An) + ϵ and µ(An ∩ f−1(U)) > µ(An)− ϵ.

Let us prove the above claim: if f is injective then An = f−1(f(An)). By regularity
we find U ⊇ f(An) which satisfies µ(U \ f(An)) < ϵ and since f is measure-preserving, U
is as wanted.

For the converse, we fix for every n a sequence (Uk
n)k such that µ(f−1(Uk

n) ∩ An >
µ(An)− 2−k and µ(f−1(Unk

) \ An)) < 2−k. By the Borel-Cantelli lemma, after throwing
away null sets, we have that for all x, x ∈ An if and only if x ∈ f−1(Unk

) for all but
finitely many k ∈ N. We may finally check that f is injective: let x ̸= y, then there is n
such that x ∈ An but y ̸∈ An, in particular there must be k such that x ∈ f−1(Uk

n) but
y ̸∈ f−1(Uk

n), so f(x) ∈ Unk
but f(y) ̸∈ Unk

. We conclude that f(x) ̸= f(y) as wanted.
We now have that Aut(X,µ) is equal to the intersection of a closed (in particular Gδ)

subset with another Gδ subset, in particular it is Gδ which ends the proof.

Theorem 5.3. Let (X, τ) be a Polish space endowed with a Borel probability measure µ.
Then Aut(X,µ) is a Polish group for the topology of convergence in measure.

Proof. Since Gδ subspaces of Polish spaces are themselves Polish and Aut(X,µ) is Gδ in
the Polish space L0(X,µ,X) by the previous lemma, we only need to check that Aut(X,µ)
is a topological group for the topology of convergence in measure. By Proposition 2.1 we
only need to check that given a fixed element h ∈ G, both left and right multiplication
by h are continuous.

To see that right multiplication by h is continuous, one can observe that given a
compatible metric d on Y , the metric d̃ given by equation (I.1) induces the topology of
convergence in measure, and since h preserves the measure we have that for all g ∈ G,

d̃(g1h, g2h) =

∫
X

d(g1h(x), g2h(x)) =

∫
X

d(g1(x), g2(x)) = d̃(g1, g2).

In other words, the right multiplication by h is an isometry of (Aut(X,µ), d̃), in particular
it is continuous.
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To see that left multiplication by h is continuous, we fix again a compatible metric d
and we use the characterizations given by Lemma 4.3. Let ϵ > 0, and g0 ∈ G, consider
the open neighborhood U of hg0 given by

U := {f : µ({x ∈ X : d(hg0(x), f(x)) < ϵ}) > 1− ϵ}

By Lusin’s theorem, there is a Borel set X0 ⊆ X of measure > 1−ϵ/2 such that the restric-
tion of h to X0 is uniformly continuous. Let δ > 0 such that for all x1, x2 ∈ X0, d(x1, x2) <
δ implies d(h(x1), h(x2)) < ϵ. Now for every g such that µ({x ∈ X : d(g0(x), g(x)) < δ}) >
1 − ϵ/2, the event that both g(x) ∈ X0 and d(g0(x), g(x)) < δ has probability at least
1 − ϵ because g is measure-preserving. By construction the event d(hg1(x), hg2(x)) < ϵ
then has probability at least 1− ϵ. In other words, the neighborhood V of g0 defined by

V := µ({x ∈ X : d(g0(x), g(x)) < δ}) > 1− ϵ/2

satisfies that for all g ∈ V , we have hg ∈ U , thus finishing the proof.

We now describe the standard way of understanding the Polish group topology of
Aut(X,µ), which shows in particular that this topology does not depend on the Polish
topology we put on X.

Definition 5.4. Given a standard probability space (X,µ), the weak topology on
Aut(X,µ) is the weakest topology such that for all A ⊆ X Borel , the map (S, T ) 7→
µ(S(A)△ T (A)) is continuous.

One can check that the weak topology is a Polish group topology, see e.g. [Kec10,
Sec. 1]. Moreover, it is a result of Robert Kallman that the weak topology is the unique
Polish group topology on Aut(X,µ) [Kal85]. In particular, we have the following result
(see also [CLM16, Prop. 2.9] for a different proof).

Proposition 5.5. Let X be a Polish space endowed with a nonatomic probability mea-
sure µ. Then the weak topology and the topology of convergence in measure coincide on
Aut(X,µ).

Let us conclude this section by mentioning that Aut(X,µ) not only has a unique Polish
group topology, but it actually satisfies the automatic continuity property by a result of
Ben Yaacov, Berenstein and Melleray [BYBM13].

6 The group of non-singular bijections Aut∗(X,µ)

If µ is a σ-finite (possibly finite) Borel measure on a standard Borel space X, its measure
class is the set [µ] of all Borel σ-finite measures ν on X such that for all A ⊆ X Borel,
ν(A) = 0 if and only if µ(A) = 0. Recall that by the Radon-Nikodym theorem, ν ∈ [µ]
if and only if there is f ∈ L1(X,µ) such that ν = fµ and f(x) > 0 for almost all x ∈ X.
Such a map f is unique up to measure zero, and denoted by dν

dµ
.

Given a standard probability space (X,µ), we then define the larger group Aut∗(X,µ)
of non-singular bijections of (X,µ), which are all Borel bijections T : X → X such that for
all A ⊆ X Borel, we have µ(A) = 0 if and only if µ(T (A)) = 0. In other words, we require
that T preserves the measure-class of µ, that is T∗µ ∈ [µ] or equivalently T∗ν ∈ [µ] for all
ν ∈ [µ]. Here is a straightforward consequence of the uniform continuity characterization
of absolute continuity for measures (see for instance [Coh13, Lem. 4.2.1]).



6. THE GROUP OF NON-SINGULAR BIJECTIONS 21

Lemma 6.1. Let T ∈ Aut∗(X,µ). Then for every ϵ > 0, there is δ > 0 such that for all
A ⊆ X Borel, µ(A) < δ implies µ(T (A)) < ϵ.

The group Aut∗(X,µ) can also be endowed with a Polish group topology, but to our
knowledge the latter does not have a description similar to that of Aut(X,µ) in terms
of convergence in measure, which is why the constructions of Polish full groups from
[CLM16] don’t carry over to the non-singular setup a priori.

Let us describe the Polish group topology of Aut∗(X,µ). Observe that by construction,
for all T ∈ Aut∗(X,µ) and f ∈ L1(X,µ), we have that

∫
X
fdµ =

∫
X
f ◦ T−1dT∗µ, in

particular the map f 7→ f ◦ T−1 induces an isometry L1(X,µ) → L1(X,T∗µ).
Moreover, a straightforward computation shows that for all g ∈ L1(X,µ) almost surely

non zero, the multiplication by g induces an isometry L1(X,µ) → L1(X, gµ), so equiva-
lently the multiplication by g−1 induces an isometry L1(X, gµ) → L1(X,µ)

In particular, composing the map f 7→ f ◦ T−1 and the multiplication by dT∗µ
dµ

−1
, we

see that each T induces an isometry5. ι(T ) of L1(X,µ) given by

ι(T )(f)(x) := f [T−1(x)]

(
dT∗µ

dµ
(x)

)−1

.

Definition 6.2. The strong topology on Aut∗(X,µ) is the weakest topology such that
for all f ∈ L1(X,µ), the map (S, T ) 7→ ι(S)f − ι(T )f is continuous.

Remark 6.3. The strong topology is often called the weak topology, but since the weak
topology that we defined on Aut(X,µ) makes sense on the whole group Aut∗(X,µ) we
prefer to use a different term.

The following result is due to Ionescu Tulcea, see [IT65].

Proposition 6.4. The strong topology on Aut∗(X,µ) is a Polish group topology.

Sketch of proof. Let us denote by Isom(L1(X,µ)) the isometry group of L1(X,µ), which
is a Polish group for the topology of pointwise convergence, as is every isometry group
of a complete separable metric space (see [Kec95, Example 9 in Sec. 9.B]). One can then
check that the map ι : Aut∗(X,µ) → Isom(L1(X,µ)) is a group homomorphism, using
the chain rule. Also note that ι is injective, and then check that its image is the group of
isometries of L1(X,µ) which preserve the cone of positive functions. So Aut∗(X,µ) can be
seen via ι as a closed subgroup of the Polish group Isom(L1(X,µ)), hence it is Polish.

Remark 6.5. To see that Aut(X,µ) is Polish for the topology induced by the strong
topology, one can now observe that it is equal to the Aut∗(X,µ)-stabilizer of the function
constant equal to 1 in L1(X,µ), hence closed in Aut∗(X,µ). Using the density of step
functions, it is then not hard to show that the strong topology induces the weak topol-
ogy on Aut(X,µ) (this also follows from the uniqueness of the Polish group topology of
Aut(X,µ)). The weak topology actually makes sense the whole group of non-singular
bijections Aut∗(X,µ), but it fails to be a group topology as the following example shows
(group multiplication is separately continuous but not continuous).

5This action can also be understood as follows: we have a natural isometric action of Aut∗(X,µ) on
L∞(X,µ) by precomposition, inducing an action by isometries on its predual L1(X,µ). Such a point of
view generalizes to show that automorphisms groups of von Neumann algebras with separable predual
are Polish.
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Example 6.6. We work with X = [0, 1) endowed with the Lebesgue measure. For every
n ∈ N, consider the partition (Ikn)

n
k=1 of [0, 1) into half-open intervals of size 1

n
, and take

Ak
n ⊆ Ikn of measure 1

n2 . For every n, let Tn be any non-singular bijection such that
Tn(I

k
n) = Ikn and Tn(Ak

n) = Ikn \ Ak
n for all k ∈ {1, . . . , n}. Observe that Tn → id weakly.

Now let An =
⋃n

k=1A
k
n, and let Un be an involution of support [0, 1

n
) ∪ An which

exchanges [0, 1
n
) and An. Again Un → idX , but µ(TnUn([0,

1
2
))△X) → 0 so TnUn cannot

converge for the weak topology.

Although the weak topology does not define a group topology on Aut∗(X,µ), it is
refined by the strong topology and generates the same Borel structure as the strong topol-
ogy. This observation is key to our recent proof that the strong topology of Aut∗(X,µ)
is its unique Polish group topology [LM22]. Our result also relies on the aforementioned
automatic continuity property for the group of measure-preserving bijections of (X,µ)
[BYBM13]. The following question is natural.

Question 1. Does Aut∗(X,µ) have the automatic continuity property?

Remark 6.7. The unified framework that has been developed by Sabok [Sab19] and then
Malicki [Mal16a] to deal with automatic continuity for Aut(X,µ), U(H) and the isometry
group of the Urysohn space does not apply here, which makes this question particularly
appealing.

We end this section by defining another (non separable!) group topology on Aut∗(X,µ)
called the uniform topology which will be put on full groups in the next section. It is
induced by the uniform metric

du(S, T ) := µ({x ∈ X : S(x) ̸= T (x)}).

The following lemma is well-known but we could not find a reference for a proof.

Lemma 6.8. The uniform topology is a group topology on Aut∗(X,µ), and the metric
du(S, T ) + du(S

−1, T−1) is complete.

Proof. First observe that du is left-invariant: for all S, T1, T2 ∈ Aut∗(X,µ) we have
du(ST1, ST2) = du(T1, T2). Let us show the continuity of multiplication: take Sn → S and
Tn → T , then

du(SnTn, ST ) ⩽ du(SnTn, SnT ) + du(SnT, ST )

⩽ du(Tn, T ) + du(SnT, ST )

Now observe that by definition

du(SnT, ST ) = µ(T−1({x ∈ X : Sn(x) ̸= S(x)})),

so the second term in the previous inequality tends to zero by Lemma 6.1 and the fact
that Sn → S, while the first tends to zero because Tn → T . We conclude that group
multiplication is continuous.

For the continuity of the inverse map, suppose Tn → T , then by left-invariance
du(T

−1
n , T−1) = du(idX , TnT

−1) → 0 by continuity of multiplication.
Let us finally check completeness. Let (Tn) be a d-Cauchy sequence where d(S, T ) :=

du(S, T ) + du(S
−1, T−1). It suffices to show that some subsequence of (Tn) converges so

by taking a subsequence we may as well assume d(Tn, Tn+1) < 2−n. Let An = {x ∈ X :
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Tn(x) ̸= Tn+1(x)}, then because du ⩽ d, the set An has measure at most 2−n. Since∑
n 2

−n is finite, the Borel-Cantelli lemma ensures us that almost every x ∈ X belongs
to finitely many An. For every N let BN be the set of x ∈ X such that TN−1(x) ̸= TN(x)
but Tn(x) = TN(x) for all n ⩾ N , then up to measure zero (BN) is a partition of X, and
since each Tn was invertible, we see that (TN(BN))N⩾0 consists of disjoint sets. Define
T : X → X by T (x) = TN(x) for all x ∈ BN and all N ∈ N. Since each Tn was a bijection,
we see that

TN(BN) = {x ∈ X : T−1
N−1(x) ̸= T−1

N (x) and T−1
n (x) = T−1

N (x) for all n ⩾ N}.

But using now that du(T−1
n , T−1

n+1) ⩽ 2−n and the Borel-Cantelli lemma, we see that
(TN(BN))N⩾0 is also a partition of X up to a null set, which shows that T is invertible.
The fact that du(Tn, T ) → 0 (and hence d(Tn, T ) → 0 by continuity of the inverse) is now
a direct consequence of the fact that (Bn) is a partition so µ(

⋃
n⩾N Bn) → 0. This finishes

the proof that d is complete, so the lemma is proved.

7 Full groups of non-singular countable equivalence re-
lations

We now introduce full groups of non-singular countable equivalence relations. Let us
emphasize that apart from our results on ample generics, we will only consider measure-
preserving equivalence relations, which are special cases of non-singular equivalence re-
lations. The non-singular world is nevertheless an appealing playground for many of
the constructions that we have made in the measure-preserving world (such as Polish
full groups [CLM16, CLM18] and L1 full groups [LMS21]). However, we don’t know
how to show in general that their natural non-singular analogues are Polish as well be-
cause Aut∗(X,µ)’s topology is not that of convergence in measure when seeing it inside
L0(X,µ,X) (see also Remark 7.14). Our student Fabien Hoareau is nevertheless working
on a family of Polish full groups which preserve an infinite σ-finite measure.

Definition 7.1. A non-singular action of a countable group Γ on (X,µ) is a Γ-action
on X by non-singular bijections. It is ergodic if every Γ-invariant set is ergodic.

Given a non-singular action of a countable group Γ ↷ (X,µ), we get an equivalence
relation RΓ↷X which encodes the partition of the space into Γ-orbits, given by (x, y) ∈
RΓ↷X if and only if x and y lie in the same Γ-orbit. Equivalence relations on X that arise
in this manner are called non-singular equivalence relations. Ergodicity of the action
is actually encoded by the corresponding non-singular equivalence relation as follows.

Definition 7.2. A non singular equivalence relation R is ergodic when every Borel set
which is a union of R-classes has measure 0 or 1.

Example 7.3. Let us fix the Polish space X = {0, 1}N which is the set of all subsets
of N. Then X is a compact group for the symmetric difference operation, and the dense
countable subgroup Γ of finite subsets acts by symmetric difference on X. The associated
equivalence relation is

R0 = {(P,Q) ∈ {0, 1}N × {0, 1}N : P △Q is finite}.
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This equivalence relation is hyperfinite: it can be written as an increasing union of Borel
subequivalence relations with finite classes Rn, which here we can take as

Rn = {(P,Q) : P △Q ⊆ {0, . . . , n}}.

Let us now describe various measure classes on X which yield different non-singular
ergodic hyperfinite equivalence relations.

• We first take

µ1/2 =

(
1

2
δ0 +

1

2
δ1

)⊗N

,

which is the Haar measure on X. Then Γ acts in a measure-preserving manner, and
this measure-preserving action is ergodic while the measure is finite. By definition
(X,µ,R0) is a type II1 non-singular equivalence relation, which is thus actually
probability measure-preserving. Using the uniqueness of the Haar measure and the
density of Γ inX, one can show that µ1/2 is the only Γ-invariant probability measure.

• If we now fix p ∈ (0, 1
2
) with p ̸= 1

2
, and consider

µp = (pδ0 + (1− p)δ1)
⊗N,

the Γ-action is non singular and it can be shown using the ratio set that no measure
in the class of µp can be preserved: the action is of type III, and more precisely
that the action is actually of type IIIλ, where λ = p

1−p
.

• Let us now see {0, 1}N as {0, 1}Z via a bijection N → Z. Let Pf (Z \ N) be the
set of finite subsets of Z \ N, which we view as binary sequences (xi)i<0 which take
the value 1 finitely many times. Let µ∞ be the σ-finite infinite measure on {0, 1}Z
defined by

µ∞ =
∑

A∈Pf (Z\N)

δA ⊗ µ1/2.

Via our natural bijection {0, 1}Z → {0, 1}N we get a measure on X which we still
denote by µ∞, and we have a measure-preserving action of Γ which is of type
II∞. An example of a probability measure in the class of µ∞ is given by first
enumerating Pf (Z \ N) as Pf (Z \ N) = {Ak : n ∈ N} and then taking the measure
µ′
∞ =

∑
k∈N

1
2k+1

δxk ⊗ µ1/2.

Definition 7.4. Given a non-singular equivalence relation R on a standard probability
space (X,µ), its full group [R] is the subgroup of Aut∗(X,µ) defined by

[R] = {T ∈ Aut∗(X,µ) : ∀x ∈ X, (x, T (x)) ∈ R}.

Suppose that R is a non-singular equivalence relation, let Γ ↷ (X,µ) be a non-singular
action of a countable group Γ such that R = RΓ↷X . Then one can check that an element
T ∈ Aut∗(X,µ) is in [R] if and only if there is a partition (Aγ)γ∈Γ such that for all x ∈ Aγ,
T (x) = γx. It follows that if Γ ↷ (X,µ) preserves a measure λ ∈ [µ], then the elements
of the full group also preserve λ.

In particular, we see that the definitions that were given in Example 7.3 are properties
of the corresponding non-singular equivalence relation. Let us state these properties for
completeness.
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Definition 7.5. Let R be an ergodic non-singular equivalence relation on a standard
probability space (X,µ). We say that R is

• type II1 if there is a finite measure µ′ ∈ [µ] which is preserved by every element of
the full group of R;

• type II∞ if there is a σ-finite infinite measure µ′ ∈ [µ] which is preserved by every
element of the full group of R;

• type III otherwise.

Remark 7.6. Since we require standard probability spaces to be atomless, our definition
does not cover type I ergodic equivalence relations, which split into two subclasses:

• For every n ∈ N, the ergodic type In equivalence relation is the transitive equivalence
relation on a set X of cardinality n; it preserves the counting measure, which can
be normalized to become a probability measure. The full group is the permutation
group of the underlying finite set X.

• The ergodic type I∞ equivalence relation is the transitive equivalence relation on
an infinite countable set (endowed with a fully supported probability measure); it
preserves the (infinite) counting measure and its full group is our dear friend S∞.

In order to see that Definition 7.5 is sound, we need to check that type II1 and type
II∞ are mutually exclusive, which is a direct consequence of the following lemma.

Lemma 7.7. Let R be a type II ergodic equivalence relation, i.e. suppose there is a σ-
finite (finite or infinite) measure µ′ ∈ [µ] which is preserved by the full group of R, and
let µ′′ be another measure in [µ] preserved by the full group of R. Then there is a constant
C > 0 such that µ′′ = Cµ′.

Proof. Let f = dµ′′

dµ′ , then since both µ′ and µ′′ are [R]-invariant, the function f is [R]-
invariant. By ergodicity f must be constant (indeed for every t ∈ Q its level set At :=
{x ∈ X : f(x) < t} is [R]-invariant so it has measure 0 or 1, which implies that f is
constant up to measure zero).

The group topology we put on full groups of non-singular equivalence relations is the
one induced by the uniform topology on Aut∗(X,µ), coming from the uniform metric
du(S, T ) = µ({x ∈ X : S(x) ̸= T (x)}) defined at the end of the previous section. Ob-
serving that full groups of non-singular equivalence relations are closed in the uniform
topology, the following consequence of Lemma 6.8 is immediate.

Proposition 7.8. Let R be a non-singular equivalence relation. Then the metric du(S, T )+
du(S

−1, T−1) is complete on [R].

Remark 7.9. When restricted to the group of measure-preserving bijections Aut(X,µ),
the inverse map is a du-isometry, so the metric du itself is complete on Aut(X,µ). In
particular, it is complete on full groups of probability measure-preserving equivalence
relations.

In order to show that full groups of non-singular equivalence relations are Polish, we
now only need to show that they are separable. We do this via the following lemma which
is important on its own since it connects full groups of non-singular equivalence relations
to the permutation group S∞. We first need a bit of terminology.
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Definition 7.10. A non-singular equivalence relation R is aperiodic if for almost every
x ∈ X, the R-class of x is infinite.

Definition 7.11. Given an aperiodic non-singular equivalence relation R, a decompo-
sition of R is a sequence F = (fn) of Borel maps fn : X → X with disjoint graphs such
that f0 = idX and for almost all x ∈ X,

[x]R = {fn(x) : n ∈ N}.

Every aperiodic non-singular equivalence relation admits a decomposition: if R =
RΓ↷X , we enumerate Γ = {γn : n ∈ N} where γ0 = 1 and inductively define fn(x) = γkx
where k is the first integer such that γkx ̸∈ {fm(x) : m < n}.

Observe that given a decomposition F = (fn) of R, for almost all x ∈ X we have
a natural bijection φF

x : N → [x]R given by n 7→ fn(x). and the assumption f0 = idX

guarantees that 0 is sent to x. Using these bijections, and the fact that every element
of the full group acts by permutation on each equivalence class, we have another natural
way of understanding full groups which was observed in [KLM15].

Lemma 7.12 (see [KLM15, Prop. 13]). Let R be an aperiodic non-singular equivalence
relation, let (fn) be a decomposition of R, then the map ΦF which takes every T ∈ [R] to
the map ΦF(T ) : X → S∞ defined by:

ΦF(T )(x) = (φF
x )

−1T↾[x]Rφ
F
x

induces an embedding [R] → L0(X,µ,S∞).

Using the fact that L0(X,µ,S∞) is Polish (see Corollary 4.4) and Proposition 7.8, we
obtain the following.

Corollary 7.13. Full groups of non-singular equivalence relations are Polish for the uni-
form topology.

Remark 7.14. In addition to the above interpretation of the full group as a group
of random permutations, let us mention that in the type II1 case, one can understand
its topology as follows. Given a type II1 equivalence relation R, assume µ is actually
preserved and let Γ ↷ (X,µ) such that R = RΓ↷X . Assuming for simplicity that Γ is
acting freely, then each element of the full group T has a unique cocycle cT : X → Γ
given by T (x) = cT (x) · x, and the map T 7→ cT is a topological space embedding of
[T ] into L0(X,µ,Γ), whose image is the space of cocycles of elements of elements of
[R]. Fixing a Polish topology on X, the continuous map Φ : L0(X,µ,Γ) → L0(X,µ,X)
which takes f : X → Γ to Φ(f) : x 7→ γ · x satisfies by definition that Φ−1(Aut(Xµ))
is the space of cocycles of elements of [R], which is Polish since Aut(X,µ) is Gδ in
L0(X,µ,X) by Lemma 5.2. We thus recover in a third way the fact that the full group
[R] is Polish. This observation was the starting point of our work with Carderi where
we constructed a Polish topology on the full group of the action of any Polish group
by measure-preserving bijections [CLM16, CLM18]. Our later work on L1 full groups of
graphings [LM18b, LM21], and with Slutsky on L1 full groups of actions of Polish normed
groups [LMS21] also makes a crucial use of this basic observation.

We finally introduce pseudo full groups of non-singular equivalence relations, which
are an important tool in order to build elements of the full group.
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Definition 7.15. Let R be a non-singular equivalence relation. Its pseudo full group
[[R]] is the set of all partially defined maps φ : A → B, where A,B ⊆ X are Borel, such
that φ is bijective and for all x ∈ A, we have (x, φ(x)) ∈ R. The set A is called the
domain of φ, denoted by dom φ, while B is the range of φ, denoted by rngφ.

Observe that if R = RΓ↷X is type II and µ is preserved by Γ, then again since every
φ ∈ [[R]] is obtained by gluing together restrictions of elements of Γ, every φ must satisfy
µ(dom φ) = µ(rngφ). The following converse is very useful and well-known. We provide
the proof for completeness.

Lemma 7.16. Let R be a non-singular ergodic equivalence relation of type II on (X,µ),
where µ is σ-finite and [R]-invariant. Suppose that A,B ⊆ X are Borel subsets of X such
that µ(A) = µ(B). Then there is φ ∈ [[R]] such that dom φ = A and rngφ = B (up to
measure zero).

Proof. We first treat the case where µ(A) = µ(B) < +∞. Let Γ be a countable group
acting on X so that R = RΓ↷X . Let us fix an enumeration Γ = {γn : n ⩾ 0} of Γ. We
recursively define φn ∈ [[R]] with domain contained in A, range contained in B, by φ0 = ∅
and

φn+1(x) =

{
φn(x) if x ∈ dom φn;
γnx if x ∈ A \ dom φn and γnx ∈ B \ rngφn.

Let φ =
⋃

n φn, assume by contradiction that either µ(A\dom φ) > 0 or µ(B\rngφ) > 0.
Then since µ is preserved and µ(A) = µ(B), we both have µ(A \ dom φ) > 0 and
µ(B\rngφ) > 0. Since R is ergodic, the Γ-invariant positive measure set

⋃
n γ

−1
n (B\rngφ)

has full measure. We thus find n such that

µ
(
(A \ dom φ) ∩ γ−1

n (B \ rngφ)
)
> 0,

and observe that the definition of φn+1 is contradicted since its domain should have
contained this positive measure set. This finishes the proof when both µ(A) and µ(B)
are finite.

For the case µ(A) = µ(B) = +∞, we first use the fact that µ is atomless to write
both A and B are disjoint unions of measure 1 sets A =

⊔
nAn, B =

⊔
nBn. Using the

previous case, we find φn ∈ [[R]] with domain An and range Bn up to null sets. We finally
take φ :=

⋃
n φn, which has domain A and range B up to measure zero.
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Part II

Non-free actions in the discrete context

8 Ample generics and quasi non-archimedean groups

8.1 Ample generics for S∞

Given a countable group Γ, it is natural to try to classify its actions on countable infinite
sets up to conjugacy. Recall that two actions α : Γ ↷ X and β : Γ ↷ Y are conjugate if
there is a bijection f : X → Y such that for all γ ∈ Γ and all x ∈ X, β(γ)f(x) = f(α(γ)x),
or equivalently for all γ ∈ Γ,

β(γ) = f ◦ α(γ) ◦ f−1.

Since all countable infinite sets are in bijection with N, we may then focus on Γ-
actions on N, which are the same thing as group homomorphisms Γ → S∞. In view of
the following lemma, the space Hom(Γ,S∞) of Γ-actions on N is a Polish space.

Lemma 8.1. Let Γ be a countable group, let G be a Polish group. Then the space of group
homomorphisms Γ → G is a Polish space for the topology of pointwise convergence.

Proof. Being a countable product of Polish spaces, the space GΓ of all maps Γ → G is
Polish. The space of homomorphisms Γ → G is easily seen to be a closed subspace thereof,
so it is Polish as well.

The topology on Hom(Γ,S∞) can be described as follows: a basic open neighborhood
of a homomorphism α is obtained from a finite set F ⋐ N and a finite set S ⊆ Γ as the
set US,F (α) of all actions α′ such that for all γ ∈ S and all x ∈ F

α′(γ)(x) = α(γ)(x).

Remark 8.2. When Γ is finitely generated, observe that one can simply fix once and for
all a finite generating set S, and then by continuity of the product map on S∞, the set
of all US,F where F ranges over finite subsets of N is a neighborhood basis of α.

The fact that we are looking at Γ-actions up to conjugacy is formalized by noting
that we have a natural S∞-action on Hom(Γ,S∞) which is given by pointwise conjugacy:
σ · α(γ) = σα(γ)σ−1, so that conjugacy classes are exactly S∞-orbits on Hom(Γ,S∞).
A natural question then arises: is there an orbit which is comeager, i.e. which contains
a dense Gδ set? As we will see, answering this question when Γ ranges over finitely
generated free groups amounts to checking whether S∞ has ample generics. In particular,
the following central theorem will be reformulated as the fact that S∞ has ample generics.

29
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Theorem 8.3 (Folklore). Let n ∈ N, let Fn denote the free group over n generators. Con-
sider the set An ⊆ Hom(Fn,S∞) consisting of Fn-actions α on N satisfying the following
conditions:

(1) α only has finite orbits;

(2) for every transitive action β of Fn on a finite set, there are infinitely many α-orbits
such that the restriction of α to each of these orbits is conjugate to β.

Then An is dense Gδ in Hom(Fn,S∞), and consists of a single conjugacy class.

Remark 8.4. As a warm-up, observe that for n = 1 we are stating that the permutations
which have only finite orbits, and which have infinitely many orbits of size k for every
k ⩾ 1, are all conjugate and form a dense Gδ set.

Proof. The fact that An consists of a single conjugacy class is left as an exercise. Let us
then show that An is Gδ.

First, let β be a Fn-action on a finite set of the form {1, ..., k}. Denote by a1, ..., an
the standard generators of Fn.

Observe that given x ∈ N, the restriction of α to the Fn-orbit of x is conjugate to
β if and only if there are x1, ..., xk ∈ N such that x = xi for some i ∈ {1, ..., k} and
α(am)xj = xβ(am)j for all m ∈ {1, . . . , n} and j ∈ {1, . . . , k}. If we denote by Aβ,x the set
of such actions, it is then clear that Aβ,x is open.

Now α ∈ An if and only if for every x ∈ N, there is k ⩾ 1 and a transitive β-action
on {1, ..., k} such that α restricted to the Fn-orbit of x is conjugate to β, and for every
k ⩾ 1 and every transitive β-action on {1, ..., k}, there are infinitely many y ∈ N such
that α restricted to the Fn-orbit of y is conjugate to β. In other words, if we denote by
N(N) the set of N -tuples of pairwise distinct elements of N and by B the (countable) set
of transitive Fn-actions on sets of the form {1, ..., k} for some k ⩾ 1, then

An =

(⋂
x∈N

⋃
β∈B

Aβ,x

)
∩

⋂
β∈B

⋂
N∈N

⋃
(y1,...,yN )∈N(N)

N⋂
j=1

Aβ,yj

 . (II.1)

Since each Aβ,x is open, this shows that A is Gδ.
As we will see shortly, proving that An is dense essentially boils down to proving the

following claim, where the support of an action α : Γ ↷ X is the set of points x ∈ X
such that there is γ ∈ Γ satisfying α(γ)x ̸= x.

Claim. For all x ∈ N, the set of Fn-actions on N with finite support is dense.

Proof of the claim. Let α be any Fn-action on N, let S = {a1, ..., an} be the standard
generating set of Fn, and let F ⋐ N. We need to find an element α′ of US,F (α) with finite
support, i.e. an action α′ with finite support such that α′(ai)y = α(ai)y for all y ∈ F and
i ∈ {1, ..., n}.

To this end, let F ′ = F ∪
⋃n

i=1 α(ai)F . For every i ∈ {1, ..., n}, the bijection α(ai)
induces a partial bijection φi on the finite set F ′ which by construction of F ′ satisfies
φi(y) = α(ai)y for all y ∈ F . Let σi : F ′ → F ′ be an extension of this partial bijection to
a bijection of F ′. We finally define α′ by

α′(ai)y =

{
σi(y) if y ∈ F ′;
y otherwise.

By construction α′ has its support contained in F ′ and α′ ∈ US,F , which finishes the
proof. □claim



8. AMPLE GENERICS AND QUASI NON-ARCHIMEDEAN GROUPS 31

Let us now explain why An is dense. By the claim it suffices to show given any action
α with finite support, every neighborhood of α intersects An. If we let F be a finite set
defining the neighborhood US,F (α), since α has finite support the set F ′ :=

⋃
γ∈Fn

α(γF )
is finite. It is then not hard to modify α outside of the finite α(Fn)-invariant set F ′ so
that it belongs to An.

We now give the original definition of ample generics and explain how it connects to
the previous result.

Definition 8.5. A Polish group G has ample generics if for every n ⩾ 1, the diagonal
conjugacy actionG↷ Gn given by g·(g1, ..., gn) = (gg1g

−1, . . . , ggng
−1) admits a comeager

orbit.

Lemma 8.6. Let G be a Polish group, let a1, ..., an denote the standard generators of
Fn. Then the map Φ : Hom(Fn, G) → Gn which maps α to (α(a1), ..., α(an)) is a homeo-
morphism which is G-equivariant when we endow Hom(Fn, G) with the conjugacy action
g · α(γ) = gα(γ)g−1 and Gn with the diagonal conjugacy action described in the previous
definition.

Proof. The continuity and equivariance of Φ are clear, and the fact that it is injective fol-
lows from the fact that {a1, ..., an} is a generating set for Fn. Surjectivity is a consequence
of the universal property of Fn and openness follows the continuity of group operations
in G.

In view of the previous lemma a Polish group G has ample generics if and only if the
conjugacy action of G on Hom(Fn, G) has a comeager orbit for every n ⩾ 1.

Example 8.7. By Theorem 8.3, the Polish group S∞ has ample generics.

Remark 8.8. Glasner, Kitroser and Melleray have obtained a neat characterization of
the countable groups Γ satisfying that Hom(Γ,S∞) has a comeager orbit in terms of
isolated subgroups in the space of subgroups of Γ [GKM16, Thm. 1.3].

Ample generics arose in the work of Hodges, Hodkinson, Lascar and Shelah [HHLS93].
It was used to show that some automorphism groups of countable structures essentially
remember the underlying structure as abstract groups. In general, automorphism groups
of countable structures are exactly the Polish groups which are non-archimedean. Recall
that a topological group is called archimedean if for every neighborhood of the identity
U and every g ∈ G, there is h ∈ U and n ∈ N such that g = hn. The definition of a
non-archimedean group is stronger than the negation of being archimedean.

Definition 8.9. A topological group G is non-archimedean if its identity admits a
basis of neighborhoods consisting of open subgroups.

The prototypical example of a non-archimedean Polish group is the group S∞ of
permutations of N: a basis of neighborhoods of the identity is given by the family of open
subgroups

Gn := {σ ∈ S∞ : ∀i ∈ {0, . . . , n}, σ(i) = i},
where n ∈ N. As a matter of fact, every Polish non-archimedean group is isomorphic to a
closed subgroup of S∞ (see [BK96, Thm. 1.5.1] for this and the fact that automorphism
groups of countable structures are exactly Polish non-archimedean groups).

In an influential paper where they isolate the property of ample generics and study
some model-theoretic ways to understand it, Kechris and Rosendal show that Polish
groups with ample generics share the following remarkable property.
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Theorem 8.10 (Kechris-Rosendal [KR07]). Let G be a Polish group with ample generics.
Then G has the automatic continuity property: for every separable topological group
H, every group homomorphism G→ H has to be continuous.

In the same paper, they ask whether there exists Polish groups with ample generics
which are not non-archimedean. In the next section, we will discuss three breeds of
examples which were found in 2015.

8.2 Ample generics outside non-archimedean groups

The following three types of examples do yield Polish groups with ample generics which
are not non-archimedean.

Tsankov’s group The first example that we will discuss was constructed by Tsankov.
Malicki then proved that it has ample generics1. As we will discuss in the next section, one
of its main features is that it is a totally disconnected group which is not non-archimedean
(see Example 8.22).

Definition 8.11 (Tsankov, see [Tsa06, Sec. 5]). Endow N with the measure µ defined by
µ({n}) = 1

n
, and consider the subgroup Gµ of S∞ consisting of all permutations σ ∈ S∞

whose support (defined as suppσ := {n ∈ N : σ(n) ̸= n}) has finite measure. Endow this
group with the left-invariant metric dµ defined by

dµ(σ, τ) := µ({n ∈ N : σ(n) ̸= τ(n)}).

By [Tsa06, Thm. 5.3] Gµ is then a Polish group for the topology induced by dµ.

Theorem 8.12 (Malicki [Mal16b]). The above-defined group Gµ has ample generics.

Proof. We follow again the strategy of the proof of Theorem 8.3. Fix n ∈ N. By definition,
the group Gµ is a subgroup of S∞, and the inclusion map is continuous. It then follows
from Theorem 8.3 that the space A of homomorphism α : Fn → Gµ such that

(i) α only has finite orbits;

(ii) for every transitive action β of Fn on a finite set, there are infinitely many α-orbits
such that the restriction of α to each of these orbits is conjugate to β.

is Gδ. The fact that all homomorphisms Fn → Gµ are actions whose support has finite
measure allows one to show that A consists of a single Gµ-conjugacy class. Finally, to see
that A is dense, we first establish the following claim.

Claim. For all x ∈ N, the set of homomorphisms Fn → Gµ with finite support is dense
in Hom(Fn, Gµ)

Proof of the claim. Let α : Fn → Gµ, let S = {a1, ..., an} be the standard generating set
of Fn, let ϵ > 0 and let F ⋐ N large enough so that µ(suppα \ F ) < ϵ.

We then repeat the proof of the claim from the proof of Theorem 8.3: let F ′ =
F ∪

⋃n
i=1 α(ai)F ⊆ suppα. For every i ∈ {1, ..., n}, the bijection α(ai) induces a partial

bijection φi on the finite set F ′ which by construction of F ′ satisfies φi(y) = α(ai)y for
1As we briefly discuss in Remark 8.13 this example belongs to a much larger class, but we prefer to

stick to a concrete example for readability.
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all y ∈ F . Let σi : F ′ → F ′ be an extension of this partial bijection to a bijection of F ′.
We finally define α′ by

α′(ai)y =

{
σi(y) if y ∈ F ′;
y otherwise.

By construction α′ has its support contained in F ′ and dµ(α(ai), α
′(ai)) < ϵ for all i =

1, . . . , n because α(ai) and α′(ai) only differ on suppα \ F . □claim

Density of A now easily follows, using the fact that µ({n}) tends to zero. We have
shown that for every n ∈ N, Gµ ↷ Hom(Fn, Gµ) has a dense Gδ orbit, so by Lemma 8.6
the proof that Gµ has ample generics is complete.

Remark 8.13. The only two features of the measure µ that we used were that µ({n})
is positive but tends to zero while

∑
n µ({n}) = +∞. Even more generally, Tsankov’s

groups make sense more generally when one picks an ideal of P(N), and one can then
give a very large class of totally disconnected groups satisfying ample generics while not
being non archimedean, see the main result from [Mal16b].

Groups of measurable maps Our second class of examples was obtained together
with Kaïchouh [KLM15]: we observed that if G has ample generics, then L0(X,µ,G) also
has ample generics, a natural generalization of the easy fact that GN has ample generics.
Since the proof is rather straightforward, we give it in full details.

We start by observing the following general fact about spaces of measurable maps,
where we make the following slight abuse of notation. If Y is a Polish space and Z ⊆ Y ,
we identify L0(X,µ, Z) to the subspace of L0(X,µ, Y ) consisting of maps f : X → Y such
that f(x) ∈ Z for almost every x ∈ X.

Proposition 8.14. Let Y be a Polish space, and let Z ⊆ Y be Gδ. The following hold.

(i) If Z is Gδ in Y then L0(X,µ, Z) is Gδ in L0(X,µ, Y ).

(ii) If Z is dense in Y then L0(X,µ, Z) is dense in L0(X,µ, Y ).

Proof. We first prove (i): assume Z is Gδ. By Alexandrov’s theorem Polish subspaces of
Polish spaces are exactly Gδ subspaces, see Corollary 1.3. We thus first see that since Z is
Polish, L0(X,µ, Z) is Polish for the topology of convergence in measure. Observe that the
latter is equal to the topology induced by the Polish topology of convergence in measure
of L0(X,µ, Y ). Using Alexandrov’s theorem once more, we conclude that L0(X,µ, Z) is
Gδ.

Let us prove (ii). Assume that Z is dense, let {zn : n ∈ N} ⊆ Z be countable dense
and let d be a compatible metric on Y . We work with the neighborhood basis given by
lemma 4.2. Let us fix ϵ > 0 and f ∈ L0(X,µ, Y ), we need to find g ∈ L0(X,µ, Z) such
that

µ ({x ∈ X : d(g(x), f(x)) > ϵ}) < ϵ.

For every x ∈ X, let g(x) := zn where n is the least integer such that d(f(x), zn) < ϵ. Then
we actually have d(f(x), g(x)) < ϵ for every x ∈ X, so in particular g is as wanted.

Remark 8.15. Here is a more concrete proof of the first part that we gave in [KLM15].
First note that L0(X,µ, Z) is Gδ whenever Z is open, using the fact that it is the inter-
section over n ∈ N of the open sets{

f ∈ L0(X,µ, Y ) : µ
(
f−1(Z)

)
> 1− 1

n

}
.



34 PART II. NON-FREE ACTIONS IN THE DISCRETE CONTEXT

Then observe that if Z =
⋂

n Zn with Zn open, then L0(X,µ, Z) =
⋂

n L
0(X,µ, Zn) so it

has to be Gδ as well.

The key tool to our proof is the following version of the Jankov-von Neumann theorem,
which allows us to choose elements in a measurable way.

Theorem 8.16. Let (X,µ) be a standard probability space and Y be a Polish space, let
A ⊆ X × Y be Borel, suppose that πX(A) = X where πX : X × Y → X is the projection
on the first factor. Then there is f ∈ L0(X,µ, Y ) such that (x, f(x)) ∈ A for almost all
x ∈ X.

Proof. The Jankov-von Neumann theorem grants us the existence of a σ(Σ1
1)-measurable

map f : X → Y such that (x, f(x)) ∈ A for all x ∈ X (see [Kec95, 18.A]). The conclusion
follows by combining the following two facts: every σ(Σ1

1) set is Lebesgue measurable (see
[Kec95, Thm. 29.7]), and every Lebesgue measurable function is equal to a Borel function
up to measure zero.

We can now prove the announced result.

Theorem 8.17 ([KLM15, Thm. 6]). Let G be a Polish group with ample generics, then
L0(X,µ,G) also has ample generics.

Proof. Let n ∈ N, consider the diagonal L0(X,µ,G)-action on L0(X,µ,G)n by conjugacy,
we need to find a dense Gδ orbit for this action. Fix (g1, ..., gn) ∈ Gn with a dense Gδ-
orbit, which we denote by O. The previous proposition ensures uses that L0(X,µ,O) is
dense Gδ. It follows that L0(X,µ,O)n is dense Gδ, as is any product of dense Gδ sets for
the product topology.

So in order to finish the proof, it suffices to show that L0(X,µ,O)n consists of a single
L0(X,µ,G)-orbit for the diagonal action. For each i ∈ {1, ..., n} denote by ḡi the constant
function equal to gi, then (ḡ1, . . . , ḡn) ∈ L0(X,µ,O)n. Now take (f1, ..., fn) ∈ L0(X,µ,O)n.
By assumption for all x ∈ X there is g ∈ G such that(

gf1(x)g
−1, . . . , gfn(x)g

−1
)
= (g1, . . . , gn).

To conclude the proof, it suffices to show that we can choose this g in a measurable
manner: we need a Borel function g : X → G such that for almost all x ∈ X,(

g(x)f1(x)g
−1(x), . . . , g(x)fn(x)g

−1(x)
)
= (g1, . . . , gn).

The fact that such a function exists is a direct consequence of the Jankov-von Neumann
theorem as stated before (Theorem 8.16), applied to the Borel set

A =
{
(x, g) ∈ X ×G :

(
gf1(x)g

−1, . . . , gfn(x)g
−1
)
= (g1, . . . , gn).

}
.

We conclude that the L0(X,µ,G)-orbit of (ḡ1, . . . , ḡn) is equal to L0(X,µ,O)n. Since the
latter is dense Gδ, this finishes the proof that L0(X,µ,G) has ample generics.

Remark 8.18. Kwiatkowska and Malicki have proven that the converse also holds: if
L0(X,µ,G) has ample generics then so does G, see [KM19, Cor. 3.2].
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The main interest of our result is that L0(X,µ,G) is always contractible (in particular,
connected) as soon as (X,µ) is standard: indeed we can assume X = [0, 1] endowed with
the Lebesgue measure, and then the map Φ : [0, 1]× L0(X,µ,G) → L0(X,µ,G) given by

Φ(t, f)(x) =

{
f(x) if x ⩾ t
1G if x < t

is a homotopy from idL0(X,µ,G) to the constant map equal to the neutral element of
L0(X,µ,G), thus witnessing that L0(X,µ,G) is contractible. SinceG embeds into L0(X,µ,G)
via constant maps, we have the following corollary, yielding examples of Polish groups with
ample generics but far from being non-archimedean.

Corollary 8.19 ([KLM15, Cor. 8]). Every Polish group with ample generics embeds in a
contractible Polish group with ample generics.

Full groups of non-singular hyperfinite equivalence relations. Our last class of
examples comes from ergodic theory: with Kaïchouh we showed that every full group of
a type III ergodic hyperfinite equivalence relation has ample generics. Using the recon-
struction theorem of Fremlin [Fre02, 384D] and Krieger’s classification of type III ergodic
automorphisms up to orbit equivalence into types III0, IIIλ (0 < λ < 1) and III1 [Kri69],
we get a continuum of connected2 simple Polish groups with ample generics. Concrete
examples are provided by the second item in Example 7.3. The description of the dense
Gδ sets in Hom(Fn, [R]) consisting of a single orbit are given by the following result.

Theorem 8.20. Let R be a type III ergodic hyperfinite equivalence relation, let n ⩾ 1.
Consider the subset Hn of Hom(Fn, [R]) given by homomorphisms α : Fn → [R] such

that α has only finite orbits, and for every transitive Fn-action β on a finite set, the set of
x ∈ X such that the restriction of α to the α(Fn)-orbit of x is conjugate to β has positive
measure.

Then Hn is dense Gδ and consists of a single conjugacy class. In particular, [R] has
ample generics.

We won’t give the proof and refer the reader to [KLM15, Sec. 4]. However we will
now explain why the type II∞ ergodic hyperfinite equivalence relation (as described in
the last item of Example 7.3) has a full group with ample generics, a result that was left
open by our paper. The ideas is very similar to our original proof, and the description
of the dense Gδ diagonal conjugacy classes is very natural in view of the description of
the dense Gδ diagonal conjugacy class for S∞ (see Theorem 8.3), noting that S∞ can be
seen as the full group of the type I∞ ergodic equivalence relation (see Remark 7.6).

Theorem 8.21. Let R be a type II∞ hyperfinite ergodic equivalence relation, let µ be an
invariant σ-finite measure.

Consider the subset Hn of Hom(Fn, [R]) given by homomorphisms α : Fn → [R] such
that α has only finite orbits, and for every transitive Fn-action β on a finite set, the set of
x ∈ X such that the restriction of α to the α(Fn)-orbit of x is conjugate to β has infinite
measure.

Then Hn is dense Gδ and consists of a single conjugacy class. In particular, [R] has
ample generics.

2Full groups are always connected by a result of Bezuglyi and Golodets [BG80, Thm. 2.3], in particular
they are not non-archimedean.
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Proof. Since there is only one hyperfinite type II∞ ergodic equivalence relation up to
isomorphism, we may as well assume that we are in the following variation of the situation
described by the last item of Example 7.3. We take X = N × {0, 1}N endowed with the
equivalence relation R = (N × N) × R0 and the measure µ =

∑
k∈N δk ⊗

(
1
2
δ0 +

1
2
δ1
)⊗N.

As a side note which will be useful later on, observe that we can easily obtain an element
β̃ of Hn from an action β : Fn ↷ N in An (as defined in Theorem 8.3) by defining
β̃(γ)k, x = (β(γ)k, x).

Observe R is hyperfinite, e.g. because it can be written as the increasing union of Rk

where

((i, P ), (j,Q)) ∈ Rk iff P △Q ⊆ {0, ..., k} and (i = j ormax(i, j) ⩽ k).

We then have the following natural result, which is a direct consequence of [KT10,
Lem. 4.7] (their proof works as well in the non-singular setup; we nevertheless give a
simple proof for our restricted setup).

Lemma. The union
⋃

k∈N[Rk] is dense in [R].

Proof of the lemma. Take T ∈ [R], define Tk ∈ [Rk] by closing the finite segments ob-
tained by intersecting the graph of T with Rk, namely:

Tk(x) =

{
T (x) if (x, T (x)) ∈ Rk

T−j(x) otherwise, where j = min{i ⩾ 1 : (x, T−i(x)) ̸∈ Rk} − 1.

The finiteness of the equivalence classes of Rk and the fact that T is a bijection ensures
us that Tk is well-defined and belongs to [Rk]. Since R =

⋃
k Rk, for all x ∈ X we have

Tk(x) = T (x) for large enough k, so we conclude that du(Tk, T ) → 0. □lemma

We now move on to show that Hn is dense. To this end, the key point is to show the
following analogue of the claims from the proofs of Theorem 8.3 and 8.12. It relies on the
previous lemma and hence on hyperfiniteness.

Claim. The set of homomorphisms α : Fn → [R] such that

• α has only finite orbits and

• the support of α has finite measure

is dense in Hom(Fn, [R]).

Proof of the claim. Take any α : Fn → [R], we need to approximate it by elements
satisfying the conclusion of the claim. By the previous lemma we can approximate
α(a1), ..., α(an) by elements of

⋃
k[Rk], so we may as well assume that α(a1), ..., α(an) ∈

[Rk], and thus that α has only finite orbits.
Now by σ-finiteness we way write X as an increasing union X =

⋃
kXk where each Xk

has finite measure. Then since α has only finite orbits, for all x ∈ X the whole α(Fn)-orbit
of x is contained in Xk for k large enough. So if we let

Ak = {x ∈ Xk : α(Fn)x ⊆ Xk},

we have that
⋃

k Ak = X and each Ak is α-invariant. Denoting by αk the action which
is the identity outside of Ak and coincides with α on Ak, we clearly have αk → α and αk

has the desired property. □claim
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Now that the claim has been established, we can explain why Hn is dense. It suffices
to approximate elements as in the claim by elements of Hn. So take any α as in the claim.
We also fix β̃ ∈ Hn (such elements exist as explained in the end of the first paragraph of
the proof). Let (Bk) be a decreasing sequence of Borel subsets of X \ suppα with infinite
measure and trivial intersection, and for each k let φk ∈ [[R]] with domain X and range
Bk as provided by Lemma 7.16. Then let

αk(γ)x =


α(γ)x if x ∈ suppα;

φkβ̃(γ)φk(x) if x ∈ Bk;
x otherwise.

Since β̃ ∈ Hn we have αk ∈ Hn. Moreover the actions αk and α only differ on Bk. Since
the sets Bk are decreasing and

⋂
k Bk = ∅, we have ν(Bk) → 0 where ν is any finite

measure equivalent to µ, and we conclude that αk → α as wanted.
We are now left with proving that Hn consists of a single conjugacy class and that it

is Gδ.
We first prove Hn is Gδ. We start by showing that the set Hfin

n of α : Fn → [R] with
only finite orbits is Gδ. To see this, recall from the proof of Theorem 8.3 that the space
Afin

n of Fn-actions on N with only finite orbits is Gδ since we have the equality

Afin
n =

(⋂
x∈N

⋃
β∈B

Aβ,x

)
,

where B denotes the set of all transitive actions on finite sets of the form {1, .., k} and for
β ∈ B, the set Aβ,x is the open set of all actions on N whose restriction to the orbit of x
is conjugate to β. Using Proposition 8.14 we obtain that L0(X,µ,Afin

n ) is also Gδ.
Now let (fn) be a decomposition of R as in Definition 7.11, denote by

Φ: [R] → L0(X,µ,S∞)

the corresponding continuous embedding as provided by Proposition 8.14. Then by defi-
nition

Hfin
n = Φ−1

(
L0
(
X,µ,Afin

n

))
,

so Hfin
n is Gδ as wanted since it is the preimage of a Gδ set by a continuous function.

In order to show that Hn is Gδ, it now suffices to show that for every β ∈ B, the set
Hβ

n of α such that

µ
({
x ∈ X : α↾α(Fn)x is conjugate to β

})
= +∞

is a Gδ set. Once this is done, the proof will be over since by definition

Hn = Hfin
n ∩

⋂
β∈B

Hβ
n.

So to see this, observe that since our decomposition (fn) satisfies f0 = idX , we can rewrite
Hβ

n as the set of all α such that

µ ({x ∈ X : Φ(α)(x) ∈ Aβ,0}) = +∞

We now rely on a final lemma.
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Lemma. Let U be an open subset of a Polish space Y , let µ be a σ-finite measure on a
standard space X. Then the following set is Gδ in L0(X,µ, Y ):

M∞(U) := {f ∈ L0(X,µ, Y ) : µ(f−1(U)) = +∞}.

Proof of the lemma. Observe that M∞(U) =
⋂

k M>k(U) where

M>k(U) := {f ∈ L0(X,µ, Y ) : µ(f−1(U)) > n}

It thus suffices to show each M>k(U) is open. Let us thus fix f ∈ M>k(U), let fn → f
in measure and assume by contradiction that fn ̸∈ M<k(U). Up to taking a subsequence
we have that fn(x) converges to f(x) for almost every x. In particular since U is open,
for almost all x ∈ f−1(U), we also have x ∈ f−1

n (U) for n large enough. It follows that up
to measure zero,

f−1(U) ⊆
⋃
N

⋂
n⩾N

f−1
n (U)

and since by assumption µ(f−1
n (U)) ⩽ k for all n we conclude that µ(f−1(U)) ⩽ k, a

contradiction. □lemma

Using the notation of the lemma, we can finally rewrite

Hβ
n = Φ−1(M∞(Aβ,0))

and since Aβ,0 is open the desired conclusion that Hβ
n (and hence Hn) is Gδ follows.

We finally prove that Hn consists of a single conjugacy class. At this point, it might
be a good idea for the reader to do the exercise from the proof of Theorem 8.3, namely
to give an explicit proof that the set An from Theorem 8.3 consists of a single conjugacy
class. Indeed, we are now going to do that in a measurable manner in our context.

To this end, it will be more convenient to work with finite index subgroups of Fn rather
than our set B of transitive actions on finite sets. Let (Λi) be a sequence of elements of
finite index subgroups of Fn such that

• Every subgroup of finite index is conjugate to some Λi;

• For all i ̸= j the subgroup Λi is not conjugate to Λj.

Now let α1, α2 ∈ Hn. For i ∈ N, denote by X i
1 the set of x ∈ X such that there is y

in the α1-orbit of x with
Stabα1(y) = Λi.

Since α1 ∈ Hn and (Λi) is an injective enumeration of conjugacy classes of finite index
subgroups, we have that (X i

1)i∈N is a partition of X consisting of infinite measure subsets.
We analogously define a partition (X i

2)i∈N corresponding to the action α2 by x ∈ X i
2 iff

there is y in the α2-orbit of x such that Stabα2(y) = Λi.
Fix j ∈ {1, 2}, we first define the following Borel subset of X i

j:

Y i
j := {y ∈ X : Stabαj

(y) = Λi}

We can now take advantage of the finiteness of the αj-orbits to (measurably) pick a point
z ∈ Y i

j in each orbit contained in X i
j. Let us give a detailed argument for the sake

of completeness: one first fixes a Borel total order ⩽X on X (obtained for instance by
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identifying X to [0, 1] and taking for ⩽X the usual linear order on the reals). Here is then
for i ∈ N the Borel subset of Y i

j which intersects exactly once each orbit contained in X i
j:

Zi
j := {z ∈ Y i

j : ∀y ∈ Y i
j ∩ (αj(Fn)z), z ⩽X y}.

In plain words, Zi
j is obtained from X i

j by selecting in each orbit the minimum of the
(finite!) set of elements with stabilizer Λi. The fact that that Zi

j is Borel becomes clear
once one notices that z ∈ Zi

j iff z ∈ Y i
j and for all γ ∈ Fn such that Stabαj

(z) = Λi, one
has z ⩽X αj(γ)z, allowing us to rewrite Zi

j as

Zi
j =

⋂
γ∈Fn

{z ∈ Y i
j : αj(γ)z ∈ Y i

j and z ⩽X αj(γ)z}

=
⋂
γ∈Fn

(
αj(γ)

−1(Y i
j ) ∩ {z ∈ Y i

j : z ⩽X αj(γz)}
)
.

Now observe that if Fi ⋐ Fn is a (necessarily finite) set of left coset representatives for
Λi (i.e. Fn =

⊔
γ∈Fi

γΛi), then

X i
j =

⊔
γ∈Fi

αj(γ)Z
i
j.

Since X i
j has infinite measure, it follows that Zi

j also has infinite measure.
By Lemma 7.16, for each i ∈ N we find φi ∈ [[R]] of domain Zi

1 and of range Zi
2. We

then define the conjugacy map S ∈ [R] by: for all γ ∈ Fi, for all x ∈ γZi
1,

S(x) = α2(γ)φiα1(γ)
−1x.

Noting that the map S does not depend on the particular choice of coset representatives
Fi, it is then straightforward to check that S conjugates α1 to α2. This finishes the proof
that Hn consists of a single conjugacy class, so the theorem is proven.

8.3 Quasi non-archimedianity

We will now discuss a feature which is shared by the various examples of ample generic
groups we presented. This feature is a generalization of being non-archimedean that we
introduced in a joint work with Tsachik Gelander, and we call it quasi non-archimedean
[GLM17].

Let us start by repeating the definition of non-archimedianity: a topological group G
is non-archimedean if its identity element admits a basis of neighborhoods consisting of
open subgroups. Every open subgroup of a topological group has to be also closed because
its complement is a disjoint union of its cosets which are open. It follows that every non-
archimedean topological group is totally disconnected: all its connected components
are trivial, or more concretely given any two distinct points, there is a clopen set that
contains the first point but not the second. It is well-known consequence of van Dantzig’s
theorem that conversely, every locally compact Polish group is non-archimedean as soon as
it is totally disconnected (see [Tao14, Rmk. 1.6.10] for a proof of van Dantzig’s theorem).
However, this is not true of Polish groups in general, as the following nice example shows.

Example 8.22. Recall from Definition 8.11 that if we endow N with the measure µ
defined by µ({n}) = 1

n
, Tsankov’s group Gµ of permutations σ ∈ S∞ whose support has
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finite measure is Polish for the topology induced by the left-invariant metric dµ defined
by

dµ(f, g) := µ({n ∈ N : f(n) ̸= g(n)}).

Since its inclusion in the totally disconnected space S∞ is continuous, it has to be totally
disconnected. However, using the fact that

∑
n

1
n
= ∞ but limn

1
n
= 0, it is not hard to

see that given any ϵ > 0 and k ∈ N one can find a k-tuple (σi)
k
i=1 of finitely supported

elements of Gµ with pairwise disjoint supports, each of measure belonging to the interval
[ ϵ
2
, ϵ). In particular, their product σ1 · · ·σk has a support of measure at least kϵ

2
. It

follows that given an open ball B of radius δ > 0 centered at the identity, there is no open
subgroup contained in B. So the topological group Gµ is far from being non-archimedean.

We now introduce quasi non-archimedeanity. As a motivation, observe that a topolog-
ical group G is non-archimedean if and only if for every neighborhood of the identity U ,
there is a neighborhood of the identity V such that for every n ∈ N and every g1, ..., gn ∈ V ,
the group generated by {g1, ..., gn} is contained in U (this is essentially the property we
negated in the previous example).

Definition 8.23. A topological group is quasi non-archimedean (QNA) if for every
neighborhood of the identity U and every n ∈ N, there is a neighborhood of the identity
V such that for all g1, ..., gn ∈ V , the group generated by {g1, ..., gn} is contained in U .

As the reader can see, the difference with non-archimedean is that n is now given
before having to chose V .

Example 8.24. Tsankov’s group Gµ is quasi-non archimedean. Indeed, without loss of
generality we can take U to be an open ball of dµ-radius ϵ > 0. Given n ∈ N, we let V be
the open ball of dµ radius ϵ

n
. Let σ1, ..., σn ∈ V , and let A be the union of their supports.

By hypothesis µ(A) < ϵ. Now observe that every element of the group generated by
σ1, ..., σn has support contained in A, in particular it belongs to U as wanted. However
Gµ is not non-archimedean, as we saw in Example 8.22.

Theorem 8.25 (Gelander and the author, see [GLM17]). Let G be a locally compact
group, then G is quasi non-archimedean if and only if it is non-archimedean.

We give the easy proof suggested by Cornulier and Caprace.

Proof. Suppose that G quasi non-archimedean, and assume by contradiction that G is not
non-archimedean. By van Dantzig’s theorem, the connected component of the identity
G0 of G is not trivial. It is then well-known that G0 contains a one-parameter subgroup,
i.e. there is a non-trivial continuous group homomorphism ψ : R → G0 (see [MZ55, 4.7.2]
in the metric case, [MZ55, 4.15] and [HM20, Lem. 7.41(ii)] for the general case).

Let us see why this contradicts that G is quasi-non archimedean even for n = 1. Since
ψ is not trivial we find a neighborhood of the identity U in G which does not contain
ψ(R). Since G is quasi non-archimedean we should find (for n = 1) a neighborhood of the
identity V such that for all g ∈ V , the group generated by g is contained in U . However,
ψ−1(V ) contains (−ϵ, ϵ) for some ϵ > 0, and since every real can be written as kt for some
t ∈ (−ϵ, ϵ) and k ∈ N, we see that ψ(R) should be contained in U , a contradiction.

Remark 8.26. As noted in [GLM17], it is not hard to check that the class of quasi
non-archimedean topological groups is closed under taking subgroups (with the induced
topology), quotients by closed normal subgroups, and products.
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8.4 Almost archimedeanity

Motivated by the above proof, we now introduce a property which we think is the correct
opposite of quasi non-archimedean, rather than being infinitesimally finitely generated,
which was studied in [GLM17] (we will come back to this other notion at the end of this
section).

Definition 8.27. Let n ∈ N. A topological group G is almost n-archimedean if for
every neighborhood of the identity U , the union

⋃
g1,...,gn∈U ⟨g1, ..., gn⟩ is dense in G.

A topological group is almost archimedean if it is almost n-archimedean for some
n ∈ N, and it is infinitesimally generated if it is generated by every neighborhood of
the identity.

Observe that for every U open neighborhood of the identity in a topological group G,
the union

⋃
g1,...,gn∈U ⟨g1, ..., gn⟩ is open and contained in the group generated by U . In

particular every almost archimedean topological group has to be infinitesimally generated.
Also note that every connected group is automatically infinitesimally generated.

Example 8.28. Every connected locally compact group is almost 1-archimedean since
the union of its one-parameter subgroups is dense (see [MZ55, 4.15]).

The following is a natural strengthening of [GLM17, Prop. 5.5].

Proposition 8.29. Let G be an almost archimedean topological group, let H be a quasi
non-archimedean topological group. Then every continuous group homomorphism π : G→
H is trivial.

Proof. We first show that π−1(U) is dense whenever U is an open neighborhood of the
identity inH. Let n such that G is almost n-archimedean. Let U be an open neighborhood
of the identity in H. By assumption there is a smaller open neighborhood V such that
given any h1, ..., hn ∈ V , the group generated by h1, . . . , hn is contained in U . Now let
g1, ..., gn ∈ π−1(V ), then the group π(⟨g1, . . . , gn⟩) = ⟨π(g1), . . . , π(gn)⟩ is contained in U .
Since the union of all ⟨g1, . . . , gn⟩ is dense in G, we have that π−1(U) is dense in G as
wanted.

We can now finish the proof in a standard manner. Let now W be a neighborhood of
the identity in H, let U an open neighborhood of the identity such that U2 ⊆ W , we have
that π−1(U) is dense and open so π−1(U)2 = G. Moreover π−1(U)2 ⊆ π ∈ (U2) ⊆ π−1(W )
so π−1(W ) = G. Since this holds for every neighborhood of the identity W and since H
is Hausdorff we conclude that π is the trivial homomorphism.

Question 2. Is there a Polish group which is almost 2-archimedean but not almost 1-
archimedean?

We will now provide a notion which keeps being equivalent to connectedness for lo-
cally compact separable groups, but which is not for Polish groups. To the best of our
knowledge, it first appeared in Kechris’ monograph in order to rule out continuous ho-
momorphisms from the real line to full groups of measure-preserving equivalence [Kec10],
under the name locally topologically finitely generated.

Definition 8.30. Let n ∈ N. A topological group G ha infinitesimal rank at most n
(or is infinitesimally n-generated) if for every neighborhood of the identity U , there
are g1, . . . , gn ∈ U which generated a dense subgroup of G. It is infinitesimally finitely
generated if it has finite infinitesimal rank.
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Observe that if G has infinitesimal rank at most n, then G is almost n-archimedean,
in particular it is infinitesimally generated and cannot be quasi non-archimedean.

Example 8.31. For all n ∈ N, the topological group Rn has infinitesimal rank n +
1. Indeed, given a neighborhood U of 0, one first takes K ∈ N large enough so that
1
K
e1, ...,

1
K
en ∈ U , where (ei)

n
i=1 is the canonical basis of Rn. Denote by Γ the discrete

subgroup generated by ( 1
K
e1, ...,

1
K
en) and π the projection Rn → Rn/Γ. By Kronecker’s

theorem, if we now take f ∈ Rn ∩ U with irrational coordinates which are rationally
independent, we have that π(f) generates a dense subgroup of Rn/Γ, which implies that
the n + 1-elements set { 1

K
e1, ...,

1
K
en, f} generates a dense subgroup of Rn. This shows

that the infinitesimal rank of Rn is at most n + 1. To see the reverse inequality observe
that given any n vectors, the group they generate is contained in the vector space they
generate, so if we assume by contradiction that they generate a dense subgroup then they
must form a basis of Rn. In particular, the group they generate must be discrete in Rn,
a contradiction.

Remark 8.32. Note that RN is an example of a Polish group which is almost 1-archimedean
without being infinitesimally finitely generated.

We have already observed that connected locally compact groups are almost 1-archimedean
because the set of elements belonging to a 1-parameter subgroup is dense. For separable
groups, using deep structural results on connected locally compact groups, the following
strengthening was obtained in the aforementioned joint work with Gelander.

Theorem 8.33 ([GLM17]). Let G be a connected separable locally compact group. Then
the infinitesimal rank of G is finite. Furthermore,

• if G is compact nonabelian then its infinitesimal rank is 2;

• if G is compact abelian then its infinitesimal rank is 1.

Our result for compact groups strengthens results of Halmos-Samelson in the abelian
case [HS42], and Hoffman-Morris in the non-abelian case (they deal with the topological
rank rather than the infinitesimal rank). We emphasize that we do not assume G to be
Polish here; e.g. our result applies to the compact group K [0,1] as soon K is a compact
separable group. Moreover, for Polish locally compact groups, our result is a direct
consequence of stronger results such as the Schreier-Ulam theorem, see the discussion in
the introduction of [GLM17].

8.5 Archimedes versus ample generics

We finish this section by going back to ample generics outside of the non-archimedean
world as asked by Kechris and Rosendal.

We have already explained that, as proven by Malicki, Tsankov’s groups have ample
generics (Theorem 8.12), are not non-archimedean (Example 8.22), quasi non-archimedean
(Example 8.24), and totally disconnected.

An argument analogue to that from Example 8.24 shows that full groups of non-
singular equivalence relations are all quasi non-archimedean (see also [GLM17, Thm. 5.2]).
These groups have ample generics as soon as the equivalence relation is hyperfinite and
has type II∞ (Theorem 8.21) or type III (Theorem 8.20), and they are connected [BG80,
Thm. 2.3] hence not non-archimedean.
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We have also seen that the class of groups with ample generics is stable under the
groups of measurable maps construction (see Paragraph 8.2), yielding that the connected
group L0(X,µ,G) has ample generics as soon as G has ample generics. Moreover, it is
not hard to see that being quasi non-archimedean is also stable under this construction
(see [GLM17, Prop. 5.4]).

So all the known examples of Polish groups with ample generics which are not non-
archimedean are still quasi non-archimedean. Since non-archimedean groups are clearly
quasi-non archimedean, we have the following very natural question.

Question 3. Must every Polish group with ample generics be quasi non-archimedean?

While we don’t believe the answer to be positive, we don’t have any candidate. We
saw in the previous section a wealth of properties which negate quasi non-archimedeanity,
so the following questions are probably a better start for someone who believes the answer
to be positive.

Question 4. a) Can a Polish group with a dense set of elements belonging to 1-parameter
subgroups have ample generics?

b) If not, can almost archimedean Polish groups have ample generics?

c) Can infinitesimally finitely generated Polish groups have ample generics?

Note that connected groups are infinitesimally generated and we have seen examples
of connected groups with ample generics, so the adverb finitely is important in the last
item of the above question.

9 Transitive actions of countable groups

9.1 The spaces of transitive actions over an infinite countable set

Given a countable group Γ, we will now focus on the subspace of transitive Γ-actions
inside Hom(Γ,S∞), which its closely related to the space of infinite index subgroups of
Γ.

Recall that given a subgroup Λ ⩽ Γ, we have a natural associated transitive action
sometimes called the quasi-regular action αΛ : Γ ↷ Γ/Λ, given by

αΛ(γ)gΛ = γgΛ.

Actually, this action comes with a natural root, namely the coset Λ, whose stabilizer

StabαΛ
(Λ) := {γ ∈ Γ: αΛ(γ)Λ = Λ}

is always equal to Λ since γΛ = Λ iff γ ∈ Λ. We thus make the following definition.

Definition 9.1. A rooted transitive action of the group Γ is a couple (α, x0) where α
is a transitive Γ-action on a set X and x0 ∈ X.

Example 9.2. Given a subgroup Λ ⩽ Γ, we get the (quasi-regular) rooted action (αΛ,Λ)
associated to Λ. As explained before the definition, we then recover Λ as the stabilizer of
the root.
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Say that two pointed transitive rooted actions (α, x0) and (β, y0) on X and Y respec-
tively are isomorphic if there is a bijection f : X → Y such that f(x0) = y0 and for all
x ∈ X and all γ ∈ Γ, f (α(γ)x) = β(γ)f(x). Observe that for a given rooted transitive
action (α, x0) on X, the map

Γ → X
γ 7→ α(γ)x0

quotients down to an isomorphism of rooted actions between (α, x0) and the quasi-regular
rooted action associated to the α-stabilizer of x0. It follows that two rooted transitive
actions are isomorphic if and only if the respective stabilizers of their roots are equal. So
subgroups and isomorphism classes of rooted transitive actions are two sides of the same
coin.

Let us connect this to non rooted transitive actions. Recall that given any action
α : Γ ↷ X and any x0 ∈ X, we have the following important formula:

Stabα(α(γ)x0) = γ Stabα(x0)γ
−1. (II.2)

Let us denote by Sub(Γ) the space of subgroups of Γ. By the above formula, if we associate
to every transitive action the set of all its stabilizers, we get a conjugacy class in Sub(Γ),
and two transitive actions are conjugate if and only if the corresponding conjugacy classes
are equal in Sub(Γ). This motivates the study of the dynamical system Γ ↷ Sub(Γ), where
the action is given by

γ · Λ := γΛγ−1.

Note that Sub(Γ) is a closed subspace of the compact space {0, 1}Γ of subsets of Γ. In
particular, Sub(Γ) is a compact Polish space.

We now have two models for the space of transitive actions of a countable group Γ
over an infinite set: the subspace of Hom(Γ,S∞) consisting of transitive actions on N and
the space of infinite index subgroups of Γ. Our goal here is two show that theses models
are essentially the same as far as descriptive set theory is concerned (see Theorem 9.9).
Let us for now give these models some nicknames.

Definition 9.3. We denote by Homtr(Γ,S∞) the space of transitive Γ-actions on N, and
by Sub[∞](Γ) the space of infinite index subgroups of Γ.

Before going further, let us connect the space of all Γ-actions on a countable set and
the space of all subgroups of Γ via the stabilizer map.

Proposition 9.4 (see [GKM16, Lem. 2.5]). Let Γ be a countable group, let x0 ∈ N. The
map Stabx0 : α ∈ Hom(Γ,S∞) 7→ Stabα(x0) is continuous and open.

The difficult part is to show that the stabilizer map is open. Since this proposition
is fundamental in understanding the connection between our two models for the space
of transitive actions, we provide a proof below (the hasty reader can jump directly to
Theorem 9.9). It is useful to first restate the topology of Sub(Γ) in terms of pointed
actions.

Definition 9.5. Given a finite symmetric subset S ⋐ Γ, define the S-Schreier graph of
an action α on a set X as the labeled graph3 whose underlying set is X and such that for
every x ∈ X and s ∈ S, we have an s-labeled edge from x to α(s)x whose opposite edge
is labeled s−1.

3We follow Serre’s conventions for graphs, which we recall at the beginning of Section 10.1 (see also
Section 3.1 from Chapter I in [Ser80]).
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By definition, the R-ball around a vertex v in a graph is the graph whose set of
vertices is the set of all vertices connected to v by a path of length at most R, and whose
edges are the edges which occur in paths of length at most R. The following lemma is
well-known and key to a good understanding of the topology of Sub(Γ).

Lemma 9.6. Let Γ be a discrete group. A family of basic neighborhoods of Λ ∈ Sub(Γ)
is given by taking a radius R > 0, a finite symmetric subset S ⊆ Γ, and then the corre-
sponding neighborhood of Λ is the set all Λ′ such that the R-ball of the S-Schreier graph of
Γ ↷ Γ/Λ′ centered at Λ′ is isomorphic to the R-ball of the S-Schreier graph of Γ ↷ Γ/Λ
centered at Λ.

Proof. The topology given by this neighborhood basis refines the topology on the space
of subgroups because the intersection of Λ with a finite set S is detected in the radius 1
ball around Λ in the S ∪ S−1 Schreier graph of Γ ↷ Γ/Λ. Indeed the intersection of Λ
with S is equal to the set of labels s ∈ S whose corresponding edge starting from Λ is a
loop.

Conversely, fix S ⋐ Γ symmetric, and let F = (S ∪ {1})R. Let Λ′ such that Λ′ ∩
F 2 = Λ ∩ F 2, we claim that the map F/Λ′ → F/Λ given by γΛ′ 7→ γΛ is well-defined
and bijective. Indeed, γΛ = γ′Λ iff γ−1γ′ ∈ Λ and we have γ−1γ′ ∈ F 2 so the latter
is equivalent to γ−1γ′ ∈ Λ′, which is itself equivalent to γΛ′ = γ′Λ′. Using a similar
reasoning, one can check that this map actually induces a labeled graph isomorphism
between the R-balls of the two Schreier graphs (recall that our definition of R-ball only
keeps edges which belong to paths of length at most R).

Proof of Proposition 9.4. In order to see that Stabx is continuous, first note that the
topology on SubΓ is generated by finite intersections of open sets of the following form,
where γ ∈ Γ:

I(γ) = {Λ ⩽ Γ: γ ∈ Λ} and O(γ) = {Λ ⩽ Γ: γ ̸∈ Λ} = Sub(Γ) \ I(γ).

It thus suffices to check that preimages by Stabx0 of sets of the above form are open. But
by definition,

Stab−1
x0
(I(γ)) = {α ∈ Hom(Γ,S∞) : α(γ)x0 = x0}

is clopen, so the preimage of the complement Stab−1
x (O(γ)) is clopen as well, thus finishing

the proof of the continuity.
In order to prove that Stabx0 is open, we need to show that given any action α0 and any

basic neighborhood U of α0, the direct image Stabx0(U) is a neighborhood of Stabx0(α0).
To this end, let α0 be a fixed action of Γ on N, by shrinking U we can assume there is

S ⋐ Γ symmetric and F ⋐ N containing x0 such that

U = US,F = {α ∈ Hom(Γ,S∞) : ∀(γ, y) ∈ S × F, α(γ)y = α0(γ)y}.

Let now Y = α0(Γ)x0, and F1 = F ∩ Y , F2 = F \ F1. Enlarging S if necessary (and thus
shrinking U further), we may as well assume that every element x ∈ F1 is of the form
α(γ)x0 for some γ ∈ S.

We now define the neighborhood V of Stabx0(α0) which will be contained in Stabx0(U):
V is the set consisting of all Λ ⩽ Γ such that the ball of radius 2 of the S-Schreier graph
of Γ ↷ Γ/Λ centered at Λ is isomorphic to that of α0 centered at x0.

Let us show that V ⊆ Stabx0(U). Let Λ ∈ V , let φ be a graph isomorphism from
the radius 2 ball of the S-Schreier graph of Γ ↷ Γ/Λ centered at Λ to the radius 2 ball
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of the S-Schreier graph of α0 centered at x0, and extend φ arbitrarily to an injection
φ̃ : Γ/Λ → N such that N \ φ̃(Γ/Λ) is infinite and contains F2 ∪ α0(S)F2. Finally, let
ψ : N \ Y → N \ φ̃(Γ/Λ) be an injection which is equal to the identity on F2 ∪ α0(S)F2.

Let ρ denote the action of Γ on Γ/Λ, define an action α of Γ on N by

α(γ)x =


φ̃ρ(γ)φ̃−1(x) if x ∈ φ(Γ/Λ),
ψα0(γ)ψ

−1(x) if x ∈ ψ(N \ Y ),
x otherwise.

By construction the restriction of α to the α-orbit of x0 is conjugate to ρ, so Stabx0(α) = Λ.
In order to finish the proof, we check that α ∈ U . Let x ∈ F and γ ∈ S.
If x ∈ F1, we have x = α0(g)x0 for some g ∈ S, and hence both x and α0(γ)x belong

to the 2-ball centered at x0 in the S-Schreier graph of α. It follows that φ−1(α0(γ)x) =
ρ(γ)φ−1(x), in other words α0(γ)x = φρ(γ)φ−1(x). Since φ̃ extends φ, we conclude that
α(γ)x = α0(γ)x.

If x ∈ F2, we have ψ(x) = x, and α0(γ)x ∈ α0(S)F2 so ψ(α0(γ)x) = α0(γ)x as well.
It follows that

α(γ)x = ψα0(γ)ψ
−1(x) = ψα0(γ)x = α0(γ)x

as wanted, thus finishing the proof.

With this in mind, we can go back to the space of transitive Γ-actions on N and the
space of infinite index subgroups of Γ. Our goal is to show that these two topological
spaces are essentially the same as far are descriptive set theory is concerned. First, we
show that they both define Gδ subsets in their ambient topological spaces, hence they are
both Polish.

Lemma 9.7. The space Homtr(Γ,S∞) is Gδ in Hom(Γ,S∞), and the space Sub[∞](Γ)
is Gδ in Sub(Γ). In particular, both are Polish spaces. Moreover, for all x ∈ N the
restriction of the stabilizer map to Stabx : Homtr(Γ,S∞) → Sub[∞](Γ) is continuous and
open.

Proof. Observe that α ∈ Hom(Γ,S∞) is transitive if and only if for all x, y ∈ N there is
γ ∈ Γ such that α(γ)x = y. So if for x, y ∈ N we let Ux,y the open set of all α such that
there is γ ∈ Γ satisfying α(γ)x = y, we have that

Homtr(Γ,S∞) =
⋂

x,y∈N

Ux,y,

thus showing that Homtr(Γ,S∞) is Gδ.
For the fact that Sub[∞](Γ) is Gδ, observe that Λ has index a least N if and only if

there are γ1, ..., γN ∈ Γ such that γiγ−1
j ̸∈ Λ for all distinct i, j ∈ {1, . . . , N}. This shows

that the set VN of subgroups of index at least N is open, so Sub[∞] =
⋂

N∈N VN is Gδ

as wanted. We conclude from Corollary 1.3 that both Homtr(Γ,S∞) and Sub[∞](Γ) are
Polish.

Let us finally establish that the restriction of the stabilizer map is continuous and
open. Recall from Proposition 9.4 that Stabx : Hom(Γ,S∞) → Sub(Γ) is continuous
and open, in particular its restriction to Homtr(Γ,S∞) is continuous. We clearly have
Sub[∞](Γ) = Stabx(Homtr(Γ,S∞)). Since we also have

Homtr(Γ,S∞) = Stab−1
x (Sub[∞](Γ)) = Stab−1

x (Stabx(Homtr(Γ,S∞)))

we conclude from Lemma 1.5 that the restriction of Stabx to a map Homtr(Γ,S∞) →
Sub[∞](Γ) is open as well.
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Remark 9.8. The fact that Sub[∞](Γ) is Gδ can also be seen as a consequence of the fact
that Homtr(Γ,S∞) is Gδ, by fixing x ∈ N and combining the following three facts with
Corollary 1.6:

• the map Stabx is continuous and open (Proposition 9.4);

• Homtr(Γ,S∞) = Stab−1
x (Stabx(Homtr(Γ,S∞)));

• Sub[∞](Γ) = Stabx (Homtr(Γ,S∞)).

Recall from the discussion at the beginning of this section that two transitive actions
of Γ are conjugate if and only if the conjugacy class of their stabilizers are equal. In other
words, the stabilizer map induces a bijection between the quotient spaces Homtr(Γ,S∞)/S∞
and Sub[∞](Γ)/Γ. In particular, it induces a bijection between S∞-invariant subsets of
Homtr(Γ,S∞) and Γ-invariant subsets of Sub[∞](Γ), and the results we have seen have
the following important consequence, which says that this bijection is very nice as far as
descriptive set theory is concerned. Let us mention that this result is a somehow baby
version of the inspiring results of Melleray and Tsankov on category-preserving maps, cf.
appendix of [MT13]. Similar results have been obtained by Foreman, Rudolph and Weiss
in the context of the space of measure-preserving actions of Z [Rud98], see also [For10].

Theorem 9.9. Let P be a conjugacy-invariant property of transitive Γ-actions over a
countable infinite set. Denote by AP the set of α ∈ Homtr(Γ,S∞) satisfying P, and by
BP the set of Λ ∈ Sub[∞](Γ) such that Γ ↷ Γ/Λ satisfies P. The following hold:

(1) AP is open in Homtr(Γ,S∞) iff BP is open in Sub[∞](Γ).

(2) AP is Gδ in Homtr(Γ,S∞) iff BP is Gδ in Sub[∞](Γ).

(3) AP is dense in Homtr(Γ,S∞) iff BP is dense in Sub[∞](Γ)

Proof. Fix x ∈ N. Recall from Proposition 9.4 that the stabilizer map Stabx is both
continuous and open. By the conjugacy invariance of P , we both have AP = Stab−1

x (BP )
and BP = Stabx(AP ). The first equivalence (1) immediately follows.

Now if AP is Gδ, then BP = Stabx(AP ) also is by Corollary 1.6, noting that AP =
Stab−1

x (BP ) = Stab−1
x (Stabx(AP )). The converse follows from the continuity of Stabx and

the equality AP = Stab−1
x (BP ), which establishes (2).

For the equivalence (3), if AP is dense then since Stabx is continuous surjective we get
that BP also is. Conversely, suppose that AP is not dense, let U be a non-empty open
set disjoint from AP . Since P is conjugacy invariant, Stabx(U) is a non-empty open set
disjoint from BP . So BP is not dense, which finishes the proof.

Here is an easy application which will be useful in the next section.

Corollary 9.10. In the space Homtr(Γ,S∞), actions with finitely generated stabilizers
are dense.

Proof. Every countable group Λ = {λn : n ∈ N} can be written as an increasing union
of finitely generated subgroups Λn = ⟨λ0, . . . , λn⟩. When Λ has infinite index, the Λn’s
must have infinite index as well, so the conjugacy invariant set of infinite index finitely
generated subgroups is dense in Sub[∞](Γ). The conclusion now follows from the last item
of the above theorem.
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We end this section by characterizing when the Gδ set Sub[∞](Γ) is actually closed.

Proposition 9.11. Let Γ be a countable group.

(1) If Γ is finitely generated, then Sub[∞](Γ) is closed in Sub(Γ).

(2) If Γ is not finitely generated, then Sub[∞](Γ) is dense non closed in Sub(Γ).

Proof. Observe that by Lemma 9.6, if Γ is generated by a finite set S, then finite index
subgroups are isolated in Sub(Γ) because a sufficiently large ball in their S-Schreier graphs
will completely determine the corresponding rooted transitive action up to isomorphism.
In particular, finite index subgroups form an open set, which establishes the first item.

For the second item, suppose now that Γ is not finitely generated. Let Λ be a finite
index subgroup of Γ, then Λ cannot be finitely generated because coset representatives of
Γ/Λ along with generators of Λ form a generating set for Γ. If we enumerate Λ = {λn : n ∈
N}, we again have that the sequence of subgroups (⟨λ0, . . . , λn⟩)n∈N converges to Λ and
consists of finitely generated (hence infinite index) subgroups. The density follows, and
since Sub(Γ) \ Sub[∞](Γ) always contains Γ, the set Sub[∞](Γ) cannot be closed.

Remark 9.12. If Γ is an infinite simple group then Sub(Γ) = Sub[∞](Γ) ⊔ {Γ} because
every finite index subgroup Λ contains a finite index normal subgroup (obtained as the
kernel of the action Γ ↷ Γ/Λ). So Sub[∞](Γ) is open when Γ is simple.

We will now review various conjugacy invariant properties of transitive actions which
define Gδ subsets (in both models of the space of transitive actions by Theorem 9.9).

9.2 High transitivity

The following natural strengthening of transitivity was first considered for finite groups
acting on finite sets.

Definition 9.13. Let n ∈ N. An action of a countable group Γ on a set X of cardinality
at least n is called n-transitive if for every pairwise distinct x1, . . . , xn ∈ X, and pairwise
distinct y1, . . . , yn, there is γ ∈ Γ such that for all i ∈ {1, . . . , n}, we have γxi = yi.

Observe that when X has cardinality n, the only group which admits a faithful n-
transitive action on X is the symmetric group over n elements. But much more is true: for
n = 4, the groups which admit a faithful 4-transitive action on a finite set are completely
classified: these are some Matthieu groups, and then the symmetric groups over a set of
cardinality ⩾ 4 and the alternating groups over a set of cardinality ⩾ 6, although the only
known proofs of this appear to rely on the classification of finite simple groups. A more
precise statement relies on the following notion.

Definition 9.14. The transitivity degree of a countable group Γ, denoted by td(Γ), is
the supremum of the n ∈ N such that Γ admits a faithful n-transitive action.

The previously mentioned Matthieu groups with 4-transitive faithful actions actually
have transitivity degree 4 or 5, so that for n ⩾ 6, the only finite groups of transitivity
degree n are exactly the symmetric group Sn and the alternating group An+2 (see [Cam81,
Thm. 5.3]). We now switch to infinite countable groups, starting with a natural open
question which to our knowledge was first asked by Hull and Osin.

Question 5. Is there a countable infinite group with finite transitivity degree ⩾ 4?
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A natural source of groups with infinite transitivity degree are the highly transitive
ones defined below. It is also unknown whether these are the only examples of countable
groups with infinite transitivity degree.

Definition 9.15. An action of a countable group Γ on an infinite set X is called highly
transitive when it is n-transitive for every n ∈ N. A countable group is called highly
transitive when it admits a faithful highly transitive action.

Remark 9.16. One can check that an action α : Γ → S∞ is highly transitive if and only
if the image of α is dense in Sym(X).

Our first example is given by the group of finitely supported permutations S(∞), closely
followed by the group A(∞) of finitely supported even permutations. But contrarily to what
the situation for finite groups could suggest, there are many highly transitive countable
groups!

A natural finitely generated example due to B.H. Neumann (see the introduction of
[McD77]) is given by the group of all permutations σ of Z which are translations up to a
finite set: there is k ∈ N and F ⋐ Z such that for all x ̸∈ F , we have σ(x) = x+k. Indeed,
the natural action of this group on Z is highly transitive because the group contains all
finitely supported permutations of Z, and it is not hard to check that it is generated by
x 7→ x+ 1 and the transposition (1 2).

More generally, any countable group admitting a faithful action on a countable set
such that its image in S(X) contains the group of finitely supported even permutations
is highly transitive; such groups are called partially finitary groups by Le Boudec and
Matte Bon, after having been first delineated in [HO16]. The following consequence of
the Jordan-Wielandt theorem is due to Le Boudec an Matte Bon.

Theorem 9.17 ([LBMB22a, Prop. 2.4]). Let Γ be a partially finitary group, as witnessed
by a faithful action α : Γ → S(X) whose image contains the group of finitely supported
even permutations. Then α is the only 2-transitive Γ-action up to conjugacy.

Let us also mention a nice characterization of partially finitary groups among highly
transitive groups. Given a group Γ, we let Z = ⟨t⟩ be the 1-generated free group and
fix some w ∈ Γ ∗ Z. For every g ∈ Γ, the universal property of Γ ∗ Z yields a unique
homomorphism πg : Γ ∗ Z → Γ which is the identity on Γ and takes t to g, and we let
w(g) := πg(w). For instance if we fix some γ0 ∈ Γ, one can consider w = γ0tγ

−1
0 t−1, and

then w(g) = 1 iff g commutes with γ0.

Definition 9.18. A group Γ satisfies a mixed identity if there is w ∈ G ∗ Z \ {1} such
that w(g) = 1 for all g ∈ Γ. If Γ satisfies no mixed identity, one says that Γ is mixed
identity free (MIF).

Theorem 9.19 ([HO16, Thm. 5.9]). Let Γ be a highly transitive group. Then Γ is partially
finitary if and only if it satisfies a mixed identity.

Sketch of proof. If Γ is partially finitary, let us identify Γ with its image in the symmetric
group via its highly transitive action so that Γ contains all even permutations. Let us
fix any four 3-cycles c1, c2, c3, c4 ∈ Γ with disjoint supports, then if c ∈ Γ is yet another
3-cycle, any conjugate of c must have disjoint support with at least one of the ci’s, so it
must commute with at least one of the ci’s. So the iterated commutator

w =

[[[
[tct−1, c1], [tct

−1, c2]
]
, [tct−1, c3]

]
, [tct−1, c4]

]
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is the desired mixed identity.
Suppose conversely that Γ is not partially finitary, and fix a highly transitive Γ-action.

Using high transitivity and the proof of the simplicity of the infinite alternating group
A(∞), we see that all the elements of Γ must have infinite support because otherwise Γ
would be partially finitary.

Now fix w ∈ Γ ∗Z \ {1}. Conjugating w by a large enough power of t, we may and do
assume that w begins and ends by t±1. Write

w = tkn+1γnt
kn · · · γ1tk1

where each ki is nonzero, and each γi ∈ Γ is non trivial.
Fix y0 ∈ X, since γ1, . . . , γn have infinite support we can fix some elements y1, ..., yn, yn+1 ∈

X such that the following elements:

y0, y1, . . . , yn, yn+1, γ1y1, γ2y2, . . . , γnyn

are all distinct.
y0

y1

τ

τ

τ

k1


y2

γ1y1

τ

τ

τ

−k2



γ1

y3

γ2y2

τ

τ

τ

−k3



γ2
γnyn

yn+1

τ

τ

τ

kn+1



γn

yn

Figure 1: The construction of τ when k1 > 0, k2 < 0, k3 < 0 and kn+1 > 0.

We can thus find a partial bijection τ of X of finite domain such that τ k1(y0) = y1 and

τ k2(γ1y1) = y2, τ
k3(γ2y2) = y3 . . . , τ

kn(γn−1yn−1) = yn, τ
kn+1(yn) = yn+1.

By high transitivity, there is γ ∈ Γ which extends the restriction of τ to its support. By
construction w(γ)y0 = yn+1 ̸= y0 so w(γ) ̸= 1 as wanted.

Remark 9.20. A more precise construction of τ yields that if w ∈ Γ ∗ ⟨t⟩ is a mixed
identity of length k satisfied by Γ and Γ is not partially finitary, then the transitivity
degree of Γ is at most k − 1 (see [LBMB22b, Prop. A.1]). So groups satisfying a mixed
identity do have infinite transitivity degree if and only if they are highly transitive.

Remark 9.21. A modification of the proof of the right to left implication can be used
in the context of homogeneous actions on Urysohn spaces, showing for instance that any
dense subgroup of the automorphism group of the random graph has to be MIF (see
[EGLMM21, Sec. 6]).

A very large class of examples of non partially finitary groups coming with a natural
highly transitive action is provided by topological full groups of actions of countable
groups on the Cantor space with at least one infinite dense orbit: their action on any such
orbit is highly transitive and faithful by density (see Example 11.10). This property is
also true of their sufficiently large subgroups, so for instance the simple finitely generated
groups considered by Matui in [Mat06] are highly transitive.
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Remark 9.22. Juschenko and Monod showed later on that the simple finitely generated
groups considered by Matui are moreover amenable [JM13]. Moreover Nekrashevych gave
the optimal generalization of Matui’s results by introducing the nicely behaved notion of
alternating topological full group [Nek17].

Other than partially finitary groups and (subgroups of) topological full groups, we
don’t know any other countable groups coming with a natural highly transitive action.
Nevertheless, there are many more highly transitive groups.

Indeed, free groups are highly transitive as was first proven by McDonough using a
Baire category argument [McD77]. More generally, highly transitive free products can be
characterized, as was discovered by Gunhouse and Hickin independently.

Theorem 9.23 ([Gun92, Hic92]). Let Γ be a nontrivial free product, i.e. Γ = Γ1 ∗ Γ2

with both |Γ1| , |Γ2| ⩾ 2. Then Γ is highly transitive iff one of its free factors Γi is not
isomorphic to Z/2Z.

Remark 9.24. Gunhouse and Hickin actually show that when a nontrivial free product
is not Z/2Z ∗ Z/2Z, it has a faithful highly transitive actions on N which is moreover
Jordan: there is an infinite coinfinite subset A ⊆ N whose pointwise stabilizer acts highly
transitively on the complement N\A. This definition of Jordan is much stronger than the
one taken by Adeleke and Macpherson in their classification of non highly transitive Jordan
infinite primitive permutation groups [AM96]. Note that the faithful highly transitive
action of partially finitary groups is Jordan (any infinite coinfinite set witnesses this
property!). It is also not hard to check that topological full groups satisfy a similar
conclusion (all their actions on the orbits are Jordan).

Continuing our list of highly transitive groups, a wealth of examples such as surface
groups [Kit12], outer automorphism groups of free groups of rank at least 4 [GG13] and
hyperbolic groups with trivial finite radical [Cha12] were found to be highly transitive.
All the above results on non partially finitary highly transitive groups were subsumed by
the following result of Hull and Osin.

Theorem 9.25 ([HO16, Thm. 1.2]). All acylindrically hyperbolic groups with trivial finite
radical are highly transitive.

In a somehow different direction, Fima, Moon and Stalder [FMS15] used Baire cate-
gory techniques to obtain a large class of highly transitive groups acting on trees which
intersects acylindrically hyperbolic groups (e.g. via free products, see [MO15, Cor. 2.2])
but is not contained in it as pointed out in Hull and Osin’s paper [HO16, Cor. 5.12]. We
finish this section by stating the optimal generalization of [FMS15] that we obtained with
Fima, Moon and Stalder, deferring to Section 10 the needed definitions and examples, a
sketch of its proof and a justification of its optimality, building on work of Le Boudec and
Matte Bon on non highly transitive groups.

Theorem 9.26 ([FLMMS22, Thm. A]). Let Γ be a countable group with a faithful action
on a tree T which is minimal and of general type. Assume that the Γ-action on the
boundary of T is topologically free. Then Γ is highly transitive.

Remark 9.27. Before their aforementioned work with Fima [FMS15], Moon and Stalder,
unaware of Gunhouse and Hickin’s results, had obtained a completely different proof of
Theorem 9.23 using Baire category methods [MS13]. As we will see, the proof of the
above result relies on a generalization of their techniques, and we will show that in the
case of free products, one can push these techniques a bit further to obtain a genericity
result in the space of transitive actions.
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9.3 High faithfulness, weak containment and totipotency

The following definition is a natural strengthening of faithfulness, somehow dual to high
transitivity.

Definition 9.28. Let Γ ↷ X be any action. This action is called highly faithful if
given any γ1, · · · , γn ∈ Γ \ {1}, there is x ∈ X such that for all i ∈ {1, . . . , n}, we have
γix ̸= x.

Example 9.29. A nice example of a non highly faithful action is provided by highly
transitive partially finitary group, since their only 2-transitive action (cf. Theorem 9.17)
even has elements with disjoint support. In particular, they don’t admit highly faithful
highly transitive actions. The natural orbit actions of topological full groups are also never
highly faithful for a similar reason, and we don’t know wether topological full groups admit
highly faithful highly transitive actions.

To our knowledge, the notion of high faithfulness appeared first in the work of de la
Harpe [de 85] on C∗-simple groups under the name of strong faithfulness. Fima, Moon
and Stalder introduced a slightly stronger notion which they called high faithfulness in
[FMS15], but it agrees with the above notion for infinite groups, which is the only case of
interest here as well as in their paper (see [FLMMS22, Prop. 2.5] for the equivalence of the
two notions). In a joint unpublished work with Carderi and Gaboriau, we realized that
the correct way to understand high faithfulness was in terms of the following definition,
which is the natural analogue of Kechris’ weak containment for measure-preserving actions
[Kec10, Sec. 10].

Definition 9.30. An action α : Γ ↷ X weakly contains an action β : Γ ↷ Y if
given any S ⋐ Γ and any F ⋐ Y , the graph induced by the S-Schreier graph of β on F
is isomorphic to the graph induced by the S-Schreier graph of α on some finite subset
F ′ ⋐ X.

Note that given an action α ∈ Hom(Γ,S∞), a neighborhood basis of α can be con-
structed by taking all F ⋐ N, S ⋐ Γ symmetric and then having as basic neighborhood of
α the set of all actions β whose S-Schreier graph induce on F the same S-Schreier graph
as β. We thus have the following result, analogous to [Kec10, Prop. 10.1].

Proposition 9.31. An action α ∈ Hom(Γ,S∞) weakly contains β ∈ Hom(Γ,S∞) if and
only if the closure of the S∞-orbit of α contains the closure of the S∞-orbit of β.

The next proposition is a routine consequence of the definition, and can also be directly
deduced from the above proposition (see also [Kec10, Cor. 10.3] for its probability measure-
preserving version).

Proposition 9.32. The weak containment relation defines a Gδ subset of Hom(Γ,S∞)×
Hom(Γ,S∞), and for any Γ-action β on N, the set of all actions α ∈ Hom(Γ,S∞) weakly
contained in β is closed.

Finally, when we restrict to transitive actions, the description of the topology of Sub(Γ)
given in Lemma 9.6 yields the following fact.

Proposition 9.33. An action α weakly contains a transitive action β if and only if the
closure of the set of stabilizers of α contains the set of the stabilizers of β.
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Corollary 9.34. An action of a countable group Γ is highly faithful if and only if it weakly
contains the regular action Γ ↷ Γ.

Remark 9.35. Subgroups Λ ⩽ Γ such that Γ ↷ Γ/Λ is not highly faithful are called con-
fined and play an important role in Le Boudec and Matte Bon’s remarkable classification
of highly transitive actions of Higman-Thompson’s groups Vd [LBMB22a, Thm. 4].

Remark 9.36. The reader acquainted with weak containment of unitary representations
in the sense of Zimmer can note that if α : Γ ↷ X weakly contains β : Γ ↷ Y , then
the unitary representations κα of Γ on ℓ2(X) weakly contains the unitary representation
κβ of Γ on ℓ2(Y ) (this was actually used for high faithfulness by Burton and Kechris,
see [BK20, Lem. F.1], and also very recently by Gerasimova and Monod under the name
unconfined, see [GM23]). The converse is far from being true: for instance a nontrivial
transitive action can never weakly contain the trivial action, while amenable groups are
characterized as those whose regular unitary representation weakly contains the trivial
representation.

Observe that given a fixed countable group Γ, there is a Γ-action on a countable set
which weakly contains all Γ-actions. Indeed there are only countably many finite induced
S-Schreier graphs up to isomorphism, so an arbitrary action is always weakly contained
in a countable one. So if we take (αn) dense in Hom(Γ,S∞), the action on N × N ≃ N
which we obtain by gluing all the αn’s together weakly contains all actions.

Using Proposition 9.31, we can reformulate this as the fact that the action S∞ ↷
Hom(Γ,S∞) always has a dense orbit (see [Kec10, Thm. 10.7] for the probability measure
preserving version; as was pointed out to us by Todor Tsankov, such a construction can
also be adapted to show that Hom(Γ, [R])) always contains a dense conjugacy class when
R is an infinite type ergodic non-singular equivalence relation). The following definition
was essentially introduced in [CGLM23] for invariant random subgroups; the version that
we propose here is not exactly the same, as we discuss at the end of Section 12.

Definition 9.37. A transitive action of a countable group Γ on an infinite set is called
totipotent when it weakly contains all transitive Γ-actions on infinite sets.

Using Theorem 9.9 and Proposition 9.31, we can reformulate totipotency as follows.

• An action α ∈ Homtr(Γ,S∞) is totipotent when its conjugacy class is dense in
Homtr(Γ,S∞).

• A subgroup Λ ⩽ Γ is totipotent when its conjugacy class is dense in Sub[∞](Γ).

Example 9.38. Let us explain why F2 = ⟨a, b⟩ admits a totipotent action by explicitly
building such an action (we will see some stronger results later on). Let (Bn) enumerate
all the balls of S = {a, b, a−1, b−1}-Schreier graphs of transitive actions of F2 on infinite
sets up to conjugacy, and for each n let αn be a transitive F2-action admitting Bn as a ball
in its S-Schreier graph. It suffices to construct a transitive F2-action whose S-Schreier
graphs contains all the Bn’s. Note that S-Schreier graphs of F2-actions are exactly S-
labeled oriented graphs such that

(1) For every vertex x, there is exactly one s-labeled edge starting from x (in particular
every vertex has outgoing degree |S| = 4)

(2) If an edge is labeled s ∈ S, then its opposite edge is labeled s−1.
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Figure 2: Gluing the Bn’s together.

Our starting graph is the disjoint union of the balls Bn. We are going to attach these
along a biinfinite a-labeled line. In the following construction, when we add an edge we
will always implicitly add the corresponding opposite edge as required by Condition (2).

Since each αn is transitive over an infinite set, for each n we find some xn ∈ Bn and
sn ∈ S such that αn(sn)xn ̸∈ Bn. Let yn = αn(sn)xn, then we add to our graph the vertex
yn and the sn-labeled edge from yn to xn. We now distinguish two cases:

• If sn ∈ {b, b−1} let zn = yn.

• If sn ∈ {a, a−1} let zn be a new vertex different from all the previous ones and add
a b-labeled edge from yn to zn.

Now let (zn)n<0 be a sequence of distinct additional vertices, all distinct from the
previous ones. For each n ∈ Z, we add an a-labeled edge from zn to zn+1.

Finally, we take care of Condition (1) as follows: we observe that the only infinite a
or b-labeled line is the biinfinite line (zn)n∈Z, in particular there is no infinite one-sided a
or b-labeled line. So the points for which some a or b-labeled edge is missing belong to a
(possibly empty) a or b-labeled finite segment which we simply close by adding an edge
from its last vertex to its first vertex.

By construction, we have obtained a connected Schreier graph which contains a copy
of every ball arising in the Schreier graph of every transitive F2-action over an infinite set:
this is the Schreier graph of the desired totipotent F2-action.

Remark 9.39. Observe that no abelian group admits a totipotent action except the trivial
group. It would be interesting to delineate the class of groups admitting a totipotent action
more precisely, but we won’t undertake this task here and only give positive results.

Totipotency admits an alternative definition when Γ is not finitely generated.

Proposition 9.40. Let Γ be a non finitely generated group, then Λ ⩽ Γ is totipotent if
and only if its conjugacy class is dense in Sub(Γ).

Proof. If Λ is totipotent, the density of Sub[∞](Γ) in Sub(Γ) (see item (2) in Proposition
9.11) yields that its conjugacy class is dense in the whole Sub(Γ). Conversely, let Λ ⩽ Γ
have a dense conjugacy class in Sub(Γ). Then Λ cannot have finite index because otherwise
its conjugacy class would be finite4. So Λ has infinite index and in particular its conjugacy
class is dense in Sub[∞](Γ): Λ is totipotent.

4Note that Sub(Γ) is infinite as soon as Γ is infinite, e.g. because the map γ 7→ ⟨γ⟩ is finite-to-one.
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Say that an action group on a Polish space by homeomorphisms is topologically
transitive when it admits a dense orbit. We have the following well-known result.

Proposition 9.41. Let a group G act by homeomorphisms on a Polish space X. Then
the following are equivalent

(i) the G-action is topologically transitive;

(ii) the set of x ∈ X whose orbit is dense is a dense Gδ subset of X;

(iii) for all U, V ⊆ X nonempty open, there is g ∈ G such that g · U ∩ V ̸= ∅.

Proof. We show the chain of implication (i)⇒(iii)⇒(ii)⇒(i).
To see the first implication (i)⇒(iii), take x with a dense orbit, then find g, h ∈ G

such that g · x ∈ U and h · x ∈ V . It follows that hg−1 · (g · x) ∈ V so hg−1 · U ∩ V ̸= ∅.
The implication (iii)⇒(ii) holds because if we let (Un) be a countable basis of nonempty

open sets for the topology of X, condition (iii) implies that each G ·Un is dense in X, and
since it is open we get that

⋂
n∈NG · Un is dense Gδ. By construction

⋂
n∈NG · Un is the

set of all points with a dense orbit, so (ii) holds as wanted.
The implication (ii)⇒(i) is a direct consequence of the Baire category theorem, which

finishes the proof of the proposition.

By definition a transitive Γ-action over an infinite set is totipotent iff its conjugacy
class of stabilizers is dense in the space of infinite index subgroups of Γ, so by the above
proposition the set of totipotent actions is Gδ, and it is dense if and only if it is not empty.

It is an instructive exercise to understand how condition (iii) in Proposition 9.41
simplifies the proof of the existence of a totipotent F2-action: it suffices to show that
given two balls in two Schreier graphs of transitive F2-actions on infinite sets, one can
find a third transitive F2-actions on an infinite set which contains a copy of both previous
balls. Using this approach, we will now identify a large class of locally finite groups
admitting totipotent actions.

Definition 9.42. A locally finite group Γ is called productive if given any finite subgroup
G ⩽ Γ, there is γ ∈ Γ such that the subgroups G and γGγ−1 intersect trivially and
commute.

In other words, Γ is productive if given any finite subgroup G ⩽ Γ, there is γ ∈ Γ such
that the group ⟨G ∪ γGγ−1⟩ naturally decomposes as a direct product G× γGγ−1.

Example 9.43. The group S(∞) of finitely supported permutations of N is productive.
Indeed, every finite subgroup G is contained in the group of permutations supported on
a finite subset F of N, and we can then find σ ∈ S(∞) such that σ(F ) ∩ F = ∅, so that
G commutes with σGσ−1 and G ∩ σGσ−1 = {idN}. The same argument shows that the
group A(∞) of finitely supported permutations of N of even signature is also productive.

Proposition 9.44. Every productive locally finite infinite group Γ admits a totipotent
action.

Proof. We have to show that the Γ-action on Sub[∞](Γ) is topologically transitive. We
thus apply condition (iii) from Proposition 9.41.
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Let U and V be two nonempty open subsets of Sub[∞](Γ). Since Γ is locally finite, up
to shrinking down U and V we may find a finite group G ⩽ Γ and subgroups GU , GV ⩽ G
such that

U = {Λ ∈ Sub[∞](Γ) : Λ ∩G = GU} and V = {Λ ∈ Sub[∞](Γ) : Λ ∩G = GV }.

Since Γ is productive, we find γ ∈ Γ such that γGγ−1 ∩G = {1Γ} and γGγ−1 commutes
with G. We then define

Λ =
〈
GV , γGUγ

−1
〉
.

Observe that Λ is naturally isomorphic to the direct product GV ×γGUγ
−1 ⩽ G×γGγ−1.

Moreover Λ ∩G = GV and γ−1Λγ ∩G = GU , so γ−1 · U ∩ V ̸= ∅ as wanted.

Remark 9.45. If a locally finite infinite group Γ admits a totipotent action, then its
space of subgroups has no isolated points. Indeed every infinite element of Sub(Γ) is
the union of its finite subgroups, in particular the space of finite subgroups is dense so
no infinite subgroup is isolated. Moreover no finite subgroup can be totipotent, because
for every k ∈ N the set of subgroups of cardinality at most k is closed. So if Λ ⩽ Γ is
totipotent, every finite subgroup is a nontrivial limit of conjugates of Λ, and we conclude
that Sub(Γ) has no isolated point.

Another locally finite group to which the above result applies is the group S2∞ of
dyadic permutations, and we now recall its definition.

Definition 9.46. Consider for every n ∈ N the group S2n := S({0, 1}n), and embed S2n

into S2n+1 by making it act on the first n coordinate on {0, 1}n+1 = {0, 1}n ×{0, 1}. The
corresponding direct limit over n ∈ N is the group of dyadic permutations S2∞ .

Proposition 9.47. The group S2∞ is productive, in particular it has a totipotent action.

Proof. Consider the permutation σ of {0, 1}2n which takes (xi)
2n−1
i=0 to (xn+i mod 2n)

2n−1
i=0 .

Observe that it conjugates S2n acting on the first n coordinates to S2n acting on the last
n coordinates on {0, 1}2n. These two actions commute and the corresponding subgroups
of S22n intersect trivially, so S2∞ is productive since the first action is the one given by
the embedding S2n ↪→ S22n through the direct limit which defines S2∞ . The existence of
a totipotent action then follows from Proposition 9.44.

The above proposition could be extended by either replacing 2 by some varying inte-
gers, or also by considering alternating groups instead of symmetric groups. Such locally
finite groups arise naturally in the study of topological full groups of minimal Z-actions
(see e.g. Section 4 in [JM13]), and S2∞ arises more specifically from the 2-odometer.
Remarkably, the minimal conjugacy closed invariant subsets of the space of subgroups
(also known as URS) of these groups are classified when one only works with alternating
groups, see [TT18, Thm. 10.3].

To conclude this section, let us mention part of the very recent work of Azuelos
and Gaboriau, who have obtained a wide class of groups admitting a totipotent action,
including many hyperbolic groups and many groups acting on trees [AG23]. We will cite
in Section 10.5 a particular case of their results for groups acting on trees, and explain
why it implies Γ1 ∗ Γ2 admits a totipotent action as soon as |Γ1| ⩾ 3 and |Γ2| ⩾ 2.
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10 High transitivity for groups acting on trees

10.1 Statement of the main result

In this section, we state the result obtained with Fima, Moon and Stalder which charac-
terizes high transitivity for a large class of groups acting on trees [FLMMS22]. We start
by giving the necessary definitions, starting with a definition of graphs which allows for
multiple edges. Although such edges do not appear in the statement of our main result,
they are unavoidable in its proof through the Bass-Serre graphs of actions that will appear
in the next section.

A graph G is given by a vertex set V (G) and a set of edges E(G) endowed with the
following structural maps:

• A source map s : E(G) → V (G) and target map t : E(G) → V (G);

• A fixed-point free involution E(G) → E(G) which we denote by ·̄ : e 7→ ē and call
the antipode map.

These structural maps are related by the following equation: for all edge e ∈ E(G), we
have

s(ē) = t(e) and t(ē) = s(e).

We say that two vertices v1, v2 ∈ V (G) are adjacent or connected by an edge if there
is e ∈ E(G) such that s(e) = v1 and t(e) = v2.

A path of length n ⩾ 1 is a finite sequence of edges (ei)
n
i=1 such that for all i ∈

{1, . . . , n− 1} t(ei) = s(ei+1). A path (ei)
n
i=1 is called reduced if for all i ∈ {1, . . . , n− 1}

we moreover have ei+1 ̸= ēi. Viewing edges as paths of length 1, we may extend the
definition of s and t to the set of paths by putting

s((ei)
n
i=1) = s(e1) and t((ei)

n
i=1) = t(en).

We also say that (ei)
n
i=1 is a path from s(e1) to t(en). We also extend the definition of

the antipode map to paths by letting (ei)ni=1 = (ēn−1−i)
n
i=1. Finally, a biinfinite reduced

path is a biinfinite sequence (ei)i∈Z of edges such that for all i ∈ Z, t(ei) = s(ei+1) and
ei ̸= ēi+1.

Say that two vertices are in the same connected component if there is a path from
one to the other. It is straightforward to see that being in the same connected component
is an equivalence relation. Its equivalence classes are called the connected components of
the graph. A graph is connected when it has only one connected component.

Finally a cycle is a reduced path whose target and source coincide.

Definition 10.1. A forest is a graph with no cycles, and a tree is a connected forest.

A nonempty tree is called pruned when it has no degree one vertices. Note that every
pruned tree is infinite.

A subgraph of a graph is given by subsets both of the vertex and edge sets which are
stable under the structural maps. Any subset V of the vertex set of a graph induces a
subgraph whose vertex set is W and whose edge set is the set of edges whose source and
target belong to W . Similarly, any subset E of the edge set induces a subgraph whose
edge set is E ∪ Ē and whose vertex set is the set of targets and sources of elements of E.
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Definition 10.2. Given an edge e, its associated half-graph is the subgraph induced by
the set of edges f such that there is a reduced path starting by e, not using ē, and whose
last edge is equal to f . We denote it by H(e).

Note that the half-graph H(e) always contains the edge e. When H(e) is actually a
tree (which is automatic if the ambient graph is a tree), we call it a half-tree and we say
that e is a treeing edge.

We now start the hypothesis that we will have to make on our group actions on trees
so as to characterize high transitivity. The first one is minimality.

Definition 10.3. A group action on a tree is called minimal when there is no non-trivial
invariant subtrees.

Here is an easy structural consequence of admitting a minimal action, or equivalently
having the whole automorphism group acting minimally.

Lemma 10.4. Let T be a tree with at least two edges endowed with a minimal action of
a group Γ. Then T is pruned.

Proof. Suppose T is not pruned. Then its degree one vertices can be pruned off, thus
obtaining a subtree S ⊆ T . Since the tree T has at least two edges S is not empty, and
it is Γ-invariant by construction, contradicting minimality.

Our next hypothesis is the most important one, and it relies on the fact that every
tree automorphism α has to be of one of the following forms, obtained by considering the
minimum distance between v and α(v):

• α is elliptic if it fixes a vertex (the minimum distance is 0).

• α is an inversion if it flips two adjacent vertices (the minimum distance is 1 and
attained by the two vertices which are flipped)

• α is hyperbolic if there is an α-invariant biinfinite reduced path (ei)i∈Z onto which α
acts by translation (meaning that there is a fixed k ∈ Z \{0} such that α(ei) = ei+k

for all i ∈ Z; the elements sent at minimum distance from themselves are then
precisely the elements of this axis, and this minimum distance is equal to |k|).

Definition 10.5. A group action on a tree is called of general type if there are two
group elements acting hyperbolically and transversely (the intersection of their axes is
finite and nonempty).

Example 10.6. The action of the free group F2 = ⟨a, b⟩ on its Cayley graph is of general
type because a and b act hyperbolically, and their respective axes intersect only at the
identity element.

We finally state the key property that will allow us to characterize high transitivity.

Definition 10.7. A Γ-action on a pruned tree T is called topologically free on the
boundary if whenever γ ∈ Γ \ {1} and H is a half-tree, there is a half-tree H′ ⊆ H such
that γH′ is disjoint from H′.
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Remark 10.8. The terminology comes from the fact that this is equivalent to the action
on the boundary ∂T of the tree (endowed with the natural Hausdorff topology associated
to half-trees) being topologically free in the usual sense. For a minimal action of general
type on a tree, topological freeness is actually equivalent to the action being highly faithful
in the sense of Definition 9.28, see [BIO20, Prop. 3.8]. Also note that every tree endowed
with a faithful minimal action of an infinite group must be pruned by Lemma 10.4, so the
above definition does apply in the following theorem.

Here is our main result. Stated as such, it relies crucially on the work of Le Boudec and
Matte Bon [LBMB22b]. Recall that td(Γ) is the transitivity degree of Γ, see Definition
9.14, and that MIF means mixed identity free, see Definition 9.18.

Theorem 10.9 ([FLMMS22, Thm. B]). Suppose we are given a countable infinite group
Γ with a faithful minimal Γ-action of general type on a tree T . Then the following are
equivalent:

(i) Γ admits a highly faithful highly transitive action;

(ii) Γ is highly transitive;

(iii) td(Γ) ⩾ 4;

(iv) Γ is MIF;

(v) the Γ-action on the boundary of T is topologically free.

Let us now state the key theorem which enables us to prove the above result.

Theorem 10.10 ([FLMMS22, Thm. A]). Let Γ be a countable group with a minimal
action of general type on a tree T which is moreover topologically free. Then Γ admits a
highly faithful highly transitive action.

Granting this result and the following lemma, we will prove theorem 10.9.

Lemma 10.11 (see also [FLMMS22, Lem. 2.5]). Let Γ ↷ X be a highly faithful transitive
action over an infinite set. Then every non trivial element of Γ has infinite support.

Proof. Suppose by contradiction that γ0 ∈ Γ has finite support F . Since Γ is acting
transitively on the infinite set X, by Neumann’s lemma there is some γ ∈ Γ such that
γF ∩ F = ∅. But then γ0 and γγ0γ

−1 have disjoint supports, thus contradicting high
faithfulness.

Proof of Theorem 10.9. The implication (i) =⇒ (ii) =⇒ (iii) is clear.
Two important implications come from the work of Le Boudec and Matte Bon: (iv) =⇒

(v) is Proposition 3.7 in [LBMB22b], and the implication (iii) =⇒ (v) is Corollary 1.5
from the same paper.

The implication (v) =⇒ (i) is our main result, namely Theorem 10.10. So (i), (ii), (iii)
and (v) are all equivalent, and since (iv) implies (v), we only need to show that one of
them implies (iv).

We thus finish by showing that (i) implies (iv): observe that if Γ ↷ X is highly
faithful, then every non trivial element of Γ has infinite support by the above lemma. In
particular, Γ is not partially finitary so by Theorem 9.19 it is MIF as wanted.
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Our proof of theorem 10.10 relies crucially on Bass-Serre theory. Standard arguments
reduce it to the case where Γ is either an amalgamated product or an HNN extension
whose action on its Bass-Serre tree is of general type and topologically free (see Section
7.1 in [FLMMS22]). In this exposition, we will explain in details the proof only for free
products, pointing out briefly the differences with the case of amalgamated free products
(see Remark 10.27). We won’t mention HNN extensions further. The construction that
we present for free products originates in the work of Moon and Stalder [MS13], although
they only use it for free products of finite groups in their paper.

10.2 A bit of Bass-Serre theory

Convention. In this section and in the two next ones, actions on graphs will always be
left actions, while actions on sets are right actions.

Let Γ = Γ1 ∗ Γ2 be a free product. One associates to any right Γ-action on a set X a
(bipartite) Bass-Serre graph denoted by BS(X ↶ Γ) defined as follows:

• The set of vertices is the set of Γ1 orbits union a disjoint copy of the set of Γ2-orbits:

V (BS(X ↶ Γ)) = X/Γ1 ⊔X/Γ2

• We put an edge between a Γ1-orbit and a Γ2 orbit for every common element they
have. More precisely, let

E(BS(X ↶ Γ)) = X × {−,+}.

The source and antipode maps are then completely determined by the following
assignment: for all x ∈ X, let s(x,+) = x · Γ1, let t(x,+) = x · Γ2, and let (x,+) =
(x,−) (so s(x,−) = x · Γ2, t(x,−) = x · Γ1 and (x,−) = (x,+)).

Observe that this graph is connected if and only if the action is transitive, and that
its connected components can naturally be identified to Γ-orbits. Also note that by the
definition of edges and the fact that our graph is bipartite, any path must consist of edges
of alternating signs. Here is a key observation.

Lemma 10.12. Let Γ = Γ1 ∗ Γ2 be a free product. If we have a free Γ-action X ↶ Γ,
then the associated Bass-Serre graph BS(X ↶ Γ) is a forest.

Proof. Suppose for instance (e1, ..., en) is a cycle with target and source xΓ1. Then since
the graph is bipartite n is even. Without loss of generality assume that the first edge is
positive: then e1 = (x1,+), e2 = (x2,−), ... en = (xn,−). By definition for i = 2, ..., n we
have γi such that xi+1 = xiγi, where for i even we have γi ∈ Γ1, for i odd we have γi ∈ Γ2

and in both cases γi ̸= 1 because the cycle is a reduced path. Let γ = γ1 · · · γn−1, then γ is
a non-trivial reduced word in Γ1 ∗Γ2 whose last letter γn−1 belongs to γ2. By construction
x1γ belongs to the same Γ1-orbit as x1, so we find γn ∈ Γ1 such that x1γγn = x1. But
since γ was a non-trivial reduced word ending with an element of Γ2, γγn is a non-trivial
element of γ fixing a point, contradicting the freeness of the Γ-action. The argument for
cycles with target and source xΓ2 is the same, switching the roles of Γ1 and Γ2.

Definition 10.13. Let Γ = Γ1 ∗ Γ2 be a free product. The Bass-Serre tree BS(Γ ↶ Γ)
obtained from the (free!) right action by right translation Γ ↶ Γ is called the Bass-Serre
tree of the free product decomposition of Γ = Γ1 ∗ Γ2. Since we will be working with a
fixed free product Γ = Γ1 ∗ Γ2, we will simply call this tree the Bass-Serre tree of Γ.
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The left action of Γ = Γ1 ∗Γ2 by left multiplication on itself commutes with the action
by right multiplication, so it induces a Γ action by automorphisms on its Bass-Serre tree.
More generally, whenever we have two right actions X ↶ Γ, Y ↶ Γ, any Γ-equivariant
map π : X → Y induces a graph homomorphism π∗ : BS(X ↶ Γ) → BS(Y ↶ Γ) which
is surjective if π is. This homomorphism is actually always star surjective in the following
sense.

Definition 10.14. Given a graph G, the star of a vertex v ∈ V (G) is the set of edges
whose source is equal to v

star(v) = {e ∈ E(G) : s(e) = v}.

Let π : G → H be a graph homomorphism, then π is star surjective if it is surjective
and for every v ∈ V (G), π(star(v)) = star(π(v)).

Here is a straightforward but important consequence of star surjectivity.

Lemma 10.15. Let π : G → H be a surjective graph homomorphism, assume in addition
that π is star surjective. Then any reduced path (f1, . . . , fn) in H can be lifted to a reduced
path (e1, . . . , en) in G, meaning that for all i ∈ {1, . . . , n} we have π(ei) = fi. Moreover,
lifts can be extended: if the reduced path (f1, . . . , fn+m) extends (f1, . . . , fn), then there
are en+1, ..., en+m such that the reduced path (e1, . . . , en+m) is a lift of (f1, . . . , fn+m).

A subtree T of a graph G is called spanning when V (T ) = V (G). Spanning subtrees
always exist, see e.g. [Ser80, Prop. 11 in I.2.3]. We have the following basic lemma, which
is an important tool for developing Bass-Serre theory (see also [Ser80, Prop. 14 in I.3.1]).

Lemma 10.16. Let π : G → H be a surjective graph homomorphism, assume in addition
that π is star surjective. Then given a subtree T ⊆ H, there is a graph homomorphism
j : T → G which lifts T : for every vertex v ∈ V (T ) and every edge e ∈ E(T ),

π(j(v)) = v and π(j(e)) = e.

Proof. Observe that any lift of a proper subtree j′ : T ′ ⊆ T → G can be extended to an
additional vertex connected to T ′ inside T , using star surjectivity. The conclusion then
follows by a direct application of Zorn’s lemma.

Given a group Λ acting on a tree T , Bass-Serre theory offers a natural presentation of
Λ in terms of some of its edge and vertex stabilizers, along with some additional individual
elements of Λ. This presentation is a description of Λ as the fundamental group of a graph
of groups. We now give this presentation in details in the general case, and then explain
how the picture is much simpler in our setup of free products.

Building a presentation from a group acting on a tree. Let us start with a group
Λ acting on a tree T without inversions. We can then form the quotient graph G = Λ\T
and denote by π : T → G the quotient map, which is surjective and star surjective. Fix
a spanning subtree S ⊆ G and a lift j : S → T as provided by Lemma 10.16.

We also fix an orientation of G, i.e. a subset A ⊆ E(G) such that for every edge
e ∈ E(G), either e ∈ A or ē ∈ A and these two cases are mutually exclusive.

We can start describing the vertex and edge stabilizers appearing in the presentation
of Λ (we will need some additional edge stabilizers eventually):
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• For every v ∈ V (G), let Λv = StabΛ(j(v))

• For every e ∈ E(S) ∩ A, let Λe = StabΛ(j(e))

We then extend j to E(G) by first letting, for e ∈ A, j(e) be a lift of e such that

j(s(e)) = s(j(e)).

Such a lift exists by local surjectivity. Then for e ∈ B we let j(e) = j(ē). We extend our
list of edge stabilizers to all the positively oriented edges of G:

• for e ∈ (E(G) \ E(S)) ∩ A, let Λe = StabΛ(j(e))

Observe that j is still a section of π, but it is not a graph homomorphism anymore because
it does not commute with the target map of edges in A (and the source map of edges in
B). Nevertheless, by the definition of the quotient map, for every edge e ∈ A, there is
some edge in the Λ-orbit of j(e) whose target is equal to t(j(e)), so the following definition
makes sense:

• For every e ∈ A ∩ (E(G) \ E(S)), we fix λe ∈ Λ such that λej(t(e)) = t(j(e)).

We then have λe StabΛ(j(t(e)))λ
−1
e = StabΛ(t(j(e))), in other words

λeΛt(e)λ
−1
e = StabΛ(t(j(e))) ⩾ StabΛ(j(e)) = Λe. (II.3)

We finally define various embeddings which will allow us to give the group presentation
we seek:

• For e ∈ A, let ιse be the natural inclusion of Λe in Λs(e) given by the fact that

Λe = StabΛ(j(e)) ⩽ StabΛ(s(j(e))) = StabΛ(j(s(e))) = Λs(e).

• For e ∈ A∩E(S), let ιte be the natural inclusion of Λe in Λt(e) given by the fact that

Λe = StabΛ(j(e)) ⩽ StabΛ(t(j(e))) = StabΛ(j(t(e))) = Λt(e).

• For e ∈ A \ E(S), let ιte be the embedding of Λe into Λt(e) provided by Equation
(II.3): for all γ ∈ Λe, let

ιte(γ) = λ−1
e γλe = λ−1

e ιse(γ)λ
−1
e .

Theorem 10.17 (see [Ser80, Thm. 13 in I.5.3]). The group Λ is actually given by the fol-
lowing presentation: it is generated by the groups (Λv)v∈V (G) and the additional generators
(λe)e∈A\E(S), subject to the following relations

• (amalgamation relations) for all e ∈ A ∩ E(S) and all γ ∈ Λe:

ιte(γ) = ιse(γ).

• (HNN relations) for all e ∈ A \ E(S) and all γ ∈ Λe:

ιte(γ) = λ−1
e ιse(γ)λe.
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Example 10.18. If Λ is acting freely on T , both edge and vertex stabilizers are trivial, so
the amalgamation and HNN relations are trivial, and we deduce that Λ is freely generated
by (λe)e∈A\E(S), thus recovering the characterization of free groups as groups freely acting
on trees.

Example 10.19. Let Γ = Γ1 ∗ Γ2 be a free product, let T be its Bass-Serre tree. By
construction the Γ-action on T is free at the level of edges, and has two orbits at the level
of vertices, namely Γ/Γ1 and Γ/Γ2. The stabilizer of the coset Γ1 is Γ1, and the stabilizer
of the coset Γ2 is Γ2, so stabilizers of vertices are conjugates of either Γ1 or Γ2. The
quotient graph is then a single edge, and we can take as a lift the edge 1Γ whose vertex
stabilizers are Γ1 and Γ2. Since the action on edges is free, again the amalgamation and
HNN relations trivialize and we recover the free product decomposition of Γ.

More generally, take Λ ⩽ Γ, then again edge stabilizers are trivial so we conclude
from the above theorem that Λ is naturally isomorphic to a free product of a free group
over |A \ E(S)| generators with subgroups of either Γ1 or Γ2 (Kurosh’s theorem). In
particular, if Λ is finitely generated, there are only finitely many non trivial Λv, and the
set E(G) \ E(S) is finite (in other words, G has a finitely generated fundamental group).

Remark 10.20. There are actually two natural trees that we can make F2 = ⟨a, b⟩ act on.
The first is the standard Cayley graph, and then the quotient graph is a bouquet of two
circles, obtained by doing two trivial HNN extensions of the trivial group via generators
a and b. The second is associated to the free product decomposition F2 = Z ∗ Z, and it
is not locally finite. Here vertex stabilizers are isomorphic to Z, the action on edges is
free, and the quotient graph is as above an edge whose two extremities are decorated with
copies of Z.

Both trees can be used in order to build highly transitive actions of F2, but do note
that in this text, we only present a full proof for free products, and hence for F2 = Z ∗ Z
we are working with the second tree, which is not locally finite.

We end this section with an important well-known lemma towards proving our high
transitivity result for free products.

Lemma 10.21. Let Γ = Γ1 ∗Γ2 be a free product with |Γ1| ⩾ 3 and |Γ2| ⩾ 2, let T be the
associated Bass-Serre tree. Then Γ ↷ T is minimal, topologically free on the boundary
and of general type.

Proof. Recall that the Γ-action on T is transitive on the edges, hence minimal. There
are only two vertex orbits, corresponding to Γ1 or Γ2 cosets, so up to conjugacy there are
two types of elliptic elements: those of Γ1 and those of Γ2. But by freeness of the action
on the edges and the fact that both Γ1 and Γ2 have cardinality at least 2, it is clear that
these elliptic elements act topologically freely on the boundary.

The fact that the hyperbolic elements of Γ also act topologically freely follows from
the fact that T has no isolated points in its boundary: given any half-tree H, one can
find two disjoint half-trees H1 and H2 contained in H. (the latter property is a direct
consequence of the fact that the vertices corresponding to Γ1 cosets have degree |Γ1| = 3
and every edge touches such a vertex). Now given any hyperbolic automorphism α of T ,
if H is any half-tree, we find two smaller disjoint half trees H1, H2. Then one of them,
say H1, is disjoint from the axis of α, and hence α(H1) is disjoint from H1 as wanted.

Finally, let us show that the action is of general type. Observe that given γ1 ∈ Γ1 \{1}
and γ2 ∈ Γ2 \ {1}, the element γ1γ2 is hyperbolic and its axis can be described as follows:
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if W be the set of all finite words (of length ⩾ 1) of the form γ1γ2γ1γ2 . . . then the set of
edges of the axis of γ1γ2 is W ⊔{1}⊔W−1. With that observation in hand, we take distinct
γ1, γ

′
1 ∈ Γ1 ∈ Γ1 \ {1} and γ2 ∈ Γ2 \ {1}, and then the hyperbolic tree automorphisms

γ1γ2 and γ′1γ2 are transverse, thus showing that the action is of general type.

10.3 Finitely generated subgroups of free products and half-trees

Our proof of the genericity of high transitivity for free products will use crucially the fact
that finitely generated groups of infinite index form a dense subset of the set of infinite
index subgroups. This allows us to bypass some constructions from [FLMMS22], using
Bass-Serre theory as described in the previous section, noting that Bass-Serre graphs of
finitely generated subgroups are essentially isomorphic to the whole Bass-Serre graph,
except on a finite part, which is the content of the following proposition. I am very
grateful to Damien Gaboriau for explaining this to me a certain number of times.

Proposition 10.22. Let Γ = Γ1 ∗ Γ2 be a free product, let T be its Bass-Serre tree, and
let Λ ⩽ Γ be an infinite index finitely generated subgroup, let G = Λ\T and denote by
π : T → G the quotient map. There is a finite connected set K ⊆ E(G) whose complement
induces a forest F with infinitely many vertices, and such that for all v ∈ V (F) and all
w ∈ V (T ) such that π(w) = v, the map π is star-bijective at w, meaning that it induces
a bijection star(w) → star(v).

Proof. We apply Theorem 10.17: we fix an orientation A of Λ\T , a spanning tree S ⊆
Λ\T , a lift j : S → T extended to all the edges of A so that j(s(e)) = s(j(e)) for all e ∈ A.
Finally, for all e ∈ A \ E(S), we fix some λe ∈ Λ such that λej(t(e)) = t(j(e)). Since
the Λ-action on T is free at the level of edges, Theorem 10.17 yields that Λ decomposes
naturally as a free product as follows:

Λ =

(
∗

v∈V (Λ\T )
StabΛ↷T (j(v))

)
∗ FA\E(S),

where FA\E(S) is a free group freely generated by (λe)e∈A\E(S). Since Λ is finitely generated,
there are only finitely many v ∈ V (Λ\T ) such that StabΛ↷T (j(v)) ̸= {1}, and the set
A \E(S) is finite. Moreover, since Λ has infinite index, the edge set of Λ\T is infinite. It
follows that the vertex set of Λ\T is infinite (otherwise A\E(S) would have to be infinite
since a tree has exactly one more vertex than positively oriented edges).

Let us define K as the finite connected set of edges spanned by A along with the
vertices v ∈ V (Λ\T ) such that StabΛ↷T (j(v)) ̸= {1}. Since all the vertices from A belong
to K and S is a spanning tree such that E(G) = E(S)⊔A, the complement of K induces
a forest. Finally, if we fix any vertex v ∈ V (G) \ K, we have StabΛ↷T (j(v)) = {1}, so
for every w ∈ V (T ) such that π(w) = v, we also have StabΛ↷T (w) = {1}. By definition
of the quotient map, this implies that for all w ∈ V (T ) such that π(w) = v, π induces a
bijection star(w) → star(v) as wanted.

In order to use the above proposition, we need a better understanding of half-trees.
We first reproduce a useful lemma from [FLMMS22]. Recall that an edge is called a
treeing edge when its associated half-graph is a tree.

Lemma 10.23. Let G be a connected graph admitting a treeing edge, and let ω be a reduced
path in G. Then ω can be extended to a reduced path ω′ whose last edge is a treeing edge.
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Proof. See [FLMMS22, Lem. 2.17].

Proposition 10.22 will be used together with the following lemma.

Lemma 10.24. Let T be a pruned nonempty tree, let π : T → G be a star-surjective graph
homomorphism. Suppose that there is a finite set K ⊆ E(G) whose complement induces
a forest F with infinitely many vertices, and such that for all v ∈ V (F), all w ∈ V (T )
such that π(w) = v the map π induces a bijection star(w) → star(v). The following hold:

(i) If H is a half-tree in T such that π(H) is contained in the forest F , then π(H) is a
half-tree and the restriction of π to H is a graph isomorphism H → π(H).

(ii) Given any half-tree H in T , there is a smaller half-tree H′ ⊆ H such that π(H′) is
contained in F .

Proof. We start by proving item (i). Let H = H(e) be a half-tree in T such that π(H)
is contained in F . Clearly π(H) is a subtree since it is connected and contained in a
forest. Moreover, any reduced path in H has to be sent by π to a reduced path in F since
for all v ∈ V (F), and all w ∈ V (T ) such that π(w) = v the map π induces a bijection
star(w) → star(v). It follows that π(H(e)) = H(π(e)), in particular π(H) is a half-tree
as wanted. Moreover, using star-bijectivity again, we obtain that π is an injection at
the level of reduced paths starting by e, and hence the restriction of π to H is a graph
isomorphism H → π(H).

We now prove item (ii). Again let H = H(e) be a half-tree in T , let f = π(e), let
v = t(e). By the above lemma, there is a reduced path (f, f2, . . . , fn) in G starting by
f whose last edge fn is a treeing edge, meaning that the half-graph H(fn) is actually
half-tree in G. We now distinguish two cases.

• If the half-tree H(fn) is infinite, it contains a half-tree contained in F since K is
finite. We can thus extend our reduced path to (f, f2, . . . , fn+m) so that H(fn+m)
is a half-tree contained in F . We then lift this reduced path to (e, e2, ..., en+m), and
then the half-tree H(en+m) is sent by π to the half-tree H(fn+m), which is contained
in F as wanted.

• Otherwise H(fn) is finite so it must contain a degree one vertex v. Let (fn, ..., fn+m)
be the unique geodesic path in H(fn) from s(fn) to v. Let (e, e2, . . . , en+m) be a lift
of the reduced path (f, f2, . . . , fn+m). Since T is pruned, we may find e′ ̸= ēn+m

such that s(e′) = t(en+m). Since v = t(fn+m) has degree one, we have π(e′) = f̄n+m,
and so we may lift the reduced path (f̄n+m, f̄n+m−1, . . . , f̄n) to a reduced path of the
form (e′, en+m+1, . . . , en+2m). It follows that the path

(e, e2, . . . , en+m, e
′, en+m+1, . . . , en+2m)

is reduced with π(en+2m) = f̄n. Then H(f̄n) is infinite since H(fn) is finite and
the vertex set of F is infinite. By the first case, we can further extend the lift
(e, e2, . . . , en+m, e

′, en+m+1, . . . , en+2m) to a reduced path whose last edge e′′ satisfies
π(H(e′′)) ⊆ F . Then the half-tree H(e′′) is contained in H and π(H(e′′)) is contained
in F as wanted.

Since we found the desired half-tree in both cases, the proof is finished.
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10.4 Proof of high transitivity for free products

Convention. Our convention that actions on trees are left actions while actions on sets
are right actions still holds. Since here actions on sets will be seen as group homomor-
phisms Γ → S∞, we write composition in S∞ in the reverse direction: if σ, τ ∈ S∞ and
x ∈ N we write xστ for the element obtained by applying first σ to x and then τ to xσ.

The argument uses Baire category techniques, and we will be working directly in the
Polish space of all transitive Γ-actions over an infinite set, which is an important difference
with [MS13]. Here is the main statement.

Theorem 10.25. Let Γ = Γ1 ∗ Γ2 be a free product with |Γ1| ⩾ 3 and |Γ2| ⩾ 2. Then
the space of highly transitive actions of Γ on N is dense Gδ in the space Homtr(Γ,S∞) of
transitive Γ-actions on N.

The following lemma justifies the importance of topological freeness while encompass-
ing two key claims from [FLMMS22], as we will see later. It also shows that topological
freeness implies high faithfulness of the action on the tree in a strong sense, which is not
hard to see with the usual definition of topological freeness as well.

Lemma 10.26. Let Γ ↷ T be an action on a pruned tree which is topologically free on
the boundary. Let γ1, . . . , γn ∈ Γ be pairwise distinct. Then given any half-tree H, there
is another half-tree H′ ⊆ H such that the half trees γ1H′, . . . , γnH′ are pairwise disjoint.

Proof. We prove the result by induction on n ⩾ 1. For n = 1, there is nothing to prove.
Assuming the result holds for some n ⩾ 1, we take γ1, . . . , γn+1 ∈ Γ pairwise distinct
and fix a half-tree H ⊆ T . By our inductive hypothesis, there is some half-tree H0 ⊆ H
such that the half-trees γ1H0, . . . , γnH0 are pairwise disjoint. Applying the definition
of topological freeness to the non-trivial elements γ−1

i γn+1 successively for i ∈ {1, ..., n}
we find Hi ⊆ Hi−1 such that γ−1

i γn+1Hi is disjoint from Hi. It follows that by letting
H′ = Hn ⊆ H0, we have that each γiH′ is disjoint from γn+1H′. Since H′ ⊆ H0 all whose
translates by γ1, . . . , γn are disjoint, the induction is proven and the lemma follows.

Proof of Theorem 10.25. We first spell out the open sets which are used to show that
the space of highly transitive actions is dense Gδ. For all n ⩾ 1, denote by N(n) the set
of n-tuples consisting of pairwise distinct integers. Given (x1, . . . xn, y1, . . . , yn) ∈ N(2n),
consider the following open set

Ux1,...,xn→y1,...,yn = {α ∈ Hom(Γ,S∞) : ∃γ ∈ Γ s.t. ∀i ∈ {1, . . . , n}, yi = xiα(γ)}.

Then if we denote

HT = {α ∈ Hom(Γ,S∞) : α is highly transitive},

we claim that
HT =

⋂
n⩾1

⋂
(x1,...,xn,y1,...,yn)∈N(2n)

Ux1,...,xn→y1,...,yn . (II.4)

Indeed, the right-to-left inclusion is clear, and conversely if α belongs to right-hand term
and if (x1, . . . , xn) ∈ N(n) and (y1, . . . , yn) ∈ N(n), we can pick (z1, . . . , zn) ∈ N(n) distinct
from all the xi’s and yi’s. Since α ∈ Ux1,...,xn→z1,...,zn we find γ1 ∈ Γ such that zi = xiα(γ1)
for all i ∈ {1, . . . , n}, and since α ∈ Uz1,...,zn→y1,...,yn we find γ2 ∈ Γ such that yi = ziα(γ2)
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for all i ∈ {1, . . . , n}. We thus have yi = xiα(γ1γ2) for all i ∈ {1, . . . , n}, thus proving
Equation (II.4).

By the Baire category theorem, it now suffices to prove that each of the open sets in
Equation (II.4) is dense. Fix (x1, . . . xn, xn+1, . . . , x2n) ∈ N(2n), let us show that the open
set Ux1,...,xn→xn+1,...,x2n is dense.

We thus fix a transitive action α and a neighborhood U of α. By Corollary 9.10, we
may as well take α with finitely generated stabilizers. Since Γ is generated by Γ1 ∪Γ2, we
can then find a finite set F ⊆ N such that U contains the closed set

C = {β ∈ Hom(Γ,S∞) : ∀x ∈ F, ∀γ ∈ Γ1 ∪ Γ2, xβ(γ) = xα(γ)}.

We will now construct β ∈ C ∩ Ux1,...,xn→xn+1,...,x2n , thus showing the desired density.
Let T be the Bass-Serre tree of Γ = Γ1∗Γ2. Let us fix a basepoint x0 ∈ N, the map πx0 :

γ 7→ xα(γ) is a Γ-equivariant surjection from the Γ-action on itself by right translation
to the action α. It thus induces a graph homomorphism between the corresponding Bass-
Serre graphs πx0

∗ : BS(Γ ↶ Γ) → BS(N α↶ Γ). Let Λ = Stabα
Γ(x0). Then πx0 descends

to an isomorphism of actions between Λ\Γ ↶ Γ and N α↶ Γ. But the Bass-Serre graph
of Λ\Γ ↶ Γ naturally identifies to Λ\T , so πx0 yields an isomorphism π̃x0 : Λ\T

∼=−→
BS(N α↶ Γ). Finally, if we denote by π : T → Λ\T the quotient map, the following
diagram commutes, where the vertical arrows are graph isomorphisms.

T Λ\T

BS(Γ ↶ Γ) BS(N α↶ Γ)

π

id π̃x0

π
x0
∗

(II.5)

We now apply Proposition 10.22: we have a finite connected set K ⊆ E(Λ\T ) whose
complement induces a forest F with infinitely many vertices, and such that for all v ∈
V (F) and all w ∈ V (T ) such that π(w) = v, the map π induces a bijection star(w) →
star(v). We can thus find a larger finite connected subgraph B in Λ\T which contains all
the edges of the form (π̃x0)−1(x,±) for x ∈ F ∪ {x1, . . . , x2n}, all the edges in A \ E(S),
and such that π is star-bijective at the pullback of every vertex v ∈ V (Λ\T ) \ V (B).
This implies that the Γ1 right action on ΛgΓ1 is free for every vertex ΛgΓ1 ̸∈ V (B), and
similarly that the Γ2 right action on ΛgΓ2 is free for every vertex ΛgΓ2 ̸∈ V (B).

For i ∈ {1, . . . , 2n}, fix some γi ∈ Γ such that

x0α(γi) = xi.

Using Lemma 10.24 2n times, we find a half-tree H in T such that for all i ∈ {1, . . . , 2n},
π(γiH) is a half-tree in Λ\T contained in F .

Let us then fix a spanning subtree S ⊆ Λ\T containing F and a lift j : S → T .
Replacing each γi by another coset representative in Λ\Γ, we may further assume that
γiH is contained in j(S). Since the xi’s are pairwise distinct, the γi’s are pairwise distinct.
By Lemma 10.26 and since the Γ-action on T is topologically free (see Lemma 10.21), there
is a half-tree H′ ⊆ H such that the γiH′ for i ∈ {1, . . . , 2n} are pairwise disjoint. Since
they are all contained in j(S), we also have that the half-trees π(γiH′) for i ∈ {1, . . . , 2n}
are pairwise disjoint in Λ\T . By taking a smaller half-tree, we can even assume H′ is at
even distance from the vertex Γ1.
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We now fix a geodesic reduced path p = (e1, . . . , e2k) in T with starting vertex Γ1 such
that H′ = H(e2k). Consider the connected subgraph G0 of BS(N α↶ Γ) defined as the
union of π̃x0(B) with the paths πx0

∗ (γip), where i ∈ {1, . . . , 2n} (to see that it is connected,
note that the first vertex of the path πx0

∗ (γip) is the α(Γ1)-orbit of x0α(γi) = xi, which
belongs to π̃x0(B)). We are now going to build the desired action β.

Let X1 denote the union of the vertices of G0 which are α(Γ1)-orbits, and X2 denote
the reunion of the vertices of G0 which are α(Γ2)-orbits. We start by defining partially β
as follows:

∀γ ∈ Γ1,∀x ∈ X1, xβ(γ) = xα(γ)

∀γ ∈ Γ2,∀x ∈ X2, xβ(γ) = xα(γ).

Let e2k = (g2k,−) be the last edge of the path p, which points towards the half-tree H′.
Then xiα(g2k) = πx0(γig2k), so xiα(g2k) is an edge whose target xiα(g2kΓ2) has degree one
in G0, in other words xiα(g2k) is the only element of xiα(g2kΓ2) ∩X1. Fix κ2 ∈ Γ2 \ {1},
then xiα(g2kκ2) ̸∈ X1 since Γ2 is freely acting on the Γ2-orbit of xiα(g2k).

Let us also fix some non trivial κ1 ∈ Γ1. We now extend β↾Γ1 a bit further so as to
have β ∈ Ux1,...,xn→xn+1,...,x2n : for i ∈ {1, . . . , n}, we require

xiα(g2kκ2)β(κ1) = xn+iα(g2kκ2). (II.6)

This can be done for instance by adding n copies of Γ1 onto which β(Γ1) acts on the
right, identifying in the i’th copy the element 1Γ1 to xiα(g2kκ2) and the element κ1 to
xn+iα(g2kκ2) so as to have the desired identity (II.6). Note that the restriction of β to
Γ1 is now defined on a larger set X̃1 ⊇ X1, and since N \ X1 is infinite we may as well
assume X̃1 ⊆ N and N \ (X̃1∪X2) is infinite. We then extend arbitrarily β to a transitive
Γ-action on N, e.g. by first filling N with infinitely many new free Γ1 orbits, and then
adding infinitely many new free Γ2 orbits, making sure that the Γ2-orbits connect the Γ1

orbits together and partition N as well5.
It is clear that β ∈ C. Let us check that β ∈ Ux1,...,xn→xn+1,...,x2n . Our main claim is

that
xiα(g2kκ2) = xiβ(g2kκ2).

To see this, we first need to spell out precisely what the path p = (e1, . . . , e2k) con-
necting the vertex Γ1 to the half tree H′ looks like. Since p is a path starting by Γ1, we
have e1 = (g1,+) for some g1 ∈ Γ1, and then ej = (gj, ϵj) for some gj ∈ Γ, where ϵj = + if
j is odd and ϵj = − if j is even, for j ∈ {2, . . . , 2k}. Since the starting vertex is actually
Γ1, we have g1 ∈ Γ1. Furthermore, for j ∈ {1, . . . , 2k− 1} we can write gj+1 = gjhj where
for j even we have hj ∈ Γ2, while for i odd we have hi ∈ Γ1. Since the path is reduced,
no hi can be equal to 1. We thus have g2k = g1h1 . . . h2n−1 with g1 ∈ Γ1, and then for i
odd hi ∈ Γ2 \ {1}, for i even hi ∈ Γ1 \ {1}.

Let us now take i ∈ {1, ..., 2n}. By construction the path πx0
∗ (γip) is contained in

G0. We show by induction on j ∈ {1, . . . , 2k} that xiα(gj) = xiβ(gj). For j = 1, this
follows from the fact that xi ∈ X1. Assuming the result holds for some j < 2k, we write
gj+1 = gjhj and note that (xiα(gj), ϵj) is equal to πx0

∗ (γiej) ∈ E(G0). If j is odd, ϵj = +
so the target of (xiα(gj), ϵj) is xiα(gj)α(Γ1), in particular xiα(gj) ∈ X1 and hence

xiα(gj)α(hj) = xiα(gj)β(hj) = xiβ(gj)β(hj),

5A much more precise version of this argument is made in [FLMMS22] where the free globalization of
a pre-action of Γ is constructed.
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so xiα(gj+1) = xiα(gj+1) as wanted. The case j is even is similar and left to the reader.
This finishes the proof of the induction, in particular xiα(g2k) = xiβ(g2k), and since
xiα(g2k) ∈ X2 we finally conclude

xiα(g2kκ2) = xiβ(g2kκ2)

as wanted.
Now take i ∈ {1, . . . , n}, we have by the previous equality and the definition of β

xiβ(g2kκ2κ1) = xiα(g2kκ2)β(κ1)

= xn+iα(g2kκ2)

= xn+iβ(g2kκ2).

So the element γ := g2kκ2κ1κ
−1
2 g−1

2k satisfies

xiβ(γ) = xn+i

for all i ∈ {1, . . . , n}, thus finishing the proof.

Remark 10.27. Let us now briefly point out the adaptations one needs to make for the
case of amalgamated products. Let Σ be a common subgroup of two countable groups Γ1

and Γ2, consider the amalgamated product Γ = Γ1 ∗ΣΓ2. First, the definition of the edges
of the Bass-Serre graph of a Γ-action changes as follows: the set of vertices remains the set
of Γ1 and Γ2 orbits, but we put one edge between such orbits for every Σ-orbit contained
in both. In this way, the Bass-Serre graph of a free transitive Γ-action still coincides with
the Bass-Serre tree of Γ. But the main difference is that the genericity result holds in
a smaller setup: we need to restrict to actions where Σ acts freely so as to be able to
make the modifications needed for high transitivity (Equation (II.6)): we cannot connect
a Γ1-orbit where Σ acts freely to a Γ2-orbit where it does not. In [FLMMS22, Sec. 5 and
6], we actually work with transitive actions where both Γ1 and Γ2 act freely with infinitely
many orbits, but this may not be necessary. It would be interesting to understand for
which amalgamated products Theorem 10.25 holds. In an unpublished result with Carderi
and Gaboriau, we show that the generic transitive action of a surface group of genus ⩾ 2
is highly transitive, using full groups. This approach will be presented for free groups
instead of surface groups in the next chapter.

10.5 Consequences on the space of subgroups of free products

We now derive consequences of the previous results for the space of transitive actions of
free products, or equivalently for their space of infinite index subgroups. We will use the
following recent result of Azuelos and Gaboriau in a restricted form which is sufficient for
our purposes6.

Theorem 10.28 ([AG23, Thm. 5.12]). Let Γ be a countable group endowed with a faithful
minimal action of general type on a tree T . Suppose that there are two edges e1, e2 ∈ E(T )
such that StabΓ(e1) ∩ StabΓ(e2) is finite. Consider the space Sub|·\T |∞ of all subgroups
Λ ⩽ Γ such that the edge set of Λ\T is infinite. Then the action of Γ by conjugacy on
Sub|·\T |∞ is topologically transitive.

6Their result are stronger in two directions: they allow for a finite kernel and actually describe when
the action is highly topologically transitive (see Remark 12.6 for more on this last notion).
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Corollary 10.29. Let Γ = Γ1 ∗ Γ2 be a free product with |Γ1| ⩾ 3 and |Γ2| ⩾ 2. Then its
space of infinite index subgroups Sub[∞](Γ) the action of Γ by conjugacy on Sub[∞](Γ) has
a dense orbit: Γ admits a totipotent action.

Proof. Consider the Γ-action on its Bass-Serre tree as described in Example 10.19. Since Γ
is acting freely on edges, the previous theorem applies: the space Sub|·\T |∞ of all subgroups
Λ ⩽ Γ such that the edge set of Λ\T is infinite has no isolated points and the action by
conjugacy on it is topologically transitive. However, since the Γ-action on edges is free
and consists of one orbit up to flipping edges, we have that

Sub|·\T |∞ = Sub[∞](Γ).

The result follows.

Theorem 10.30. Let Γ = Γ1 ∗ Γ2 be a free product with |Γ1| ⩾ 3 and |Γ2| ⩾ 2. Then the
set of all infinite index subgroups Λ of Γ such that the action Λ\Γ ↶ Γ is both totipotent
and highly transitive is dense Gδ in the space Sub[∞](Γ) of infinite index subgroups of Γ.

Proof. The fact that totipotent subgroups form a Gδ set which is dense as soon as it is not
empty was already noticed right after Proposition 9.41. So the previous corollary yields
that the space of totipotent subgroups is dense Gδ in Sub[∞](Γ). Theorem 10.25 can then
be combined with Theorem 9.9 to obtain that the conjugacy invariant space of infinite
index subgroups Λ ⩽ Γ such that Λ\Γ ↶ Γ is highly transitive forms a dense Gδ set
in Sub[∞](Γ). Being the intersection of two dense Gδ sets in the Polish space Sub[∞](Γ),
the desired set of infinite index subgroups Λ of Γ such that the action Λ\Γ ↶ Γ is both
totipotent and highly transitive is dense Gδ in Sub[∞](Γ) by the Baire category space.

We end this section by mentioning a consequence on amenable actions of free products.
First recall that a (non necessarily transitive) action Γ ↷ X is amenable if for every
ϵ > 0 and S ⋐ Γ, one can find an (S, ϵ)-invariant finite set, namely F ⋐ X such that for
all γ ∈ F ,

|F △ γF |
|F |

< ϵ.

A subgroup Λ ⩽ Γ is coamenable if the transitive action Γ ↷ Γ/Λ is amenable. By
definition a group Γ is amenable if its action by left translation on itself is amenable, which
can easily be shown to be equivalent to the fact that every free Γ-action is amenable.

As first noticed by van Douwen for free groups [van90], some non amenable groups
admit nevertheless faithful amenable actions7. Following Glasner and Monod, we denote
by A the class of countable groups admitting a faithful amenable action [GM07].

Glasner and Monod have obtained a characterization of free products belonging to the
class A, i.e. admitting a faithful amenable action [GM07].

Since any action which weakly contains an amenable action has to be amenable8, we
conclude from the previous theorem that if a free product admits an amenable transitive
action on an infinite set, then the space of infinite index subgroups Λ such that Λ\Γ ↶ Γ
is totipotent, highly transitive and amenable is comeager.

7Van Douwen’s action is actually much more than faithful: every nontrivial group element fixes only
finitely many points.

8More generally, one can show that if an action α weakly contains a family of actions Γ ↷ Xi such
that the disjoint union of these actions Γ ↷

⊔
i Xi is amenable, then α is amenable.
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We also note that since totipotent actions are automatically (highly) faithful, a free
product Γ1 ∗ Γ2 with |Γ1| ⩾ 3 and |Γ2| ⩾ 2 is in A if and only if it admits an amenable
transitive action on an infinite set. A version of this argument was very recently used by
Azuelos and Gaboriau, allowing them to obtain many new examples of countable groups
in A, see [AG23, Sec. 8].

Example 10.31. As per Example 9.38 (or as a very special case of Corollary 10.29),
the free group on two generators F2 = ⟨a, b⟩ admits a totipotent action. Moreover, any
surjective group homomorphism F2 → Z (e.g. the one obtained by sending a to 1 and
b to 0) yields an action of F2 on Z by translation which is amenable since Z is. So any
totipotent F2 action is amenable, and since such actions are moreover highly faithful, we
conclude that F2 belongs to the class A. The same argument shows that for every n ⩾ 2,
the free group Fn is in A.
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Part III

Non-free actions in the measurable
context

11 Consequences of density in full groups

We now begin our study of countable dense subgroups of full groups (see Section 7 for the
definition of the latter). The results we present here were obtained jointly with Carderi
and Gaboriau in an unpublished work, and generalize earlier results of Eisenmann-Glasner
[EG16] and the author [LM18a]. They will be applied in the next section to free groups.
For simplicity we will stick to the type II1 case, and we may as well assume that our type
II1 equivalence relation R on the standard probability space (X,µ) is p.m.p. (probability
measure preserving), meaning that the probability measure µ is preserved by the elements
of the full group of R, or equivalently that R comes from an action of a countable group
which preserves the measure µ.

This allows us to make use of the following well-known construction: given A ⊆ X
and T ∈ Aut(X,µ), the Poincaré recurrence theorem implies that for almost all x ∈ A
there is n ⩾ 1 such that T n(x) ∈ A. Defining for x ∈ X

τT,A(x) =

{
min{n ⩾ 1: T n(x) ∈ A} if x ∈ A

0 otherwise,

the transformation induced by T on A, denoted by TA, is given by TA(x) = T τT,A(x)(x).
It is a measure-preserving transformation, and if T ∈ [R] then TA ∈ [R] as well.

Our first result shows that density in the full group is inherited by point stabilizers,
as opposed to what happens for the infinite symmetric group (although point stabilizers
of a countable dense subgroup of S∞ are themselves highly transitive). This can be seen
as a manifestation of the fact that the measure µ does not see singletons.

Note that we make a slight abuse of notation in the statement: when we write Γ ⩽ [R],
we are actually fixing some Borel Γ-action on X which induces the inclusion of Γ in the
full group of [R] (the whole full group [R] does not act on X since its elements are only
defined up to measure zero).

Theorem 11.1. Let R be a p.m.p. equivalence relation, let Γ ⩽ [R] be a countable
dense subgroup. Then there is a full measure Borel subset X0 ⊆ X such that for all
x1, ..., xn ∈ X0, the subgroup StabΓ(x1) ∩ · · · ∩ StabΓ(xn) is still dense in [R].

The proof of this theorem relies on the following key lemma.

73
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Lemma 11.2. Let R be a p.m.p. equivalence relation, suppose Γ ⩽ [R] is a countable
dense subgroup and let T ∈ [R]. Fix A ⊆ X Borel, then there is a full measure Borel
subset XA ⊆ X such that whenever x1, . . . , xk ∈ A∩XA, there is γ ∈ Γ such that γxi = xi
for all i ∈ {1, . . . , k} and

du(γ, T ) < 3µ(A).

Proof. Observe that the induced transformation TX\A satisfies TX\A(x) = T (x) as soon
as T (x) ̸∈ A and x ̸∈ A. Since µ(T−1(A)) = µ(A), it follows that du(T, TX\A) ⩽ 2µ(A).
By density, for every n ∈ N we can pick γn ∈ Γ such that du(γn, TX\A) < 2−n. By
definition of the uniform distance and the Borel-Cantelli lemma, we have a full measure
Borel subset XA ⊆ X such that for all x ∈ XA, there is N ∈ N such that γn(x) = TX\A(x)
for all n ⩾ N . So if we now pick x1, . . . , xk ∈ A ∩ XA, for large enough n ∈ N we have
γn(xi) = TX\A(xi) = xi, and if we furthermore took n so large that 2−n < µ(A), we have
by the triangle inequality

du(γn, T ) ⩽ du(γn, TX\A) + du(TX\A, T ) ⩽ 2−n + 2µ(A) < 3µ(A),

so we can take γ := γn and the proof is finished.

Proof of Theorem 11.1. Let A be a countable algebra of Borel subsets of X such that for
every n ∈ N there is a partition of X into n elements of A of measure 1

n
.

The above lemma grants us for every A ∈ A a full measure Borel subset XA ⊆ X such
that for every T ∈ [R], every x1, . . . , xk ∈ A ∩XA, there is γ ∈ Γ such that γxi = xi for
all i ∈ {1, . . . , k} and

du(γ, T ) < 3µ(A).

If we let X0 :=
⋂

A∈AXA, we thus have that for every A ∈ A, every T ∈ [R], every
x1, . . . , xk ∈ A ∩X0, there is γ ∈ Γ such that γxi = xi for all i ∈ {1, . . . , k} and

du(γ, T ) < 3µ(A).

Let us now show the desired density: let x1, . . . , xk ∈ X0 and ϵ > 0. Let n ⩾ 1 such
that 3k

n
< ϵ, then by our assumption on A we have a partition (A1, . . . , An) ∈ An of X

into sets of measure 1
n
. Taking the union of those Aj which contain some xi, we obtain a

set A ∈ A of measure at most k
n

containing all the xi’s. By construction there is γ ∈ Γ
such that γxi = xi for all i ∈ {1, . . . , k} and

du(γ, T ) < 3µ(A) < ϵ,

which concludes the proof that the subgroup StabΓ(x1) ∩ · · · ∩ StabΓ(xn) is dense in the
full group [R].

Now that we know that density is inherited by finite intersections of stabilizer sub-
groups, we move to consequences of density for the action of the group on a full measure
subset of the set X, and then on the ergodic properties of the action of the group on
(X,µ).

11.1 Density, permutationally full actions and the fullness degree

This section is devoted to a new property for actions on sets which we call permutational
fullness, and which as we will see puts under the same umbrella high transitivity on every
orbit and total non freeness. Given any set X, let us denote by Sym(X) its group of
bijections, so that by definition S∞ = Sym(N).
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Definition 11.3. A Γ-action on a set X is called permutationally full if given a finite
subset F ⋐ X and σ ∈ Sym(F ) such that for all x ∈ F , σ(x) is in the ρ-orbit of x, there
is γ ∈ Γ such that for every x ∈ F ,

ρ(γ)x = σ(x).

Note that a transitive action over an infinite set is highly transitive if and only if
it is permutationally full. Just as high transitivity can be restated as density in the
permutation group S∞ (see Remark 9.16), permutational fullness can be restated as
density in the the permutational full group.

Definition 11.4. The permutational full group of a Γ-action ρ on a set X is the group
of permutations σ ∈ Sym(X) such that σ(x) ∈ ρ(Γ)x for all x ∈ X. We denote it by [ρ].

Not that [ρ] is a closed subgroup of Sym(X), equipped with the topology of pointwise
convergence where we view X as a discrete set.

Proposition 11.5. Let ρ be a Γ-action on a set X with |X| ⩾ 3. The following are
equivalent:

(i) The action ρ is permutationally full;

(ii) The restriction of ρ to any finite union of orbits is permutationally full.

(iii) Given finitely many distinct ρ-orbits O1, ..., Ok and finite subsets F1 ⋐ O1, . . . , Fk ⋐
Ok, for every permutations σ1 ∈ Sym(F1), ..., σk ∈ Sym(Fk), there is γ ∈ Γ such
that for every i ∈ {1, ..., k} and every x ∈ Fi, we have ρ(γ)x = σi(x).

(iv) The closure of ρ(Γ) in Sym(X) is equal to the permutational full group of ρ.

Proof. The equivalence between (i) and (ii) is a direct consequence of the definition of
permutational fullness. Also, (iii) is a reformulation of (i) by cutting F according to the
partition of X into ρ-orbits, so the two conditions (iii) and (i) are also equivalent.

Since every permutation σ as in the definition of permutational fullness extends to an
element of [ρ] by letting it act trivially outside of F we have that (iv) implies (i). The
converse follows from the fact that if we are given some τ ∈ [ρ] and F ⋐ X, the restriction
ρ↾F can be extended to a permutation σ of a larger finite set F ′ ⊇ F such that for all
x ∈ F ′, σ(x) is in the ρ-orbit of x.

Straightforward examples of a permutationally full action are provided by highly tran-
sitive actions. The point of the above definition is that it provides a stronger notion
because if an action is permutationally full, its restriction to any infinite orbit is highly
transitive. Another nice consequence of permutational fullness is total non freeness.

Definition 11.6 (Vershik, [Ver12, Def.-Th. 1, sect. 2.3]). Let Γ be a countable group.
A Γ-action on a set X is called totally non free when the stabilizer map x 7→ StabΓ(x)
is injective.

Proposition 11.7. Every permutationally full action all whose orbits have cardinality at
least 3 is totally non free.

Proof. Suppose Γ ↷ X is permutationally full. Let x ̸= y. Since all orbits have cardinality
at least 3, we find z in the same ρ-orbit as y, distinct from both x and y. Consider the
permutation σ ∈ Sym({x, y, z}) defined by σ(x) = x, σ(y) = z and σ(z) = y. Then any
γ ∈ Γ such that ρ(γ) extends σ witnesses that StabΓ(x) ̸= StabΓ(y).
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Remark 11.8. In particular, when all the orbits have cardinality at least 3, a permuta-
tionally full action has all its restrictions two distinct orbits non isomorphic (otherwise
they would have some common stabilizer). The above argument shows that even when
there are orbits of cardinality 2, the Γ-actions restricted to two distinct orbits of cardi-
nality 2 cannot be isomorphic.

In view of the fact that every permutationally full action with infinite orbits is highly
transitive onto every orbit, the following result generalizes the result of Eisenmann-Glasner
that dense subgroups act highly transitively on orbits [EG16, Prop. 1.19]. On the other
hand, Proposition 11.7 yields that it also generalizes the fact that after removing a null
set, dense subgroups of full groups act totally non freely on the underlying space, as was
first proved by the author in [LM18a, Prop. 1.10].

Theorem 11.9. Let Γ be a dense subgroup of [R], where R is a p.m.p. equivalence
relation. Then there is a conull R-invariant Borel subset X0 ⊆ X such that the restriction
of the Γ-action to X0 is permutationally full and its orbits are equal to the R-classes.

Proof. We start by fixing a countable Γ-invariant subalgebra A of the Borel subsets of X
which separates points. Let G be a countable group generating the equivalence relation
R (for instance, one could take G = Γ, but we use a different name for clarity since G is
only used to “name” finite subsets of orbits).

For every n-tuple of points (x1, · · · , xn) with pairwise distinct orbits and every n-tuple
of finite subsets F1 ⋐ Gx1, . . . , Fn ⋐ Gxn, there exists an n-tuple (K1, · · · , Kn) of finite
subsets of G such that the maps

φi : Ki → Fi

k 7→ kxi

are bijections. For i ∈ {1, . . . , n}, let σi ∈ Sym(Fi). Let σ′
i = φ−1

i σiφi ∈ Sym(Ki). We
are after an element γ of Γ such that

γkxi = σi(kxi) = σ′
i(k)xi

for all i ∈ {1, · · · , n} and k ∈ Ki.
We claim there is an n-tuple (A1, · · · , An) of elements of the algebra A such that

xi ∈ Ai and the sets (kAi)i∈{1,...,n},k∈Ki
are pairwise disjoint. Indeed, since the points

(kxi)i∈{1,...,n},k∈Ki
are pairwise distinct we can find a disjoint family (Ai,k)i∈{1,...,n},k∈Fi

of
elements of the separating algebra A such that kxi ∈ Ai,k. Then Ai :=

⋂
k∈Ki

f−1Ai,k is
as wanted.

Consider now any n-tuple (Ki, σ
′
i, Ai)i=1,··· ,n of finite subsets Ki ⋐ G, σ′

i ∈ Sym(Ki)
and Ai ∈ A such that the sets (kAi)i∈{1,...,n},k∈Ki

are pairwise disjoint. We introduce the
element T = T(Ki,σ′

i,Ai)i=1,··· ,n ∈ [R] defined as follows:

T (x) =

{
σ′
i(k)k

−1x if x ∈ kAi for some i ∈ {1, ..., n} and k ∈ Ki

x otherwise.

It satisfies T (k(xi)) = σ′
i(k)xi for every xi ∈ Ai, k ∈ Fi. By density of Γ in the full group

[R], there is a sequence (γm)m of elements of Γ such that du(γm, T ) → 0, and we may
as well assume du(γm, T ) < 2−m. By the Borel-Cantelli lemma, for almost all x ∈ X,
we have γm(x) = T (x) for all but finitely many m ∈ N. This provides us a conull set
Z(Ki,σ′

i,Ai)i=1,··· ,n restricted to which, if we pick finitely many elements xi ∈ Ai, for m large
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enough, we do have γmkxi = σi(kxi) as wanted. Taking the intersection of the countably
many conull sets Z(Ki,σ′

i,Ai)i=1,··· ,n and further intersecting with its G-translates so as to
make it R-invariant, we arrive at the desired set X0.

Question 6. Does the converse hold: if Γ ↷ (X,µ) is a p.m.p. action which is permuta-
tionally full as an action on the set X, must Γ be dense in the full group of RΓ?

An easy example of a permutationally full action of a countable group on a set with
infinitely many orbits is given by taking a highly transitive action of a group Γ on a set
X and then making

⊕
N Γ act on X × N. But note that the action is not faithful when

restricted to one of its orbits.

Example 11.10. A nice example of a permutationally full action which is faithful on
every orbit is provided by topological dynamics: given a minimal action of a countable
group on the Cantor space by homeomorphisms, by using arguments similar to those of
Theorem 11.9 it can be shown that the action of its alternating topological full group on
the Cantor space is permutationally full, and it is faithful on every orbit by minimality.
It is however not highly faithful since there are (many!) nontrivial group elements with
disjoint supports.

Since we are only considering countable infinite groups, every action which is faithful
on every orbit has only infinite orbits.

Definition 11.11. Let Γ be a countable infinite group. Let PF denote the class of all
permutationally full actions (ρ,X) of Γ on arbitrary sets X which are faithful onto every
orbit. The fullness degree is the maximal cardinality of the set of orbits ρ(Γ)\X where
(ρ,X) ∈ PF .

Remark 11.12. By Proposition (11.7), if (ρ,X) ∈ PF then the stabilizer map embeds
X in Sub(Γ), which has cardinality at most 2ℵ0 . It follows that the fullness degree of a
countable group is well-defined and at most 2ℵ0 .

Theorem 11.9 has the following remarkable consequence.

Corollary 11.13. Suppose Γ is a dense subgroup of the full group of an ergodic p.m.p.
equivalence relation on (X,µ), then the fullness degree of Γ is equal to 2ℵ0.

Proof. Note that by ergodicity and faithfulness of the Γ-action on (X,µ), the Γ-action on
almost every orbit is faithful: for each γ ∈ Γ \ {1}, the support of γ has positive measure,
and hence must intersect almost every orbit. So we may as well assume the Γ-action is
faithful on each Γ-orbit, and then the result follows from the previous theorem.

Remark 11.14. Any partially finitary group (e.g. the group of finitely supported per-
mutations) has only one highly transitive action up to conjugacy, namely the action on N
which makes it partially finitary (see Theorem 9.17). So the fullness degree of partially
finitary groups is 1 in view of Remark 11.8. In particular such groups cannot be dense
subgroups of full groups by the above corollary.

Observe that a group is highly transitive if and only if its fullness degree is at least
1, so non highly transitive groups have fullness degree 0. The above remark provides an
example of a of groups with fullness degree 1, a dense countable subgroups of full groups
have fullness degree 2ℵ0 . The following question is particularly appealing to us.

Question 7. Is there a countable group whose fullness degree does not belong to {0, 1, 2ℵ0}?
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11.2 Ergodic theoretic consequences of density

In this section we list the ergodic theoretic features of actions yielding dense subgroups
in full groups of ergodic p.m.p. equivalence relations. They all rely on the fact that
full groups of ergodic p.m.p. equivalence relations are dense in Aut(X,µ) for the weak
topology.

The key fact that we use is the irreducibility of the Koopman unitary representation
of κ : Aut(X,µ) → U(L2

0(X,µ)), where

L2
0(X,µ) =

{
f ∈ L2(X,µ) :

∫
X

f = 0

}
= (C1X)⊥

and κ(T )f(x) = f(T−1x). Let us give an easy proof of the irreducibility, which is due to
Glasner-Furstenberg-Weiss [Gla03, Thm. 5.14] and Bekka-de la Harpe (unpublished).

Theorem 11.15. The Koopman representation κ : Aut(X,µ) → U(L2
0(X,µ)) is irre-

ducible.

Proof. Let f ∈ L2
0(X,µ) be a non zero function, and let K be the the Hilbert space

spanned by Aut(X,µ) · f ⊕C1X . We have to show that K = L2(X,µ). Because
∫
X
f = 0,

we have µ({x ∈ X : f(x) > 0}) > 0, and we let α = µ({x ∈ X : f(x) > 0}). By density
of step functions in H, it suffices to show that K contains all the characteristic functions
of Borel subsets of X. Because Aut(X,µ) acts transitively on sets of equal measure, and
because the sum of the characteristic functions of two disjoint sets is the characteristic
function of their union, it suffices to show that for every ϵ ∈ (0, α), there exists A ⊆ X
such that µ(A) = ϵ and K contains the characteristic function of A.

To this end, we fix ϵ ∈ (0, α) and A ⊆ {x ∈ X : f(x) > 0} of measure ϵ. Let
T ∈ Aut(X,µ) whose ergodic components are A andX\A. We then apply von Neumann’s
mean ergodic theorem to T and f , which yields that the function

f̃ =

∫
A
f

µ(A)
χA +

∫
X\A f

1− µ(A)
χX\A

arises as a limit of Cesaro averages of f , and thus belongs to K. By subtracting
∫
X\A f

1−µ(A)
·1X

to it and renormalizing, we find that χA belongs to K, which ends the proof (note that∫
X\A f < 0, which guarantees that f̃ takes two distinct values).

Since the Koopman representation is continuous (when endowing Aut(X,µ) with the
weak topology and U(L2

0(X,µ)) with the strong topology), we get the following corollary1.

Corollary 11.16. Let ρ : Γ → Aut(X,µ) be a p.m.p. action with dense image in
Aut(X,µ). Then the Koopman representation of ρ on L2

0(X,µ) is irreducible, and as
a consequence ρ has no nontrivial factor.

Proof. If the Koopman representation of ρ were reducible, let K ⊆ L2
0(X,µ) be a proper

κ(Γ)-invariant nontrivial subspace, then by density and continuity K is also κ(Aut(X,µ))
invariant, thus contradicting the above theorem.

Now observe that if π : (X,µ) → (Y, ν) is a factor map of ρ onto some other p.m.p.
action ρ′, then L2

0(Y, ν) embeds into L2
0(X,µ) via f 7→ f ◦ π as an invariant subspace. So

either (Y, ν) is a point or π induces an isomorphism L2
0(Y, ν) → L2

0(X,µ), which means
that π is an isomorphism of actions.

1We are grateful to Todor Tsankov for pointing out the absence of nontrivial factors, and its relation-
ship with weak mixing (see Remark 11.18).
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Say that a p.m.p. action Γ ↷ (X,µ) is weakly mixing if for all ϵ > 0, whenever
(A1, . . . , An) and (B1, . . . , Bn) are finite partitions of X, there is γ ∈ Γ such that for all
i, j ∈ {1, . . . , n},

|µ(Ai ∩ γBj)− µ(Ai)µ(Bj)| < ϵ.

Proposition 11.17. Let ρ : Γ → Aut(X,µ) be a p.m.p. action with dense image in
Aut(X,µ). Then ρ is weakly mixing.

Proof. Let (A1, ..., An) and (B1, ..., Bn) be partitions of X, let ϵ > 0. For each i ∈
{1, ..., n}, we find a partition (Ci,j)

n
j=1 of Ai such that for every j ∈ {1, ..., n}, we have

µ(Ci,j) = µ(Ai)µ(Bj). For j ∈ {1, ..., n}, we then define Cj =
⊔n

i=1Ci,j. Observe that
µ(Cj) = µ(Bj) and for every i ∈ {1, ..., n} we have µ(Ai ∩ Cj) = µ(Ai)µ(Bj).

Let us now fix T ∈ Aut(X,µ) such that T (Bj) = Cj for every j ∈ {1, ..., n}. Observe
that for every i, j ∈ {1, ..., n}, such a T satisfies

µ(Ai ∩ T (Bj)) = µ(Ai)µ(Bj).

So any γ ∈ Γ sufficiently close to T in the weak topology will satisfy

|µ(Ai ∩ ρ(γ)Bj)− µ(Ai)µ(Bj)| < ϵ

as wanted.

Remark 11.18. For details on the definitions and facts which follow, see [KL16, Sec. 2.2].
A p.m.p. action is compact when its image in Aut(X,µ) has compact closure. Every
p.m.p. action has a maximal compact factor, and weakly mixing actions are exactly those
whose maximal compact factor is trivial. In view of the absence of nontrivial factors
for p.m.p. actions with dense image, the above proposition can also be obtained as a
consequence of the fact that Aut(X,µ) is not compact.

The following proposition will enable us to apply the above results to dense subgroups
of full groups.

Proposition 11.19 ([Kec10, Prop. 3.1]). Let R be an ergodic p.m.p. equivalence relation,
then its full group [R] is dense in Aut(X,µ) for the weak topology.

Proof. By definition of the weak topology, a basic neighborhood O of T ∈ Aut(X,µ) is
given by some ϵ > 0 and (A1, . . . , An) partition of X as the set

O = {U ∈ Aut(X,µ) : ∀i ∈ {1, . . . , n}, µ(U(Ai)△ T (Ai)) < ϵ}.

By Lemma 7.16, for every i ∈ {1, ..., n} there is some φi ∈ [[R]] with domain Ai and
range T (Ai). The p.m.p. transformation U :=

⊔n
i=1 φi then belongs to [R] and to our

fixed neighborhood O of T since it actually takes exactly each Ai to T (Ai).

Putting these results together, we arrive at the following conclusion.

Theorem 11.20. Let R be an ergodic p.m.p. equivalence relation on (X,µ), let Γ ⩽ [R]
be dense. Then the Γ-action on (X,µ) is weakly mixing and has no nontrivial factor.
Moreover, there is a full measure Borel subset X0 ⊆ X such that for any x1, ..., xn ∈ X0,
the action of the subgroup

n⋂
i=1

StabΓ(xi)

on (X,µ) is weakly mixing and has no nontrivial factor. In particular, the Γ action on
(X,µ) is metrically k-transitive for all k ⩾ 1 in the sense of Vershik [Ver12, Def. 8].
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Proof. Since the uniform topology refines the weak topology and the full group [R] is
dense in Aut(X,µ) by the previous proposition, Γ is dense in Aut(X,µ). So by Proposition
11.17, the Γ-action is weakly mixing, and by Corollary 11.16 it has no nontrivial factor.
Finally, Theorem 11.1 yields a full measure set X0 ⊆ X such that the finite intersections
of stabilizers of elements of X0 are dense as well, and hence satisfy the same conclusion
as Γ itself.

Remark 11.21. Let us remark that weak mixing seems to be the strongest mixing prop-
erty that dense subgroups of full groups have. For instance, they are not mildly mixing2:
any injective sequence (γn) approximating the identity3 satisfies limn→+∞ µ(γnA△A) = 0
for all A ⊆ X, thus contradicting mild mixing.

11.3 Density and invariant random subgroups

We now exhibit the strong connection between the measure-preserving action associated
to a dense subgroup of a full group and invariant random subgroups.

Recall that an invariant random subgroup (or IRS) of a countable group Γ is a
probability measure on Sub(Γ) which is preserved by the conjugacy action.

Given any p.m.p. action ρ of Γ on (X,µ), the stabilizer map Stab : X → Sub(Γ) is
equivariant if we endow X with the action ρ and Sub(Γ) with the conjugacy action. It
follows that the probability measure Stab∗ µ is an invariant random subgroup, which we
call the IRS associated to the p.m.p. action ρ. Observe that any two isomorphic p.m.p.
actions must have the same IRS.

Remark 11.22. Recalling from Section 9.1 that subgroups are the same thing as isomor-
phism classes rooted transitive actions, we could equivalently define an invariant random
rooted transitive action as a Borel probability measure on the space of isomorphism classes
of rooted transitive actions which is invariant under the natural rerooting action of Γ on
this space: γ · [α, x0] = [α, α(γ)x0]. Given a Γ-action ρ on a set X, the stabilizer map
becomes the map which takes x ∈ X to the (isomorphism class of the) restriction of ρ to
the orbit of x, rooted at x. The invariant random rooted transitive action associated to
a p.m.p. Γ-action ρ on (X,µ) is thus the pushforward of µ by the map x 7→ [ρ↾ρ(Γ)x, x].

The prototypical example of an IRS is that of the Dirac measure δN on a normal
subgroup N ◁Γ, and IRS are often presented as generalizations of normal subgroup. Also
note that the Bernoulli shift Γ/N ↷ [0, 1]Γ/N , viewed as a p.m.p. Γ-action, has associated
IRS δN . A random version of this construction, due to Abért, Glasner and Virag, yields
that every IRS actually comes from a p.m.p. action [AGV16, Prop. 12].

The analogy between normal subgroups and IRS’s is mostly motivated by the fact
that rigidity results on normal subgroups actually tend to generalize to IRS’s (see [SZ94]
for the first result in this direction, although the terminology IRS had not been coined
at the time). However, our results here provide IRS’s which are far from being normal in
many ways.

A good source of interesting (and far from normal) IRS’s is provided by totally non
free p.m.p. actions. In this context, total non freeness means that the stabilizer map
becomes injective when restricted to a full measure set, which is actually Vershik’s original

2By definition a p.m.p. action is mildly mixing if lim infγ→∞ µ(A△ γA) > 0 for all Borel A ⊆ X such
that µ(A) > 0 , see e.g. [Sch84].

3Such a sequence exists because there are no isolated points in Aut(X,µ), which is actually a con-
tractible space (see [Kec10, Thm. 2.8]).
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definition from [Ver12]. In particular, any totally non free p.m.p. action on (X,µ) is
isomorphic to the action by conjugacy on Sub(Γ) endowed with the corresponding IRS
Stab∗ µ.

As already noted by Vershik, any two totally non free p.m.p. actions are isomorphic
iff they have the same IRS4. Moreover, the IRS Stab∗ µ of any totally non free action is
self-normalizing: for Stab∗ µ almost every Λ ⩽ Γ, we have that the normalizer of Λ
is equal to Λ (indeed the stabilizer subgroup is self-normalizing iff the restriction of the
stabilizer map to the corresponding orbit is injective).

We can now restate the properties of dense subgroups of full groups in terms of the
corresponding IRS’s.

Theorem 11.23. Let R be a p.m.p. ergodic equivalence relation on (X,µ), let ρ : Γ → [R]
be a faithful p.m.p. action with dense image in [R]. Denote by ν the corresponding IRS.
Then there is a ν-full measure subset S0 ⊆ Sub(Γ) such that for all n ⩾ 0, for all
Λ1, ...,Λn ∈ S0, the intersection

⋂n
i=1 Λi (taken to be equal to Γ when n = 0) satisfies the

following two properties

• it acts in a weakly mixing manner on (Sub(Γ), ν), and this action is permutationally
full up to a null set.

• for ν-almost all Λ ⩽ Γ, the action

n⋂
i=1

Λi ↷ Γ/Λ

is highly transitive and faithful.

Proof. By Theorem 11.9, there is a full measure ρ(Γ)-invariant subsetX0 ⊆ X restricted to
which ρ is permutationally full with orbits equal to the R-classes. Being permutationally
full, the action is in particular totally non free by Proposition 11.7. It follows that ρ is
isomorphic to the conjugacy action of its IRS ν via the stabilizer map.

We then apply Theorem 11.1 and find a full measure subset X0 ⊆ X such that for
all x1, . . . , xn ∈ X0, the subgroup

⋂n
i=1 Stab

ρ
Γ(xi) is still dense in [R]. Letting S0 =

Stabρ
Γ(X0), we obtain the desired full measure subset of Sub(Γ).

Indeed, for all Λ1, ...,Λn ∈ S0, the subgroup
⋂n

i=1 Λi is dense in [R], so by Theorem
11.20 its action is weakly mixing, and by Theorem 11.9 it is permutationally full after
restricting it to a suitable full measure set, and its orbits are equal to the R-classes. In
particular, for almost all x, the ρ-action of

⋂n
i=1 Λi on [x]R = ρ(Γ)x is highly transitive,

and faithful by ergodicity and faithfulness of ρ. Pushing this forward via the stabilizer
map, we obtain the desired statement.

Remark 11.24. Let ν be the IRS of a ρ-action as in the above theorem. The second item
implies in particular that given any Λ1, ...,Λn in the full measure set S0, their intersection⋂n

i=1 Λi is infinite. Taking Λ1, . . . ,Λn in the same conjugacy class, we deduce that ν-almost
every Λ ⩽ Γ is n-step s-normal in the sense of Bader, Furman and Sauer [BFS14].

4In particular, the conjugacy relation on the space of totally non-free p.m.p. actions is smooth in the
sense of invariant descriptive set theory.
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12 Cost and totipotent dense actions of free groups

We start by giving Levitt’s original definition of cost, which is very useful in practice.
First recall that given a p.m.p. equivalence relation R on (X,µ), its pseudo full group as
defined in Definition 7.15 is denoted by [[R]]. A graphing of R is a countable subset
Φ ⊆ [[R]], and its cost is

Cost(Φ) =
∑
φ∈Φ

µ(dom φ) =
∑
φ∈Φ

µ(rngφ),

the last equality being a consequence of the fact that R preserves µ. A graphing Φ is
generating if up to a null set, R is the smallest equivalence relation whose pseudo full
group contains Φ.

Definition 12.1 (Levitt [Lev95]). Given a p.m.p. equivalence relation R, its cost is the
infimum of the costs of its generating graphings.

Two remarks are in order. First, every p.m.p. equivalence relation comes from a
p.m.p. action of a countable group Γ, say ρ, and then the graphing ρ(Γ) witnesses that
the infimum in the above definition is above a nonempty set. Second, when R comes
from an action ρ of a finitely generated group Γ, then the cost of R is bounded above
by the minimal number of generators of Γ, since any finite generating set of Γ becomes
generating for R via the action map ρ.

A founding result of Gaboriau is that p.m.p. equivalence actions coming from free ac-
tions of Fn have cost n [Gab00]. Our work is motivated by the following easier consequence
of the theory of cost.

Theorem 12.2 (Gaboriau). Let R be an ergodic p.m.p. equivalence relation, let n ⩾ 2.
Then Cost(R) < n if and only if there is a non-free action of the free group Fn inducing
the equivalence relation R.

The main result of our PhD thesis can be seen as a strengthening of the above theorem:
under the same assumptions, Cost(R) < n iff there is an action ρ of the free group Fn such
that ρ(Fn) is dense in [R] [LM14b, LM14a]. In [LM18a], we obtained a much stronger
conclusion by achieving as well the following two properties:

1. amenability of the action on almost every orbit.

2. high faithfulness of the action on almost every orbit.

In particular we could make the action ρ faithful, thus getting the following reinforcement
of the above theorem:

Theorem 12.3 ([LM18a]). Let R be an ergodic p.m.p. equivalence relation, let n ⩾ 2.
Then Cost(R) < n if and only if there is a dense free group on n generators in [R] whose
action on almost every orbit is amenable and highly faithful.

Noting that dense subgroups act totally non-freely (which as we saw in the last section
is actually a consequence of permutational fullness), this has the following nice conse-
quence, reinforcing a result of Bowen which is the statement below without the moreover
part (see [Bow15, Cor. 5.4]).
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Corollary 12.4. Let R be an ergodic p.m.p. equivalence relation, let n ⩾ 2. Then
Cost(R) < n if and only if there is an IRS ν of Fn such that R is isomorphic to the equiv-
alence relation relation generated by the faithful conjugacy action of Fn on (Sub(Fn), ν).
Moreover, such an IRS can actually be taken to be supported on co-amenable unconfined
subgroups of Fn.

We have seen that for finitely generated free groups of rank n ⩾ 2, high faithfulness and
amenability (or in the space of subgroups, unconfinedness and co-amenability) are implied
by totipotency. So the following result, obtained with Carderi and Gaboriau, implies the
previous ones, yielding dense subgroups of full groups whose action onto almost every
orbit can imitate any transitive Fn-action over an infinite set.

Theorem 12.5 (Carderi, Gaboriau and the author [CGLM23]). Let R be an ergodic
p.m.p. equivalence relation, let n ⩾ 2. Then Cost(R) < n if and only if there is a dense
free group on n generators in [R] whose action on almost every orbit is totipotent.

Here totipotency can be restated as the fact that the support of the associated IRS is as
large as possible. In contrast, the construction the author had for Theorem 12.3 produced
IRS’s whose support was contained in the space of rooted actions where the first generator
acts freely. We sketch very briefly the proof of Theorem 12.5 below, referring the reader
to [CGLM23] for details:

• A key new idea compared to our previous approach is to first take Y ⊆ X of
sufficiently large measure so that the restriction of R is still of cost less than n.

• We then construct an Fn-action ρY with dense image in the full group of [R↾Y ], in
a way which is sufficiently flexible so that we can perturb the last n− 1 generators
and retain density.

• Towards getting totipotency, as in Example 9.38 we enumerate all the possible balls
of Schreier graphs of transitive Fn-actions over infinite sets up to isomorphism as
(Bk)k∈N.

• We partition X \ Y into countably many sets Ck, and find partial isomorphisms
φ1,...,φn such that on each Ck, the graph generated by φ1,...,φn is almost surely
finite and isomorphic to Bk.

• Writing Fn = ⟨a1, . . . , an⟩, we finally patch together the φi’s with a perturbed version
of the ρY (ai) so as to obtain an action ρ of Fn on X with the desired properties.
The patching has to be done so that the orbits of ρ are equal to the R-classes, but
this is the only constraint towards proving density thanks to the flexibility of ρY
and a general lemma allowing to upgrade density "in the full group of the subset
Y " to density in the whole full group, see [CGLM23, Cor. 3.4].

Remark 12.6. Since density in the full group implies weak mixing of the corresponding
IRS ν (Theorem 11.23), and weak mixing implies topological transitivity of the diagonal
action on (supp ν)k for every k, we conclude from the above theorem that the Fn-action
on its space of infinite index subgroups is topologically k-transitive for every k, i.e. highly
topologically transitive in the terminology of Azuelos and Gaboriau [AG23] (this conclu-
sion also follows directly from their work). Also note that for k = 1, since the subgroups
we get are both almost surely totipotent and co-highly transitive (by the second item of
Theorem 11.23), we also get another proof that the generic transitive Fn-action over an
infinite set is highly transitive, a special case of Theorem 10.25.
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The fact that the IRS’s supports are as large as possible in the above theorem was
advertised a bit differently in our paper. We noted that any dense subgroup Γ of the
full group of an ergodic p.m.p. equivalence relation has an atomless IRS associated to
its action. This IRS thus has to be supported on the perfect kernel of Sub(Γ), namely
the largest closed subset of Sub(Γ) without isolated points for the induced topology. We
thus called totipotent an ergodic IRS with support equal the perfect kernel of Sub(Γ),
noting that by ergodicity, having support equal to the perfect kernel is equivalent to
having almost every conjugacy class dense in the perfect kernel (using the well-known
Proposition 2.3 from [CGLM23]).

We propose here to change terminology and rather call subgroups Λ ⩽ Γ whose orbit
is dense in the perfect kernel of Sub(Γ) pluripotent5.

One could then call a not necessarily ergodic IRS pluripotent when the corresponding
random subgroup is almost surely pluripotent. Since the complement of the perfect kernel
is countable, any subgroup outside the perfect kernel but in the support of some IRS
must have finite conjugacy class, in particular its conjugacy class cannot be dense. So
pluripotency is the strongest notion one can hope for. Nevertheless, when the perfect
kernel contains the space of infinite index subgroups (which is the case for Fn), the random
subgroup is automatically almost surely totipotent, and thus we can still call the IRS
totipotent. The following natural question was suggested by Andreas Thom. I don’t
know the answer even when Γ has a countable space of subgroups, and hence trivial
perfect kernel.

Question 8. Is there a finitely generated group Γ whose space of subgroups has a perfect
kernel properly contained in Sub[∞](Γ), but which admits a totipotent subgroup?

Remark 12.7. It follows from our work with Carderi, Gaboriau and Stalder that the
perfect kernel can be a proper nonempty subset of the space of infinite index subgroups
for some Baumslag-Solitar groups, but the phenotype partition prevents the existence of
pluripotent (in particular, totipotent) subgroups, see [CGLMS23].

On the other hand, fundamental groups of closed hyperbolic 3-manifold also have their
perfect kernel properly contained in their space of infinite infinite subgroups, and they
do admit pluripotent subgroups by the work of Azuelos and Gaboriau [AG23, Thm. 6.2].
However, as explained in their paper, the infinite index subgroups which are outside the
perfect kernel are virtual fibers, so their normalizer has finite index. In other words, their
conjugacy class is finite, in particular they cannot be totipotent. I am very grateful to
Penelope Azuelos for pointing this out to me.

Finally, given a measure-preserving ergodic equivalence relation R of cost < n, the
space Homgen(Fn, [R]) of all group homomorphisms ρ : Fn → [R] such that ρ(Fn) generates
R is a Polish space which is a natural ergodic analogue of the space of transitive Fn-actions
over an infinite set. The first part of the following question was also asked in [CGLM23].

Question 9. Let R be an ergodic p.m.p. equivalence relation, let Γ be a finitely generated
non-abelian free group. Is the set of ρ ∈ Homgen(Γ, [R]) such that ρ(Γ) is dense in [R] a
dense Gδ set? What about totipotency of ρ on almost every orbit?

5According to Wikipedia, pluripotency is the second strongest notion of potency for cells, right after
totipotency. The reader who comes up with weaker notions for subgroups will be glad to learn that there
are also (in decreasing order of potency) multipotency, oligopotency, and finally unipotency, which would
have provided a good name for a normal subgroup if the notion of unipotent group did not already exist!
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