Automaticity of double sequences generated by one-dimensional linear cellular automata


Abstract We give a complete answer to the question whether a double sequence that is generated by a one-dimensional linear cellular automaton, and whose states are integers modulo \( m \), is \( k \)-automatic or not.

1 Introduction

Can the infinite double sequence generated by a linear one-dimensional cellular automaton whose values are integers modulo \( m \) be produced by a two-dimensional finite automaton? Recall that a linear one-dimensional cellular automaton can be defined by a polynomial \( R(X) \). The configuration at time \( t \) is given by the coefficients of the polynomial \( R(X)^t \). The double sequence generated by the cellular automaton is the sequence \( (r(n,t))_{n,t \geq 0} \) defined by

\[
R(X)^t = \sum_{n \geq 0} r(n,t)X^n.
\]

In [12], [13], and [3] this question was addressed for \( k \)-Fermat cellular automata, i.e., cellular automata defined by \( k \)-Fermat polynomials. A polynomial \( R(X) \) with coefficients in a given ring is called \( k \)-Fermat if \( R(X^k) = R(X)^k \). The definition of \( k \)-Fermat polynomials is clearly inspired by the little Fermat theorem ([14] p. 65) which can be reformulated as follows: let \( p \) be a prime number and let \( \mathbb{F}_p \) be the Galois field with \( p \) elements. Let \( R(X) \in \mathbb{F}_p[X] \), then \( R(X) \) is \( p \)-Fermat.

In [12], [13], and [3] it is shown that a linear one-dimensional cellular automaton defined by a polynomial \( R(X) \) with coefficients in a finite commutative ring with unit generates a \( k \)-automatic double sequence if some power of \( R(X) \) is \( k \)-Fermat. Furthermore, in [3] and [16] it is shown that the Pascal triangle modulo \( m \), obtained by taking \( R(X) = 1 + X \), is \( k \)-automatic if and only if \( m \) and \( k \) are nonzero powers of a same prime number. A similar result holds for the Lucas numbers and the signless Stirling numbers of the first kind, see [3].

In this paper, we address the general question. Namely, let \( R(X), A(X) \in \mathbb{Z}[X] \) be two polynomials with integer coefficients, and let \( m \in \mathbb{N}, m \geq 2 \), be a natural number. Then, the linear cellular automaton defined by \( R(X) \) modulo \( m \), and a non-trivial initial condition \( A(X) \) modulo \( m \), generates a double sequence which is the orbit of \( A(X) \) modulo \( m \) under the action of the linear cellular automaton. We provide a necessary and sufficient condition for the automaticity of this double sequence. The main result is:

let \( \chi \) be the number of prime divisors \( p \) of \( m \) for which the polynomial \( R(X) \) reduced modulo \( p \) is not a monomial. Then,
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• if \( \chi \geq 2 \), there is no value of \( k \geq 2 \) for which the double sequence is \( k \)-automatic,

• if \( \chi = 1 \), the double sequence is \( p^a \)-automatic, where \( p \) is the prime reduction for which \( R(X) \) is not a monomial and \( a \) is any integer \( \geq 1 \), and this sequence is not \( k \)-automatic for any \( k \geq 2 \) that is not a power of \( p \).

• if \( \chi = 0 \) the double sequence is \( k \)-automatic for every \( k \geq 2 \).

As a consequence of the previous result we obtain: the double sequence generated by a one-dimensional linear cellular automaton modulo \( m \), with a non-trivial initial condition, is \( k \)-automatic for some \( k \geq 2 \) if and only if a power of the polynomial defining the cellular automaton is \( k \)-Fermat. Furthermore, we have the surprising result: if the double sequence generated by a one-dimensional linear cellular automaton modulo \( m \), with a non-trivial initial condition, is \( k \)-automatic for some \( k \geq 2 \), where \( k \) is not a power of a prime number, then it is \( k \)-automatic for every \( k \geq 2 \). As an application of the above mentioned result we show a similar result for the (signless) Stirling numbers of the first kind modulo \( m \) and for the Gaussian \( q \)-binomials modulo \( m \), when \( m \) and \( q \) are coprime.

Note that, from the Cobham-Semenov theorem, a \( b \)-dimensional sequence \( u : \mathbb{N}^b \rightarrow A \) is \( k \)-automatic for all \( k \) if and only if it is definable in \( \langle \mathbb{N}, + \rangle \) which is equivalent to saying that for every \( a \in A \) the set \( u^{-1}(a) \) is a rational subset of the monoid \( \mathbb{N}^b \), or, equivalently, a semilinear subset of the monoid \( \mathbb{N}^b \), [11]. For these questions the reader should read the beautiful survey [5].

2 The general framework

We study one-dimensional linear cellular automata on the ring \( \mathbb{Z}/m\mathbb{Z} \). We have a local transition rule: \( \varphi : \{0, 1, \ldots, m - 1\}^{d+1} \rightarrow \{0, 1, \ldots, m - 1\} \) that is linear, i.e., there exist \( r_i \)'s such that, for \( x_i \in \{0, 1, \ldots, m - 1\} \), one has

\[
\varphi(x_0, \ldots, x_d) = \sum_{i=0}^{d} r_{d-i} x_i.
\]

The linear cellular automaton is the map \( C : \{0, 1, \ldots, m - 1\}^{\mathbb{Z}} \rightarrow \{0, 1, \ldots, m - 1\}^{\mathbb{Z}} \), defined on the set of all “configurations”, by:

\[
C(a)(n) = \varphi(a_{n-d+1}, \ldots, a_n),
\]

for \( a \in \{0, 1, \ldots, m - 1\}^{\mathbb{Z}} \). The polynomial \( R(X) = \sum_{i=0}^{d} r_i X^i \) is associated with the linear cellular automaton \( C \) and called its generating polynomial. Furthermore, any polynomial defines a linear cellular automaton in this way. We call also \( R(X) \) the cellular automaton itself. For these notions one can read [15] for example.

The cellular automaton generates, starting from an initial condition \( a \in \{0, 1, \ldots, m - 1\}^{\mathbb{Z}} \), a double sequence \( (C^t(a)(n))_{n \geq 0} = (r(n, t))_{n, t \geq 0} \). An initial condition \( a \) is represented by a formal Laurent series \( \sum_{n \in \mathbb{Z}} a(n) X^n \). We only consider initial conditions corresponding to polynomials \( A(X) \). Then:

\[
A(X) R(X)^t = \sum_{n \geq 0} r(n, t) X^n.
\]

We say that \( (r(n, t))_{n, t \geq 0} \) is the double sequence generated by the linear cellular automaton \( R(X) \), with initial condition \( A(X) \). For example, if \( R(X) = 1 + X \) modulo \( m \), and if \( A(X) = 1 \) modulo \( m \), then, the double sequence \( (r(n, t))_{n, t \geq 0} \) is the Pascal triangle modulo \( m \).
Note that we could also consider the case where the initial condition is a Laurent polynomial, using the generalization of automaticity to sequences with indices in \( \mathbb{Z} \) or \( \mathbb{Z}^2 \) studied in [2].

Let us recall quickly what \( k \)-automatic sequences and double sequences are. For more details the reader can read for example [8], [9], [10], [6], [1], [18], [19]. We only give the “combinatorial” definition.

**Definition 1** Let \( k \geq 2 \) be an integer. A sequence \( (u(n))_{n \geq 0} \) with values in a finite set is called \( k \)-automatic if its \( k \)-kernel is finite, where the \( k \)-kernel is the set of subsequences

\[
\{n \rightarrow u(k^i n + j); \ i \geq 0, \ 0 \leq j \leq k^i - 1\}.
\]

The double sequence \( (v(n, t))_{n, t \geq 0} \) with values in a finite set is called \( k \)-automatic if its \( k \)-kernel is finite, where the \( k \)-kernel is the set

\[
\{(n, t) \rightarrow v(k^i n + j, k^i t + \ell); \ i \geq 0, \ 0 \leq j, \ell \leq k^i - 1\}.
\]

### 3 The slice lemma

Our main tool in [3] to prove the non-automaticity of Pascal’s triangle modulo a number \( m \) that is not a prime power, is the existence of non-ultimately periodic one-dimensional subsequences. More precisely, the following formula holds over \( \mathbb{Q} \),

\[
F(X) = \sum_{n \geq 0} \binom{2n}{n} X^n = \frac{1}{\sqrt{1 - 4X}}.
\]

Hence, in any field \( \mathbb{F}_p \), with \( p \neq 2 \), the formal power series \( F(X) \) satisfies the non-trivial algebraic equation

\[
(1 - 4X)F(X)^2 = 1.
\]

For \( \mathbb{F}_2 \), we characterized the power series

\[
G(X) = \sum_{n \geq 0} \binom{3n}{n} X^n \mod 2
\]

as a solution of the cubic algebraic equation

\[
XG(X)^3 + G(X) + 1 = 0 \mod 2.
\]

Using these algebraic equations we were able to show that the subsequences \( (\binom{2n}{n} \mod p)_{n \geq 0}, \ p \geq 3, \) and \( (\binom{3n}{n} \mod 2)_{n \geq 0} \), are not ultimately periodic, respectively.

In this section, we will show that slices (i.e., one-dimensional subsequences) of the double sequences we study, are not ultimately periodic. In contrast to our procedure in [3], we will prove directly that some slices are not ultimately periodic. The task of finding an algebraic equation for the slices we study seems to be hopeless for the general situation.

**Lemma 1** (Slice lemma)

*Let \( p \) be a prime number. Let \( R(X) = 1 + aX^\alpha + \cdots + bX^\beta \) be a polynomial in \( \mathbb{F}_p[X] \) with \( a \neq 0 \) and \( \alpha \geq 1 \). The linear cellular automaton generated by \( R(X) \), with initial condition equal to*
1, induces a double sequence \((r(n, t))_{n,t \geq 0}\) defined by \(R(X)^t = \sum_{n,t \geq 0} r(n, t)X^n\). Let \(\ell\) be an integer such that \(\alpha p^\ell > \beta p^{-\ell} + \beta\) and define the unidimensional sequence \(u = (u(n))_{n \geq 0}\) by
\[
u(n) = r(\alpha p^\ell n, (p^\ell + 1)n).
\]
Then the sequence \(u\) is not ultimately periodic.

**Proof**

Firstly, we will prove that there are infinitely many integers \(n \in \mathbb{N}\) such that \(u(n) \neq 0\). Secondly, we will show that, for every \(k\), there exists an \(n_0\) such that \(u(n_0) = u(n_0 + 1) = \ldots = u(n_0 + k) = 0\). Therefore, the sequence \((u(n))_{n \geq 0}\) is not ultimately periodic.

1) Since \(R(X)\) is a \(p\)-Fermat polynomial we have
\[
\sum_{n \geq 0} r(n, pt)X^n = R(X)^{pt} = R(X^{p^t}) = \sum_{n \geq 0} r(n, t)X^{pn}.
\]
Hence, \(r(pn, pt) = r(n, t)\) holds for all \(n\) and \(t\). This yields, for all \(n\),
\[
u(pn) = u(n).
\]

Now one has
\[
\sum_{n \geq 0} r(n, p^\ell + 1)X^n = R(X)^{p^\ell + 1} = R(X)^{p^\ell} R(X) = R(X^{p^\ell}) R(X)
\]
\[
= (1 + aX^{\alpha p^\ell} + \ldots + bX^{\beta p^\ell})(1 + aX^{\alpha} + \ldots + bX^{\beta})
\]
\[
= (1 + aX^{\alpha} + \ldots + bX^{\beta}) + aX^{\alpha p^\ell}(1 + aX^{\alpha} + \ldots + bX^{\beta})
\]
\[
+ \ldots + bX^{\beta p^\ell}(1 + aX^{\alpha} + \ldots + bX^{\beta}).
\]
As \(\alpha p^\ell > \beta p^{-\ell} + \beta > \beta\), then
\[
u(1) = r(\alpha p^\ell, p^\ell + 1) = a
\]
and, for all \(k \in \mathbb{N}\),
\[
u(p^k) = u(1) = a \neq 0.
\]

2) We will prove that, if \(k \geq \ell\), and if \(n\) is such that
\[
\frac{p^k}{p^\ell + 1} < n < p^{k-\ell},
\]
then \(u(n) = 0\). Note that the length of this interval goes to infinity as \(k\) goes to infinity. Let \(n\) be as above, then, for \(k \geq \ell\),
\[
p^k < (p^\ell + 1)n < p^k + p^{k-\ell}.
\]
Hence there exists a \(j_n\) such that
\[
0 < j_n < p^{k-\ell} \text{ and } (p^\ell + 1)n = p^k + j_n.
\]
Now
\[ R(X)^{p^k + j_n} = \sum_{m \geq 0} r(m, p^k + j_n) X^m = \sum_{m \geq 0} r(m, (p^\ell + 1)n) X^m \]
\[ = R(X)^{p^k} R(X)^{j_n} = R(X^{p^k}) R(X)^{j_n} \]
\[ = (1 + aX^{\alpha p^k} + \cdots + bX^{\beta p^k})(1 + aX^\alpha + \cdots + bX^{\beta})^n. \]

For \( X^m \) such that
\[ \beta j_n < m < \alpha p^k, \]
we obtain \( r(m, p^k + j_n) = 0 \), indeed \( \beta j_n < \beta p^{k-\ell} < \alpha p^\ell p^{k-\ell} = \alpha p^k \). Now it suffices to prove that the integers \( m = \alpha p^\ell n \) satisfy (*), where
\[ \frac{p^k}{p^\ell + 1} < n < p^{k-\ell}. \]

We obtain
\[ \frac{\alpha p^{k+\ell}}{p^\ell + 1} < \alpha p^\ell n < \alpha p^k \]
and
\[ \beta j_n < \beta p^{k-\ell} < \frac{\alpha p^{k+\ell}}{p^\ell + 1} \]
from the choice of \( \ell \), which ends the proof.

**Remark 1** In the case where \( R(X) = 1 + X \in \mathbb{F}_p[X] \), the slice studied in the above theorem is the sequence \( u(n) = \binom{p+1}{pn} = \binom{p+1}{n} \) modulo \( p \), as we can take \( \ell = 1 \). This is precisely the sequence studied for the case \( p = 2 \) in [3], where the non-periodicity was deduced from the observation that the formal power series \( \sum_{n \geq 0} u(n) X^n \) is cubic on \( \mathbb{F}_2(X) \).

**Remark 2** The proof of the slice lemma could be generalized to \( d \)-dimensional linear cellular automata with states in \( \mathbb{F}_p \).

The following lemma provides a criterion for the automaticity of a double sequence generated by a linear cellular automaton with initial condition in \( \mathbb{F}_p \).

**Lemma 2** Let \( R(X) \) be a polynomial in \( \mathbb{F}_p[X] \) that is not a monomial, and let \( A(X) \) be a nonzero polynomial in \( \mathbb{F}_p[X] \). Then the double sequence generated by the linear cellular automaton associated to the polynomial \( R(X) \), with initial condition \( A(X) \), is \( k \)-automatic for some \( k \geq 2 \) if and only if \( k \) is a non-trivial power of \( p \).

**Proof**
Suppose now we have a polynomial \( R(X) \) in \( \mathbb{F}_p[X] \) that is not a monomial, and a polynomial \( A(X) \) that is not zero. The double sequence \( r = (r(n, t))_{n,t \geq 0} \) generated by the cellular automaton \( R(X) \) with initial condition \( A(X) \) is defined by
\[ A(X) R(X)^t = \sum_{n \geq 0} r(n, t) X^n. \]
If the sequence \( r = (r(n, t))_{n, t \geq 0} \) is \( k \)-automatic for some \( k \geq 2 \), then the sequence \( u = (u(n, t))_{n, t \geq 0} \) defined by

\[
R(X)^t = \sum_{n \geq 0} u(n, t)X^n
\]

is also \( k \)-automatic. Indeed, its general term is the Cauchy product of the \( k \)-automatic double sequence \( r \) with the double sequence \( v = (v(n, t))_{n, t \geq 0} \) defined by \( \sum v(n, t)X^nY^t = \frac{1}{AX(X)} \). As \( \frac{1}{AX(X)} \) is a rational function with coefficients in \( \mathbb{F}_p \), the sequence \( (v(n, 0))_{n \geq 0} \) is ultimately periodic. On the other hand, \( v(n, t) = 0 \) if \( t \neq 0 \). Hence \( v \) is \( k \)-automatic. A slight modification of the proof of Theorem 3.1 in [4] shows that the Cauchy product of two \( k \)-automatic double sequences is again \( k \)-automatic.

Now suppose that \( R(X) \) is not a monomial, hence \( R(X) = \lambda X^e S(X) \), where \( \lambda \neq 0 \), \( S(X) = 1 + \ldots \), and \( S(X) \neq 1 \). If the sequence \( u = (u(n, t))_{n, t \geq 0} \) is \( k \)-automatic for some \( k \geq 2 \), then the sequence \( u_1 \) defined by

\[
R(X)^{(p-1)t} = \sum_{n \geq 0} u(n, (p-1)t)X^n = \sum_{n \geq 0} u_1(n, t)X^n
\]

is also \( k \)-automatic, [18] and [19]. As

\[
S(X)^{(p-1)t} = \sum_{n \geq 0} u_1(n, t)X^{n-(p-1)et} = \sum_{n \geq 0} u_1(n + (p-1)et, t)X^n,
\]

the double sequence \( w = (w(n, t))_{n, t \geq 0} \) generated by the polynomial \( S(X)^{p-1} \), with initial condition 1, is \( k \)-automatic since \( w(n, t) = u_1(n + (p-1)et, t) \). In fact, since the sequence \( (u_1(n, t))_{n, t \geq 0} \) is \( k \)-automatic, it follows from a generalization of a result in [18] that any sequence \( (u_1(\alpha n + \beta t + \gamma, \delta n + \epsilon t + \zeta))_{n, t \geq 0} \) is also \( k \)-automatic.

On the other hand, the sequence \( w \) is \( p \)-automatic, since any polynomial in \( \mathbb{F}_p[X] \) is \( p \)-Fermat. We thus obtain that the double sequence \( (w(n, t))_{n, t \geq 0} \) is \( k \)-automatic as well as \( p \)-automatic. By the slice lemma, there exists a non-ultimately periodic slice \( (z(n))_{n \geq 0} \), with \( z(n) = w(\alpha n, \beta n) \). But this sequence is also both \( p \)- and \( k \)-automatic. By Cobham’s theorem [7], \( k \) is a power of \( p \).

## 4 Not ultimately periodic slices – another approach

Here we will present a method for checking that a unidimensional slice \( u = (u(n))_{n \geq 0} \), where \( u(n) = r(\alpha n, \beta n) \), and \( \alpha, \beta \in \mathbb{N} \), of the double sequence \( (r(n, t))_{n, t \geq 0} \) generated by a polynomial \( R(X) \in \mathbb{F}_p[X] \), is not ultimately periodic. For this purpose we construct a one-dimensional \( p \)-automaton generating the sequence \( u = (u(n))_{n \geq 0} \). The two-dimensional sequence \( (r(n, t))_{n, t \geq 0} \) is automatic, i.e., there exists a \( p \)-automaton that generates this sequence in the sense that

\[
r(n, t) = \tau(n_s, t_s, \ldots, n_0, t_0, a)
\]

with \( n = n_s p^s + \cdots + n_0, t = t_s p^s + \cdots + t_0, n_j, t_j \in \{0, 1, \ldots, p-1\} \), where \( a \) is the initial state of the automaton and \( \tau \) is an output function.

To construct a finite one-dimensional \( p \)-automaton that generates the subsequence \( u = (r(\alpha n, \beta n))_{n \geq 0} \), we combine the transducers for multiplication in base \( p \) by \( \alpha \) and \( \beta \), respectively, and obtain a new transducer, that we call \( \alpha \)-\( \beta \)-transducer, which relates each \( n \) with \( (\alpha n, \beta n) \). For a definition and general properties of transducers, see [10]. Combining the \( \alpha \)-\( \beta \)-transducer with the
two-dimensional $p$-automaton generating $(r(n, t))_{n,t \geq 0}$, since we only need to consider the arrows labelled by $(\alpha n, \beta n)$, we obtain a one-dimensional $p$-automaton that generates the subsequence $u = (r(\alpha n, \beta n))_{n \geq 0}$.

**Example 1** Let $R(X) = 1 + X + X^2 \in \mathbb{F}_3[X]$, and $A(X) = 1$. Figure 1 (left) represents a two-dimensional 3-automaton that generates the double sequence $(r(n, t))_{n,t \geq 0}$ defined by $R'(X) = \sum_{n \geq 0} r(n, t)X^n$. Consider the unidimensional sequence $u = (r(n, n))_{n \geq 0}$, which is generated by the 3-automaton shown in Figure 1 (right), which is a reduction of the two-dimensional 3-automaton. The sequence $u = (r(n, n))_{n \geq 0}$ has values 1 and 0. Furthermore, if the triadic expansion of $n$ contains the digit 2, then $u(n) = 0$. Therefore, the sequence $u$ is not ultimately periodic.

![Figure 1](image1.png)

**Example 2** Let $R(X) = 1 + X + X^2 \in \mathbb{F}_2[X]$, $A(X) = 1$, and consider the unidimensional slice $u = (r(n, 3n))_{n \geq 0}$. A two-dimensional 2-automaton that generates the double sequence $(r(n, t))_{n,t \geq 0}$ is shown in Figure 2 (left). Combining it with the transducer for binary multiplication by 3 (see Figure 2 (right)), we get a one-dimensional 2-automaton that generates the unidimensional sequence $u = (r(n, 3n))_{n \geq 0}$ (see Figure 3). Careful observation yields that there are growing blocks of zeros, starting with the entries for $n = 11$ and $n = 12$, and growing like a power of 2: all entries $n$ with $2^k \cdot 11 \leq n \leq 2^k \cdot 12 + 2^k - 1$ give zero. Again, this means that the unidimensional sequence we consider is not ultimately periodic.
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**Example 3** Let $R(X) = 1 + X + X^2 \in \mathbb{F}_2[X]$, $A(X) = 1$, and consider the unidimensional subsequence $u = (r(2n, 3n))_{n \geq 0}$. In order to construct a one-dimensional 2-automaton that generates this sequence, we first combine the transducers for binary multiplication by 2 and 3 (Figures 4 (left) and 2 (right)). The next step consists in combining the thus obtained transducer (Figure 4 (right)) with the two-dimensional 2-automaton corresponding to $R(X)$ (Figure 2 (left)). The one-dimensional 2-automaton is shown in Figure 5. By a careful analysis of the automaton we see that $u(n) \neq 0$ for those numbers $n$ whose binary expansion consists of blocks 00101 or 010101 and an arbitrary
number of zeros between the blocks. This shows that there are growing blocks of zeros, which implies that the sequence is not ultimately periodic.

Another way of proving that this sequence $u$ is not ultimately periodic is to figure out the algebraic equation for the “generating” function $a(x)$ of $u$, which is $a(x) = \sum_{n=0}^{\infty} u(n)x^n \in \mathbb{F}_2[[x]]$. The 2-automaton generating the sequence $u$ provides us with a system of equations for the unknown formal power series $a(x), \ldots, g(x)$ corresponding to the states of the 2-automaton.

\[
\begin{align*}
a(x) &= a(x)^2 + xf(x)^2 \\
b(x) &= a(x)^2 + xd(x)^2 \\
c(x) &= b(x)^2 + xg(x)^2 \\
d(x) &= a(x)^2 + xg(x)^2 \\
e(x) &= g(x)^2 + xc(x)^2 \\
f(x) &= e(x)^2 + xg(x)^2 \\
g(x) &= g(x)^2 + xg(x)^2
\end{align*}
\]
Figure 4: A binary 2-transducer (left) and a binary 2-3-transducer (right).

Figure 5: A 2-automaton generating the slice $u = (r(2n, 3n))_{n \geq 0}$ of the double sequence $(r(n, t))_{n, t \geq 0}$ generated by $1 + X + X^2 \in \mathbb{F}_2[X]$ with output function $\tau(a) = \tau(b) = \tau(c) = \tau(d) = 1$ and $\tau(e) = \tau(f) = \tau(g) = 0$.

Since $g(x) = g(x)^2 + xg(x)^2$ we see that $g$ is either $g(x) = 0$ or $g(x) = \frac{1}{1+x}$. Since $\tau(g) = 0$ we obtain $g(x) = 0$. Using this fact we get the following equations

\begin{align*}
f(x) &= e(x)^2 \\
e(x) &= xc(x)^2 \\
d(x) &= a(x)^2 \\
c(x) &= b(x)^2 \\
b(x) &= a(x)^2 + xd(x)^2 \\
a(x) &= a(x)^2 + xf(x)^2.
\end{align*}

Hence,

\[a(x) = a(x)^2 + x^5a(x)^3 + x^21a(x)^64.\]

It is easy to see that this equation does not have a rational solution for $a(x)$, therefore the sequence $u$ is not ultimately periodic.

5 An automaticity and non-automaticity theorem

In this section, we prove the main theorem. First we recall the definition of the $k$-Fermat property.

**Definition 2** Let $k \geq 2$ be an integer. A polynomial $P(X)$ with coefficients in the ring $\mathcal{R}$ (com-
mutative and with unit) is called \( k \)-Fermat if

\[ P(X^k) = P(X)^k. \]

The next lemma is a consequence of Theorem 78, in [14] p. 65.

**Lemma 3** Let \( P(X) \) and \( Q(X) \) be two polynomials in \( \mathbb{Z}[X] \) and let \( p \) be a prime number. If

\[ P(X) \equiv Q(X) \bmod p, \]

then, for all \( i \geq 1 \),

\[ P(X)^{p^i} \equiv Q(X)^{p^i} \bmod p^{i+1}. \]

The following lemma shows that, under certain conditions, a power of a polynomial \( P(X) \in \mathbb{Z}[X] \) is \( k \)-Fermat in \( \mathbb{Z}/p^k\mathbb{Z} \) for all \( k \), where \( p \) is any prime number.

**Lemma 4** Let \( p \) be a prime number, and let \( P(X) \) be a polynomial in \( \mathbb{Z}[X] \). If \( P(X) \bmod p \) is a monomial, then, for all \( i \geq 1 \), there exists an integer \( \alpha_i \geq 1 \) such that \( P(X)^{p^i} \bmod p^{i+1} \) is \( k \)-Fermat for all \( k \geq 1 \).

**Proof**

We first notice that, if \( P(X) = \lambda X^j \bmod p \), with \( \lambda \) different from zero modulo \( p \), then \( P(X)^{p-1} = X^{(p-1)j} \bmod p \). Hence, using Lemma 3 above, one has: \( P(X)^{(p-1)p^{i-1}} = X^{(p-1)p^{i-1}j} \bmod p^i \). This implies that \( P(X)^{(p-1)p^{i-1}} \bmod p^i \) is \( k \)-Fermat for all \( k \geq 1 \).

**Definition 3** Let \( A(X) \) be a polynomial in \( \mathbb{Z}[X] \) and let \( m \) be an integer \( \geq 2 \). We say that \( A(X) \) is not \( m \)-trivial if there does not exist a prime number \( p \) that divides \( m \) such that \( A(X) \equiv 0 \bmod p \).

**Theorem 1** Let \( R(X) \) and \( A(X) \) be two polynomials in \( \mathbb{Z}[X] \), and let \( m \) be an integer \( \geq 2 \). Suppose \( A(X) \) is not \( m \)-trivial, and consider the linear cellular automaton defined on \( \mathbb{Z}/m\mathbb{Z} \) by the polynomial \( R(X) \bmod m \). Then the following three cases are the only possible ones.

- There exist two different prime numbers \( p \) and \( q \) dividing \( m \), such that the two polynomials \( R(X) \bmod p \) and \( R(X) \bmod q \) are not monomials. Then, the double sequence generated by the linear cellular automaton, with initial condition \( A(X) \bmod m \), is not \( k \)-automatic, for any \( k \geq 2 \).

- There exists one prime number \( p \) dividing \( m \) for which \( R(X) \bmod p \) is not a monomial, and for every other prime divisor \( q \) of \( m \) (if any), the polynomial \( R(X) \bmod q \) is a monomial. Then, the double sequence generated by the linear cellular automaton, with initial condition \( A(X) \bmod m \), is \( p^a \)-automatic, for every \( a \geq 1 \), and this sequence is not \( k \)-automatic for any \( k \notin \{p^a; \ a \geq 1\} \).

- For every prime number \( p \) dividing \( m \), the polynomial \( R(X) \bmod p \) is a monomial. Then, the double sequence generated by the linear cellular automaton, with initial condition \( A(X) \bmod m \), is \( k \)-automatic for every \( k \geq 2 \).

**Proof**
It suffices to consider the case \( A(X) = 1 \). Suppose there exist two different prime numbers \( p \) and \( q \) dividing \( m \) such that the two polynomials \( R(X) \) modulo \( p \) and \( R(X) \) modulo \( q \) are not monomials. Let \((r(n,t))_{n,t\geq 0} \) modulo \( m \) be the sequence generated by the linear cellular automaton \( R(X) \) modulo \( m \) with initial condition equal to 1. Then, the two canonical projections, \( \pi_p : \mathbb{Z}/m\mathbb{Z} \rightarrow \mathbb{F}_p \) and \( \pi_q : \mathbb{Z}/m\mathbb{Z} \rightarrow \mathbb{F}_q \), yield respectively the double sequences \((\pi_p(r(n,t)))_{n,t\geq 0}\) and \((\pi_q(r(n,t)))_{n,t\geq 0}\). These sequences are generated respectively by the cellular automata \( R(X) \) modulo \( p \) and \( R(X) \) modulo \( q \) with initial condition 1. Furthermore, \((\pi_p(r(n,t)))_{n,t\geq 0}\) is \( p \)-automatic and \((\pi_q(r(n,t)))_{n,t\geq 0}\) is \( q \)-automatic. By the slice lemma (Lemma 1) there exist non-ultimately periodic slices (one-dimensional subsequences) \((u_p(n))_{n\geq 0}\) with \( u_p(n) = \pi_p(r(an,bn)) \), \( a, b \in \mathbb{N} \) and \((u_q(n))_{n\geq 0}\) with \( u_q(n) = \pi_q(r(cn,dn)) \), \( c, d \in \mathbb{N} \), which are \( p \)-automatic and \( q \)-automatic, respectively. Now suppose that the double sequence \((r(n,t))_{n,t\geq 0} \) modulo \( m \) is \( k \)-automatic. Then the sequence \((\pi_p(r(n,t)))_{n,t\geq 0}\) is also \( k \)-automatic. This implies that the slice sequence \((u_p(n))_{n\geq 0}\) is \( k \)-automatic. On the other hand, the sequence \((u_p(n))_{n\geq 0}\) is \( p \)-automatic. Since it is not ultimately periodic, it follows, by Cobham’s theorem [7], that \( k \) is a power of the prime number \( p \). The same reasoning for the slice \((u_q(n))_{n\geq 0}\) implies that \( k \) is a power of the prime number \( q \). This is a contradiction, since \( p \) and \( q \) are different prime numbers.

Suppose now there exists one prime number \( p \) dividing \( m \), such that the polynomial \( R(X) \) modulo \( p \) is not a monomial, and that for every other prime divisor \( q \) of \( m \) (if any), the polynomial \( R(X) \) modulo \( q \) is a monomial. If our double sequence modulo \( m \) is \( k \)-automatic for some \( k \geq 2 \), the same reasoning as above shows that \( k \) must be a power of \( p \). Now let \( m = p^a q_1^{a_1} q_2^{a_2} \cdots q_w^{a_w} \). For every prime number \( q_i \) (if any), the polynomial \( R(X) \) modulo \( q_i \) is a monomial. From Lemma 4 there exists an integer \( \alpha_i \) such that the polynomial \( R(X)^{\alpha_i} \) modulo \( q_i^{\alpha_i} \) is \( k \)-Fermat for all \( k \geq 1 \), hence in particular \( p \)-Fermat. On the other hand, we know that there exists an integer \( \alpha \) (\( = p^{\alpha-1} \)) such that \( R(X)^\alpha \) modulo \( p^\alpha \) is \( p \)-Fermat (see [3]). From the Chinese Remainder theorem, the polynomial \( R(X)^{\alpha_1 \alpha_2 \cdots \alpha_w} \) is \( p \)-Fermat, and hence the double sequence \((r(n,t))_{n,t\geq 0} \) modulo \( m \) is \( p \)-automatic (and also \( p^j \)-automatic for all \( j \geq 1 \)).

Finally, we suppose that the polynomial \( R(X) \) modulo \( p \) is a monomial, for every prime number \( p \) dividing \( m \). Let \( m = q_1^{\alpha_1} q_2^{\alpha_2} \cdots q_w^{\alpha_w} \). Using Lemma 4 we know that there exists an integer \( \alpha \geq 1 \) such that \( R(X)^{\alpha} \) modulo \( q_i^{\alpha_i} \) is \( k \)-Fermat for every \( k \geq 1 \). Using the Chinese Remainder theorem again we deduce that \( R(X)^{\alpha_1 \alpha_2 \cdots \alpha_w} \) modulo \( m \) is also \( k \)-Fermat for all \( k \geq 1 \). Hence from [3] the double sequence \((r(n,t))_{n,t\geq 0} \) modulo \( m \) is \( k \)-automatic for every \( k \geq 2 \).

Remark 3 The same assertion as in Theorem 1 follows for \((d+1)\)-dimensional sequences generated by \(d\)-dimensional linear cellular automata modulo \( m \).

6 Some applications

The following corollaries are immediate consequences of Theorem 1.

Corollary 1 The double sequence generated by a one-dimensional linear cellular automaton on \( \mathbb{Z}/m\mathbb{Z} \), with generating polynomial \( R(X) \), and a polynomial initial condition \( A(X) \) which is not \( m \)-trivial, is \( k \)-automatic for some \( k \geq 2 \) if and only if there exists a nonzero power of the generating polynomial \( R(X) \) that is \( k \)-Fermat.
Corollary 2 If the double sequence generated by a one-dimensional linear cellular automaton on \( \mathbb{Z}/m\mathbb{Z} \), with a non-m-trivial polynomial initial condition, is \( k \)-automatic for some \( k \geq 2 \) which is not a prime power, then, it is \( k \)-automatic for all \( k \geq 2 \).

Example 4 Let \( R(X) = 4 + 9X^2 \) modulo 12. Then \( R(X) \) is \( k \)-Fermat for every \( k \geq 2 \).

Let us now address the case of the (signless) Stirling numbers of the first kind and of the Gaussian \( q \)-binomial coefficients. We use again an idea of [17] and [3] and consider sequences generated by “several polynomials”.

Definition 4 Let \( K \) be a ring (commutative with unit). Let \( R_0(X), \ldots, R_{a-1}(X) \in K[X] \), \( \mathcal{R} = (R_0(X), \ldots, R_{a-1}(X)) \). The sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) is generated by the polynomials \( \mathcal{R} \) with initial polynomial condition \( A(X) \in K[X] \) if

\[
(R_0(X) \cdots R_{a-1}(X))^{t_{\alpha}} R_0(X) \cdots R_{s_{\alpha}-1}(X) A(X) = \sum_{n \geq 0} u_{\mathcal{R},A}(n,t) X^n
\]

where \( t = \alpha t_{\alpha} + s_{\alpha} \), \( t_{\alpha} \in \mathbb{N}, 0 \leq s_{\alpha} \leq \alpha - 1 \).

Theorem 2 Let \( A(X), R_0(X), \ldots, R_{a-1}(X) \in \mathbb{Z}[X] \), let \( \mathcal{R} = (R_0(X), \ldots, R_{a-1}(X)) \). Let \( m \geq 2 \) be an integer, and consider the sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) modulo \( m \). Let \( R(X) = R_0(X) R_1(X) \cdots R_{a-1}(X) \). Let \( A(X) \) be a non-m-trivial polynomial. Then, the following three cases are the only possible ones.

- There exist two different prime numbers \( p \) and \( q \) dividing \( m \), such that the two polynomials \( R(X) \) modulo \( p \) and \( R(X) \) modulo \( q \) are not monomials. Then, the double sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) modulo \( m \), generated by the polynomials \( \mathcal{R} = (R_0(X), \ldots, R_{a-1}(X)) \) and the initial condition \( A(X) \), is not \( k \)-automatic, for any \( k \geq 2 \).

- There exists one prime number \( p \) dividing \( m \) for which \( R(X) \) modulo \( p \) is not a monomial, and for every other prime divisor \( q \) of \( m \) (if any), the polynomial \( R(X) \) modulo \( q \) is a monomial. Then, the double sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) modulo \( m \), generated by the polynomials \( \mathcal{R} = (R_0(X), \ldots, R_{a-1}(X)) \) and the initial condition \( A(X) \), is \( p^{a} \)-automatic, for every \( a \geq 1 \), and this sequence is not \( k \)-automatic for any \( k \notin \{p^{a}; \ a \geq 1\} \).

- For every prime number \( p \) dividing \( m \), the polynomial \( R(X) \) modulo \( p \) is a monomial. Then, the double sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) modulo \( m \), generated by the polynomials \( \mathcal{R} = (R_0(X), \ldots, R_{a-1}(X)) \) and the initial condition \( A(X) \), is \( k \)-automatic for every \( k \geq 2 \).

Proof

This theorem is an easy consequence of Theorem 1, once one has noticed that the sequence \((u_{\mathcal{R},A}(n,t))_{n,t \geq 0}\) modulo \( m \) is \( k \)-automatic if and only if all the sequences generated by the linear cellular automaton modulo \( m \) with generating polynomial \( R(X) = R_0(X) R_1(X) \cdots R_{a-1}(X) \) modulo \( m \), and initial conditions \( A(X) \) modulo \( m \), \( A(X) R_0(X) \) modulo \( m \), \( A(X) R_0(X) R_1(X) \) modulo \( m \), \( \ldots \), \( A(X) R_0(X) \cdots R_{a-2}(X) \) modulo \( m \), are \( k \)-automatic. This follows from [3], Corollary 2.

Before applying this theorem to the (signless) Stirling numbers of the first kind and to the Gaussian \( q \)-binomials, we recall the following.
The (signless) Stirling numbers of the first kind \( S(n, t) \) are defined by

\[
\prod_{k=0}^{t-1} (X + k) = \sum_{n=0}^{t} S(n, t) X^n.
\]

Note that we interchanged \( n \) and \( t \) in the classical definition of the signless Stirling numbers, see [20] p. 18.

The Gaussian \( q \)-binomial coefficients \( G(n, t; q) \), \( q, n, t \in \mathbb{N}, k \geq 2 \), ([20] p. 26) are defined by

\[
\prod_{k=1}^{t} (1 + q^{k-1}X) = \sum_{n=0}^{t} G(t, n; q) q^{n(n-1)/2} X^n.
\]

**Corollary 3** Let \( m \geq 2 \) be an integer. Suppose that \( q \geq 1 \) is an integer.

(1) The sequence \( (S(n, t))_{n,t \geq 0} \) modulo \( m \) of the (signless) Stirling numbers of the first kind taken modulo \( m \) is \( k \)-automatic for some \( k \geq 2 \) if and only if \( m \) and \( k \) are non-trivial powers of a same prime number.

(2) If \( q \) and \( m \) are coprime, then the sequence \( (G(n, t; q))_{n,t \geq 0} \) modulo \( m \) of the Gaussian \( q \)-binomial coefficients taken modulo \( m \) is \( k \)-automatic for some \( k \geq 2 \) if and only if \( m \) and \( k \) are non-trivial powers of a same prime number.

**Proof**

(1) For the (signless) Stirling numbers of the first kind modulo \( m \), the assertion follows from Theorem 2 with \( R_i(X) = X + i, i = 0, \ldots, m - 1 \), and \( A(X) = 1 \).

(2) In [3] we proved that the sequences \( (G(n, t; q))_{n,t \geq 0} \) modulo \( m \) and \( (q^{n(n-1)/2} G(n, t; q))_{n,t \geq 0} \) modulo \( m \) are simultaneously \( k \)-automatic or non-\( k \)-automatic. The sequence \( (q^{n(n-1)/2} G(n, t; q))_{n,t \geq 0} \) modulo \( m \) is generated by the polynomials \( R_i(X) = 1 + q^{i-1}X \), \( i = 1, \ldots, \alpha - 1 \), where \( \alpha \) is the smallest strictly positive integer for which \( q^{\alpha} = 1 \) modulo \( m \). The assertion follows from Theorem 2 since the polynomial \( R(X) = R_0(X) \cdots R_{\alpha-1}(X) \) is not a monomial modulo \( p \) for any prime number \( p \).
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