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Abstract. We study the common splitting fields of symbol algebras of
degree pm over fields F of char(F) = p. We first show that if any finite
number of such algebras share a degree pm simple purely inseparable
splitting field, then they share a cyclic splitting field of the same de-
gree. As a consequence, we conclude that every finite number of symbol
algebras of degrees pm0 , . . . , pmt share a cyclic splitting field of degree
pm0+···+mt . This generalization recovers the known fact that every tensor
product of symbol algebras is a symbol algebra. We apply a result of
Tignol’s to bound the symbol length of classes in Brpm (F) whose sym-
bol length when embedded into Brpm+1 (F) is 2 for p ∈ {2, 3}. We also
study similar situations in other Kato-Milne cohomology groups, where
the necessary norm conditions for splitting exist.

1. Introduction

By classical results of Teichmüller and Albert, the group Brpm(F) is gen-
erated by symbol algebras of degree pm. In [Alb68, Chapter 7], Albert
concludes that any central simple algebra of degree pm over a field F of
char(F) = p is Brauer equivalent to a symbol (cyclic) algebra of degree
pt for some t > m. This is done by finding a common degree pm+t simple
purely inseparable splitting field for any two symbol algebras of degrees
pm and pt, which implies that their tensor product is a symbol algebra of
degree pm+t. We generalize this result by finding a common cyclic splitting
field of degree pm0+···+mt for any finite number of such algebras of degrees
pm0 , . . . , pmt . This is a result of the Theorem 4.7, which states that any fi-
nite number of symbol algebras of the same degree sharing a simple purely
inseparable maximal subfield also share a cyclic maximal subfield.

Tignol studied the opposite direction in [Tig83], proving that a symbol
algebra of degree pt and exponent pm is of symbol length at most pt−m in
Brpm(F). We apply this theorem in bounding the symbol length in Brpm(F)
of classes that are Brauer equivalent to tensor products of two cyclic al-
gebras of degree pm+1 when p is either 2 or 3, based on the known chain
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lemmas for cyclic algebras of degree 2 and 3, using a method introduced
earlier in [Mat14]. We then consider what happens for more general Kato-
Milne cohomology groups in cases where the necessary norm conditions
exist.

2. Preliminaries

Though our primary motivation and interest are in algebras and the Brauer
group, the Kato-Milne cohomology groups give us the proper setting to
prove our results as well as a way to generalize beyond the setting of alge-
bras. For a field F of characteristic p, positive integer m and nonnegative
integer n, the Kato-Milne coholology group Hn+1

pm (F) is the additive group
Wm(F) ⊗ F× ⊗ · · · ⊗ F×︸           ︷︷           ︸

n times

modulo the relations

• (ωp − ω) ⊗ b1 ⊗ · · · ⊗ bn = 0,
• (0 . . . 0, a, 0, . . . , 0) ⊗ a ⊗ b2 ⊗ · · · ⊗ bn = 0, and
• ω ⊗ b1 ⊗ · · · ⊗ bn = 0 where bi = b j for some i , j.

Here Wm(F) is the ring of truncated Witt vectors of length m over F, and
for each ω = (ω1, . . . , ωm), ωp stands for (ωp

1 , . . . , ω
p
m). For a compre-

hensive reference on these groups see [AJO18] or the more classical ref-
erence [Izh00]. The generators ω⊗ b1 ⊗ · · · ⊗ bn are called “(pm-)symbols”.
For n = 1, these groups describe the pm-torsion of the Brauer group, i.e.,
H2

pm(F) � Brpm(F) with the isomorphism given by ω ⊗ b 7→ [ω, b)F , where
[ω, b)F stands for the symbol algebra generated by θ1, . . . , θm and y satisfy-
ing

~θp − ~θ = ω, ypm
= b, and y~θ y−1 = ~θ + ~1

where ~θ = (θ1, θ2, . . . , θm) is a truncated Witt vector, ~θp = (θp
1 , θ

p
2 , . . . , θ

p
m),

and ~1 = (1, 0, . . . , 0) (see [MM91] for reference). For simplicity, we denote
by Fω the degree pm cyclic subfield of [ω, β)F generated by θ1, . . . , θm. The
symbol length of a class in Hn+1

pm (F) is the minimal t for which the class can
be written as the sum of t symbols. For any ` ∈ {1, . . . ,m−1}, there is a shift
map Shift`m−` from the group Hn+1

pm−`(F) to Hn+1
pm (F) given by (a1, . . . , am−`) ⊗

b1⊗· · ·⊗bn 7→ (0, . . . , 0︸  ︷︷  ︸
` times

, a1, . . . , am−`)⊗b1⊗· · ·⊗bn. In the opposite direction,

there is the map taking each π ∈ Hn+1
pm (F) to π + · · · + π︸       ︷︷       ︸

p` times

. In particular, it takes

each symbol (a1, . . . , am)⊗b1⊗· · ·⊗bn to (0, . . . , 0, ap`

1 , . . . , a
p`

m−`)⊗b1⊗· · ·⊗bn

(which is equal to (0, . . . , 0, a1, . . . , am−`) ⊗ b1 ⊗ · · · ⊗ bn in this group). It
gives rise to a homomorphism Exp`m : Hn+1

pm (F) → Hn+1
pm−`(F) which maps

every symbol (a1, . . . , am) ⊗ b1 ⊗ · · · ⊗ bn to (a1, . . . , am−`) ⊗ b1 ⊗ · · · ⊗ bn. It
is clear from the formulas that Exp`m ◦Shiftm−t

t = Exp`t for any t < m.
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Theorem 2.1 ([AJO18, Theorem 2.31]; see also [Izh00, Theorem 1] and
[Izh96, Lemma 6.2]). The following sequence is exact

0 // Hn+1
pm−1(F)

Shift1m−1// Hn+1
pm (F)

Expm−1
m // Hn+1

p (F) // 0.

Corollary 2.2 ([AJO18, Remark 2.32]). The following sequence is also ex-
act

0 // Hn+1
pm−`(F)

Shift`m−`// Hn+1
pm (F)

Expm−`
m // Hn+1

p` (F) // 0.

For the sake of simplicity, from here on we consider Hn+1
pm−`(F) the sub-

group of Hn+1
pm (F) consisting of the elements whose exponent divides pm−`,

identifying this subgroup with Shift`m−`(H
n+1
pm−`(F)). The group Hn+1

p∞ (F) is
thus defined to be limm→∞Hn+1

pm (F).
Recall also the connection (see [Kat82] and [EKM08] for background)

between Hn+1
2 (F) and quadratic forms:

Hn+1
2 (F) � In+1

q F/In+2
q F

α ⊗ β1 ⊗ · · · ⊗ βn 7→ 〈〈β1, . . . , βn, α]].

This will be of significance when we get to the norm conditions for p = 2.

3. Norm Conditions

Given a symbol A ∈ Hn
pm(F) and c ∈ F×, in certain cases the triviality

of A ⊗ c in Hn+1
pm (F) implies that a norm condition is satisfied. We list the

known cases in the following theorems. These will be used in the proofs in
Section 4.

Theorem 3.1 ([GS17, Corollary 4.7.5]). If a symbolω ∈ H1
pm(F) and c ∈ F×

satisfy ω ⊗ c = 0 in H2
pm(F) then c is a norm in Fω.

Theorem 3.2 ([Gil00, Théorème 6]). If a symbol A ∈ H2
p(F) and c ∈ F×

satisfy A ⊗ c = 0 in H3
p(F), then c is a reduced norm in the division algebra

representative of the class A.

Theorem 3.3. If a symbol A ∈ Hn
2(F) and c ∈ F× satisfy A ⊗ c = 0 in

Hn+1
2 (F), then c is represented by the quadratic n-fold Pfister form repre-

sentative of the class A.

Proof. The class of A is represented by a quadratic n-fold Pfister form ϕ =

〈〈β1, . . . , βn−1, α]]. Since A ⊗ c = 0 in Hn+1
2 (F), the (n + 1)-fold Pfister form

〈〈c〉〉⊗ϕ is hyperbolic, and therefore its Pfister neighbor 〈c〉 ⊥ ϕ is isotropic,
which in turn implies that c is represented by ϕ by [EKM08, Proposition
9.8]. �
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4. Common Splitting Fields

Lemma 4.1 ([GS17, 9.1.11]). Let p be a prime integer, F a field of char(F) =

p and K = F( pr√
b) a purely inseparable extension of degree pr, and let L/F

be a finite separable extension. Then there exists an element v ∈ LK whose
norm, NormLK/K(v), generates the extension K/F.

Proposition 4.2 (cf. [GS17, 9.1.9]). Let p be a prime integer, F a field of
char(F) = p, and for 1 6 i 6 m let Ai be a symbol F-algebra of degree pri .
Then there exists an element b ∈ F such that the extension F( pr√

b) splits all
the Ai’s where r 6

∑m
i=1 ri.

Proof. The proof is by induction on m. The case m = 2 is Albert’s (see
[GS17, 9.1.9]) and the induction step argument below follows Albert’s proof.
Suppose it holds true for any integer smaller than m. Then there exists a
common splitting field E = F[ pt√

b] for A1, . . . , Am−1 where t 6
∑m−1

i=1 ri.
Write Am = [ω, γ). Then by Lemma 4.1, by taking K = E and L = Fω

(which is a cyclic subfield of Am), there exists an element v ∈ EL whose
norm z = NormLE/E(v) generates E/F. Now, take T = E( prm√zγ). Clearly
T splits A1, . . . , Am−1. Since z generates E over F, the element y = prm√zγ
generates T over F. It remains to explain why T splits Am.

Am ⊗ T = [ω, γ) ⊗ T = [ω, yprm z−1) ⊗ T = [ω, yprm ) ⊗ [ω, z−1) ⊗ T.

The algebra [ω, yprm ) is split because [ω, yprm ) = [ω + · · · + ω︸        ︷︷        ︸
prm times

, y) and ω ∈

H1
prm (F). The algebra [ω, z−1) ⊗ T is split because z is a norm in EL/E (and

so also in T L/T ). �

Corollary 4.3. Every class A in Hn+1
pm (F) is a single symbol in Hn+1

pt (F) for
a large enough t. More precisely, t 6 m`n where ` is the symbol length of A.

Proof. Take a class A in Hn+1
pm (F) and write it as a sum of symbols

A =
∑̀
i=1

ωi ⊗ β1,i ⊗ · · · ⊗ βn,i.

Since eachωi⊗β1,i is the class of the symbol algebras [ωi, β1,i)pm,F , by Propo-
sition 4.2 there exists a common purely inseparable splitting field F[ pr√

c]
where r 6 m`, and thus there exist ω′1, . . . , ω

′
` ∈ Wr(F) such that for each

i ∈ {1, . . . , `}, [ωi, β1,i)pm,F = [ω′i , c)pr ,F (see [Alb68, Chapter VII, Theorem
28] or [GS17, Theorem 9.1.1]). Therefore, as an element of Hn+1

pr (F), A can
be written as

A =
∑̀
i=1

ω′i ⊗ c ⊗ β2,i ⊗ · · · ⊗ βn,i.
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Since for each i, ω′i ⊗ c⊗β2,i⊗ · · · ⊗βn,i = (−1)n−1ω′i ⊗β2,i⊗ · · · ⊗βn,i⊗ c, this
process can be repeated until we obtain an integer t such that as an element
of Hn+1

pt (F), A can be written as

A =
∑̀
i=1

ρi ⊗ c ⊗ c2 ⊗ · · · ⊗ cn,

for some ρ1, . . . , ρ` ∈ Wt(F) and c2, . . . , cn ∈ F×. But then A = (ρ1 + · · · +

ρ`) ⊗ c ⊗ c2 ⊗ · · · ⊗ cn is a single symbol in Hn+1
pt (F). �

We now turn to proving that sharing purely inseparable simple splitting
fields implies sharing cyclic splitting fields. This requires some preparation:

Proposition 4.4. Let p be a prime integer, t a positive integer, F a field
of char(F) = p and r0, . . . , rt be Fp-independent elements in F. Then
℘( r1

r0
), . . . , ℘( rt

r0
) are Fp-independent as well.

Proof. Suppose there exist c1, . . . , ct ∈ Fp, not all zero, such that

c1℘(
r1

r0
) + · · · + ct℘(

rt

r0
) = 0.

Since for each i ∈ {1, . . . , t}, ci = cp
i , we obtain

℘(c1
r1

r0
) + · · · + ℘(ct

rt

r0
) = 0,

and so

℘(c1
r1

r0
+ · · · + ct

rt

r0
) = 0.

This means c1
r1
r0

+ · · · + ct
rt
r0

is a root of the polynomial ℘(λ) = λp − λ, but
these roots are exactly the elements of Fp. Therefore, c1

r1
r0

+ · · · + ct
rt
r0

= c0

for some c0 ∈ Fp, and so

c1r1 + · · · + ctrt − c0r0 = 0,

contradiction. �

Lemma 4.5. Let t be a nonnegative integer, m a positive integer and F be
a field of char(F) = p > 0, and let r0, . . . , rt ∈ F be Fp-independent. Then
for any ψ0, . . . , ψt ∈ F there exists π ∈ F for which ψi ≡ rpt

i π (mod ℘(F))
for any i ∈ {0, . . . , t}.
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Proof. By induction on t. The statement is clearly correct for t = 0. Sup-
pose it is correct for t − 1. Consider the system

ψ0 ≡ rpt

0 π (mod ℘(F))
...

ψt ≡ rpt

t π (mod ℘(F))

A solution will be obtained if we can find X0, . . . , Xt ∈ F for which

ψ0 = rpt

0 π + Xp
0 − X0

...

ψt = rpt

t π + Xp
t − Xt

which is equivalent to

1

rpt

0

ψ0 = π +
1

rpt

0

(Xp
0 − X0)

...
1

rpt

t

ψt = π +
1

rpt

t

(Xp
t − Xt)

By subtracting the first equation from each of the other equations and

plugging in Xi = (Ti +
rpt−1

i

rpt−1
0

X0) for i > 1, we get

1

rpt

1

ψ1 −
1

rpt

0

ψ0 =
1

rpt

1

(T p
1 − T1) − (

1

rpt−1(p−1)
1 rpt−1

0

−
1

rpt

0

)X0

...
1

rpt

t

ψt −
1

rpt

0

ψ0 =
1

rpt

t

(T p
t − Tt) − (

1

rpt−1(p−1)
t rpt−1

0

−
1

rpt

0

)X0
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Which is equivalent to

ψ1 −
rpt

1

rpt

0

ψ0 ≡ (
rpt−1

1

rpt−1

0

−
rpt

1

rpt

0

)X0 (mod ℘(F))

...

ψt −
rpt

t

rpt

0

ψ0 ≡ (
rpt−1

t

rpt−1

0

−
rpt

t

rpt

0

)X0 (mod ℘(F))

The latter satisfies the induction hypothesis because for each i ∈ {1, . . . , t},
rpt−1

i

rpt−1
0

−
rpt

i

rpt
0

= (℘(− ri
r0

))pt−1
and the elements ℘( r1

r0
), . . . , ℘( rt

r0
) are Fp-independent

by Proposition 4.4, and therefore has a solution. Hence, the original system
has a solution. �

Remark 4.6. It is an immediate result of Lemma 4.5 that the essential di-
mension of (Z/pZ)×(t+1) over fields F of char(F) = p with |F| > pt+1 is 1,
a fact that is known in the literature, see [BF03, Remark 3.8] and [Led04,
Lemma 2]).

Theorem 4.7. Let t be a positive integer and A0, A1, . . . , At be t + 1 symbol
algebras of degree pm over an infinite field F of char(F) = p > 0 and let
F[ pm√

β] be a common splitting field of theirs. Take r1, . . . , rt ∈ F which
are Fp-independent. Then there exists ω ∈ Wm(F) such that Ai = [ω, β −
rpm+t−1

i )pm,F for each i ∈ {1, . . . , t} and A0 = [ω, β)pm,F .

Proof. Since F[ pm√
β] = F[

pm
√
β − rpm+t−1

i ] is a splitting field of all the Ai’s,

one can write Ai = [ωi, β − rpm+t−1

i )pm,F for each i ∈ {1, . . . , t} and A0 =

[ω0, β)pm,F for some ω0, . . . , ωt ∈ Wm(F).
Write ρi for the first slot of the Witt vector ωi, and ψi = ρi − ρ0 for each

i ∈ {1, . . . , t}. Then by Lemma 4.5, there exists π ∈ F for which ψi ≡ rpt−1

i π

(mod ℘(F)) for each i. Then ρ0 ≡ ρi − rpt−1

i π (mod ℘(F)), and by raising
both sides to the power of pm we get ρpm

0 ≡ ρ
pm

i − rpm+t−1

i πpm
(mod ℘(F)).

Therefore, ρpm

0 + βπpm
≡ ρ

pm

i + (β − rpm+t−1

i )πpm
(mod ℘(F)).

Then by the symbol modifications A0 = [ω0, β)pm,F = [ωpm

0 , β)pm,F =

[ωpm

0 + (βπpm
, 0, . . . , 0), β)pm,F , and for each i ∈ {1, . . . , t},

Ai = [ωi, β − rpm+t−1

i )pm,F

= [ωpm

i , β − rpm+t−1

i )pm,F

= [ωpm

i + ((β − rpm+t−1

i )πpm
, 0, . . . , 0), β − rpm+t−1

i )pm,F
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we obtain symbol presentations where all the Witt vectors share the first
slot. This process can be repeated to modify the Witt vectors again so that
they share the second slot too, while still sharing the first slot, and so on. In
the end, we obtain symbol presentations where the Witt vectors are identi-
cal. �

Corollary 4.8. For every finite number of symbol algebras A0, A1, . . . , At

of degrees pm0 , . . . , pmt over a field F of char(F) = p > 0, there exists a
common cyclic splitting field of degree pm0+···+mt over F.

Proof. By Proposition 4.2, these algebras share a simple purely inseparable
splitting field of degree pm0+···+mt . Thus, these algebras are Brauer equivalent
to symbol algebras of degree pm0+···+mt sharing such a splitting field. By
the previous theorem, these algebras share a cyclic splitting field of degree
pm0+···+mt . �

In particular, this recovers the known fact that A0 ⊗ · · · ⊗ At is a cyclic
algebra of degree pm0+···+mt ([Alb68, Chapter VII, Theorem 31]). In terms
of cohomology, this means that the Brauer class of this tensor product is a
single symbol in H2

pm(F) where m = m0 + · · · + mt.

Remark 4.9. Theorem 4.7 generalizes the main theorem of [Cha15] which
states that for any α, β ∈ F and γ ∈ F×, the algebras [α, γ)p,F and [β, γ)p,F

share a degree p cyclic splitting field. As demonstrated in that paper, the
converse is not true in general. Indeed, using the same argument, one
can easily show that if F = Fp((α))((β)), then A = [(1, 0 . . . , 0), α)pm,F and
B = [(1, 0, . . . , 0), β)pm,F do not share a common simple purely inseparable
splitting field of degree pm.

Remark 4.10. Theorem 4.7 does not extend to infinite sets of symbol alge-
bras. For example, if one considers F = Fp(α), then there is no single cyclic
degree p extension that trivializes the entire group H2

p(F), even though this
group is trivialized by the inseparable extension F[ p

√
α].

5. Symbol Length moving from one group to another

As a result of Corollary 4.3 , the symbol length in Hn+1
p∞ (F) is 1. It is only

natural to ask what happens in the opposite direction:

Question 5.1. If A is a class in Hn+1
pm (F) which is represented by a single

symbol when embedded into Hn+1
pt (F) for t > m, what is the symbol length

of A in Hn+1
pm (F)?

The following theorems provide upper bounds for the symbol length of
A in Hn+1

pm (F) under the conditions described in Section 7.
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Theorem 5.2 ([Tig83]). Suppose F is a field of char(F) = p. Then for any
symbol algebra A = [ω, γ) ∈ H2

pt(F) of exponent dividing pm with m 6 t, its
symbol length in H2

pm(F) is at most pt−m.

Proof. The original theorem was stated in the case of char(F) , p when F
contains primitive ptth roots of unity. However, the original proof translates
smoothly to our case. The required result on the corestriction used in the
original proof was simply published a few years later in [MM91]. �

Corollary 5.3. Suppose F is a field of char(F) = p. Then for any central
simple F-algebra whose exponent is pm and whose symbol length in H2

p`(F)
for some ` > m is r, its symbol length in H2

pm(F) is at most pr`−m.

Proof. Follows from the previous theorem and by the fact that a tensor prod-
uct of r symbols in H2

p`(F) is a single symbol in H2
pr`(F) (Corollary 4.8). �

Lemma 5.4.
(1) Given Witt vectors α = (α1, . . . , αm+1) and γ = (γ1, . . . , γm+1) in

Wm+1(F), and β ∈ F×, if [α1, β)p,F = [γ1, β)p,F , then [α, β)op
pm+1,F

⊗

[γ, β)pm+1,F is Brauer equivalent to a single symbol in H2
pm(F).

(2) Given a Witt vector α = (α1, . . . , αm+1) and β, δ ∈ F×, if [α1, β)p,F =

[α1, δ)p,F , then [α, β)op
pm+1,F

⊗ [α, δ)pm+1,F is of symbol length at most
p in H2

pm(F).

Proof. For the first statement, if [α1, β)p,F = [γ1, β)p,F then γ1 = α1 + λp −

λ+cp
1β+ · · ·+cp

p−1β
p−1 for some λ, c1, . . . , cp−1 ∈ F. Therefore, [γ, β)pm+1,F ⊗

[−α, β)pm+1,F = [γ − α, β)pm+1,F = [γ − α − (λp, 0, . . . , 0) + (λ, 0, . . . , 0) −
(cp

1β, 0, . . . , 0) − · · · − (cp
p−1β

p−1, 0, . . . , 0), β)pm+1,F . Since the first slot of γ −
α− (λp, 0, . . . , 0) + (λ, 0, . . . , 0)− (cp

1β, 0, . . . , 0)− · · · − (cp
p−1β

p−1, 0, . . . , 0) is
0, this Witt vector is Shift1

m(π) for some π ∈ Wm(F). Therefore, [γ, β)pm+1,F ⊗

[−α, β)pm+1,F ∼Br [π, β)pm,F .
For the second statement, if [α1, β)p,F = [α1, δ)p,F , then δ = β·NormK/F( f )

for some f ∈ K = Fα1 . Therefore, [α, δ)pm+1,F = [α, β·NormK/F( f ))pm+1,F ∼Br

[α,NormK/F( f ))pm+1,F ⊗ [α, β)pm+1,F . Since [α,NormK/F( f ))pm+1,F is of expo-
nent dividing pm, its symbol length in Brpm(F) is bounded from above by p
by Theorem 5.2. �

Corollary 5.5.
a. If char(F) = 2 then any class in Br2m(F) of symbol length at most 2

in Br2m+1(F) has symbol length at most 4 in Br2m(F).
b. If char(F) = 3 then any class in Br3m(F) of symbol length at most 2

in Br3m+1(F) has symbol length at most 11 in Br3m(F)
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Proof. Let α = (α1, . . . , αm+1) and γ = (γ1, . . . , γm+1) be two Witt vectors
in Wm+1(F). Suppose char(F) = 2. If [α, β)2m+1,F ⊗ [γ, δ)2m+1,F is of ex-
ponent dividing 2m, the algebra [α1, β)2,F ⊗ [γ1, δ)2,F is split, which means
[γ1, δ)2,F = [α1, β)2,F . By the chain lemma for quaternion algebras ([Dra83,
Section 14, Theorem 7]), there exist ε ∈ F such that

[γ1, δ)2,F = [ε, δ)2,F = [ε, β)2,F = [α1, β)2,F .

By Lemma 5.4, [α, β)2m+1,F ⊗ [(ε, 0, . . . , 0), β)op
2m+1,F

is of symbol length 1
in Br2m(F), the algebra [(ε, 0, . . . , 0), δ)2m+1,F ⊗ [(ε, 0, . . . , 0), β)op

2m+1,F
is of

symbol length at most 2 and [(ε, 0, . . . , 0), δ)2m+1,F ⊗ [γ, δ)2m+1,F of symbol
length 1. Therefore, [α, β)2m+1,F ⊗ [γ, δ)2m+1,F is of symbol length at most 4
in Br2m(F).

Suppose now char(F) = 3. If [α, β)3m+1,F ⊗ [γ, δ)3m+1,F is of exponent di-
viding 3m, the algebra [α1, β)3,F ⊗ [γ1, δ)3,F is split, which means [γ1, δ)3,F =

[−α1, β)3,F . By the chain lemma for symbol algebras of degree 3 (see
[MV14, Corollary 7.2]), there exist a, c ∈ F× and b ∈ F such that either

[γ1, δ)3,F = [γ1, a)3,F = [b, a)3,F = [b, c)3,F = [−α1, c)3,F = [−α1, β)3,F , or

[γ1, δ)3,F = [γ1, a)3,F = [b, a)3,F = [b, c)3,F = [α1, c)3,F = [α1, β
−1)3,F .

We continue with the first case, the proof of the second case is similar.
By Lemma 5.4, each of the following algebras [γ, δ)3m+1,F ⊗ [γ, a)op

3m+1,F
,

[(b, 0, . . . , 0), a)3m+1,F ⊗ [(b, 0, . . . , 0), c)op
3m+1,F

, and [−α, c)3m+1,F ⊗ [−α, β)op
3m+1,F

is of symbol length at most 3 in Br3m(F), and each of the following algebras
[γ, a)3m+1,F ⊗ [(b, 0, . . . , 0), a)op

3m+1,F
and [(b, 0, . . . , 0), c)3m+1,F ⊗ [−α, c)op

3m+1,F
is

of symbol length at most 1. Hence, [α, β)3m+1,F ⊗ [γ, δ)3m+1,F is of symbol
length at most 3 · 3 + 2 = 11. �

Note that Corollary 5.5 is a considerable improvement to the previously
known bound, i.e., the bound appearing in Corollary 5.3. For example,
when r = 2 and ` = m + 1, Corollary 5.3 gives the upper bound 22(m+1)−m =

2m+1, whereas Corollary 5.5 gives 4.

Theorem 5.6. Suppose F is a field of char(F) = p. Then for any symbol A
in H3

pm(F) of exponent pm−1, its symbol length in H3
pm−1(F) is at most

(
m+1+p2

2

)
.

Proof. Write A = ω ⊗ β ⊗ γ. Since the exponent of A is pm−1, the symbol
ω1 ⊗ β ⊗ γ is trivial, which means, by Theorem 3.2, that γ is in the image
of the map Nrd : [ω1, β)p,F → F. The algebra [ω1, β)p,F is spanned as
an F-vector space by the elements θiy j for i, j ∈ {0, . . . , p − 1}, where θ
and y satisfy θp − θ = ω1, yp = β and yθy−1 = θ + 1. Therefore there
exist x0,0, . . . , xp−1,p−1 ∈ F for which γ = Nrd(

∑p−1
i, j=0 xi, jθ

iy j), hence γ ∈
E = Fp(ω1, β, x0,0, . . . , xp−1,p−1). Consequently, A descends to the symbol
A′ = ω ⊗ β ⊗ γ in H3

pm(E(ω2, . . . , ωm)) whose exponent is pm−1 because
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its pm−1th power satisfies the norm condition for being split. Therefore by
[CM20, Corollary 3.4], the symbol length of A′ in H3

pm−1(E(ω2, . . . , ωm)) is

at most
(

m+1+p2

2

)
, and therefore the symbol length of A in H3

pm−1(F) is at most(
m+1+p2

2

)
. �

Theorem 5.7. Suppose F is a field of char(F) = 2. Then for any symbol A in
Hn+1

2m (F) of exponent 2m−1, its symbol length in Hn+1
2m−1(F) is at most

(
m+n−1+2n

n

)
.

Proof. Write A = ω ⊗ β1 ⊗ · · · ⊗ βn. Since the exponent of A is 2m−1,
the symbol ω1 ⊗ β1 ⊗ · · · ⊗ βn is trivial, which means, by Theorem 3.3,
that βn is represented by ϕ where ϕ = 〈〈β1, . . . , βn−1, ω1]]. Therefore there
exist x1, . . . , x2n ∈ F for which βn = ϕ(x1, . . . , x2n), hence βn ∈ E =

F2(ω1, β1, . . . , βn−1, x1, . . . , x2n). Consequently, A descends to the symbol
A′ = ω ⊗ β1 ⊗ · · · ⊗ βn in Hn

2m(E(ω2, . . . , ωm)) whose exponent is 2m−1 be-
cause its 2m−1th power satisfies the norm condition for being split. Because
the 2-rank of E(ω2, . . . , ωm) is at most m + n − 1 + 2n, we can use [CM20,
Corollary 3.4] to bound the symbol length of A′ in H3

2m−1(E(ω2, . . . , ωm))
from above by

(
m+n−1+2n

n

)
, and therefore the symbol length of A in H3

2m−1(F)

is at most
(

m+n−1+2n

n

)
. �

6. Characteristic not p analogue

Here we study the analogous result to Theorem 5.2 in the case of fields
of characteristic not p. Recall that when char(F) , p and F contains a
primitive pmth root of unity ρ, the group Brpm(F) is generated by pm-symbol
algebras

(α, β)pm,F = F〈x, y : xpm
= α, ypm

= β, yx = ρxy〉,

for some α, β ∈ F×.

Theorem 6.1 ([Tig83]). Suppose F is a field of characteristic not p contain-
ing a primitive ptth root of unity ρ. Then if (α, β)pt ,F is of exponent dividing
pm with m 6 t, its symbol length in Brpm(F) is at most pt−m.

Lemma 6.2. Given α, β, γ ∈ F×, if (α, β)p,F = (γ, β)p,F , then (α, β)op
pm+1,F

⊗

(γ, β)pm+1,F is of symbol length at most p in H2
pm(F).

Proof. If (α, β)p,F = (γ, β)p,F then γ = αNormK/F( f ) for some f ∈ K =

F[ p
√
β]. Therefore, (γ, β)pm+1,F = (αNormK/F( f ), β)pm+1,F ∼Br (α, β)pm+1,F ⊗

(NormK/F( f ), β)pm+1,F . Therefore,

(γ, β)pm+1,F ⊗ (α, β)op
pm+1,F

∼Br (NormK/F( f ), β)pm+1,F .
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Since (NormK/F( f ), β)⊗pm

pm+1,F
∼Br (NormK/F( f ), β)p,F ∼Br F, the class of

(NormK/F( f ), β)pm+1,F is of exponent dividing pm, and so its symbol length
in Brpm(F) is bounded from above by p by Theorem 6.1. �

Corollary 6.3.
a. If char(F) , 2 and F contains a primitive 2m+1th root of unity, then

any class in Br2m(F) of symbol length at most 2 in Br2m+1(F) has
symbol length at most 6 in Br2m(F).

b. If char(F) , 3 and F contains a primitive 3m+1th root of unity, then
any class in Br3m(F) of symbol length at most 2 in Br3m+1(F) has
symbol length at most 15 in Br3m(F).

Proof. Suppose char(F) , 2 and that F contains a primitive 2m+1th root
of unity. If (α, β)2m+1,F ⊗ (γ, δ)2m+1,F is of exponent dividing 2m, the algebra
(α, β)2,F ⊗ (γ, δ)2,F is split, which means (γ, δ)2,F = (α, β)2,F . By the chain
lemma for quaternion algebras ([Dra83, Section 14, Theorem 7]), there exist
ε ∈ F× such that

(γ, δ)2,F = (γ, ε)2,F = (α, ε)2,F = (α, β)2,F .

By Lemma 6.2, (α, β)2m+1,F ⊗ (α, ε)op
2m+1,F

is of symbol length at most 2 in
Br2m(F), and so are (α, ε)2m+1,F ⊗ (γ, ε)op

2m+1,F
and (γ, ε)2m+1,F ⊗ (γ, δ)2m+1,F .

Therefore, (α, β)2m+1,F ⊗ (γ, δ)2m+1,F is of symbol length at most 6 in Br2m(F).
Suppose char(F) , 3 and that F contains a primitive 3m+1th root of unity.

If (α, β)3m+1,F ⊗ (γ, δ)3m+1,F is of exponent dividing 3m, the algebra (α, β)3,F ⊗

(γ, δ)3,F is split, which means (γ, δ)3,F = (α−1, β)3,F . By the chain lemma for
symbol algebras of degree 3 (see [Ros99]), there exist a, b, c ∈ F× such that

(γ, δ)3,F = (γ, a)3,F = (b, a)3,F = (b, c)3,F = (α−1, c)3,F = (α−1, β)3,F .

Now, each of the algebras (γ, δ)3m+1,F ⊗ (γ, a)op
3m+1,F

, (γ, a)3m+1,F ⊗ (b, a)op
3m+1,F

,
(b, a)3m+1,F⊗(b, c)op

3m+1,F
,(b, c)3m+1,F⊗(α−1, c)op

3m+1,F
and (α−1, c)3m+1,F⊗(α−1, β)op

3m+1,F
is of symbol length at most 3 in Br3m(F) , and so (α, β)3m+1,F ⊗ (γ, δ)3m+1,F is
of symbol length at most 15. �

7. Where norm conditions fail

We conclude the paper with an example that demonstrates how norm
conditions for splitness do not extend to single symbols in H3

p2(F). To be
more precise, assuming ω ⊗ β ∈ H2

p2(F) is of exponent p, the symbol ω ⊗
β ⊗ γ ∈ H3

p2(F) is split if γ = a · bp where a is a reduced norm in the cyclic
algebra [ω, β)p2,F and b ∈ F×. The converse, however, is not necessarily
true as we shall now see, i.e., we shall construct an example where γ is not
in Nrd([ω, β)p2,F) · (F×)p and still ω ⊗ β ⊗ γ is trivial in H3

p2(F). We do this
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by following the analogous example in [Mer95], which deals with the case
of char(F) , p. We focus on the differences, and leave the statements and
arguments that do not change with the characteristic.

Let k be a field of char(k) = p for some odd prime p, and consider E =

k(x, y) the function field in two algebraically independent variables over
k. Let K = E(s, t) be the function field in two algebraically independent
variables over E. Let C = [x, s)p,K , D = [y, t)p,K , and T = C ⊗ D. Write
L = E[℘−1(x), ℘−1(y)]. Write X for the Severi-Brauer variety of [y, x)p,E.
For any field E′ ⊇ E for which [y, x)p,E′ is a division algebra, we denote by
E′(X) the function field over E′ of X. Note that T is represented by a single
symbol ω ⊗ β in H2

p2(K), and so T ⊗ x = ω ⊗ β ⊗ x is a single symbol in
H3

p2(K).

Claim 7.1. The algebra T ⊗ K(X) is a division algebra.

Proof. Since E(X)/E is a regular extension, L(X) = L ⊗E E(X) is a field.
Now, T ⊗K(X) is a generic crossed product with L(X)⊗E K as the maximal
Galois subfield, and therefore T ⊗ K(X) is a division algebra. �

Set F = K(X). For simplicity, we denote TF for T ⊗ F. This algebra
represents a class in H2

p(F). Now, TF ⊗ x is clearly trivial in H3
p2(F), so this

is the example we want to focus on, i.e., we want to explain why b is not in
Nrd(TF) · (F×)p, despite TF ⊗ x being split.

Claim 7.2. The intersection of the group Nrd(TK(X)) · (K(X)×)p with E(X)×

is Norm(L(X)/E(X)) · (E(X)×)p.

Proof. We start by noting that K(X) = E(X)(s, t). Consider the right-to-
left (s, t)-adic valuation (see [TW15] for reference). The algebra TK(X) is
defectless with value group 1

pZ ×
1
pZ and residue field L(X) (see [TW15,

Proposition 3.38]). If a given α ∈ F× is in Nrd(TK(X)) · (K(X)×)p, then the
equation α = a · bp has a solution for a ∈ Nrd(TK(X)) and b ∈ K(X)×,
but then there is also a solution over the residues α = a · b

p
where now

a ∈ Norm(L(X)/E(X)) and b ∈ E(X)× (see [TW15, Lemma 11.16]). �

Claim 7.3. The intersection of the Norm(L(X)/E(X)) · (E(X)×)p with E× is
Norm(L/E) · (E×)p.

Proof. Follows the lines of [Mer95, Proposition 2.6] without any change,
for the original proof is characteristic free. �

As a conclusion, we can say that x is not in Nrd(TK(X))·(K(X)×)p, because
it belongs to the intersection of the latter with E×, which is Norm(L/E) ·
(E×)p. Now, x is not in Norm(L/E) · (E×)p, because if it were, then T ⊗ x
would be trivial in H3

p(K), but it is not because the class T ⊗ x is the same as
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[y, t)p,K ⊗ x = [y, x)op
p,K ⊗ t and [y, x)p,E is a division algebra and K = E(s, t)

is a rational function field.

Acknowledgements

The authors thank Eliyahu Matzri for bringing to our attention important
works in the literature, which improved the quality of the paper. The first au-
thor acknowledges the receipt of the Chateaubriand Fellowship (969845L)
offered by the French Embassy in Israel in the fall of 2020, which helped
establish the scientific connection with the second author. The third author
was supported by a grant from the Simons Foundation (580782).

Statements

Data Statement - Data sharing not applicable to this article as no datasets
were generated or analysed during the current study.

Conflict of Interest Statement - On behalf of all authors, the correspond-
ing author states that there is no conflict of interest.

References

[AJO18] Roberto Aravire, Bill Jacob, and Manuel O’Ryan. The de Rham Witt complex,
cohomological kernels and pm-extensions in characteristic p. J. Pure Appl. Al-
gebra, 222(12):3891–3945, 2018.

[Alb68] A. Albert. Structure of Algebras, volume 24 of Colloquium Publications. Amer-
ican Math. Soc., 1968.

[BF03] Grégory Berhuy and Giordano Favi. Essential dimension: a functorial point of
view (after A. Merkurjev). Doc. Math., 8:279–330, 2003.

[Cha15] Adam Chapman. Common subfields of p-algebras of prime degree. Bull. Belg.
Math. Soc. Simon Stevin, 22(4):683–686, 2015.

[CM20] Adam Chapman and Kelly McKinnie. Essential dimension, symbol length and
p -rank. Canadian Mathematical Bulletin, 63(4):882–890, 2020.

[Dra83] P.K. Draxl. Skew Fields, volume 81 of London Math. Soc. Lect. Notes. Cam-
bridge University Press, 1983.

[EKM08] Richard Elman, Nikita Karpenko, and Alexander Merkurjev. The algebraic and
geometric theory of quadratic forms, volume 56 of American Mathematical
Society Colloquium Publications. American Mathematical Society, Providence,
RI, 2008.

[Gil00] Philippe Gille. Invariants cohomologiques de Rost en caractéristique positive.
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