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#### Abstract

We give a classification of superattracting germs in dimension 1 over a complete normed algebraically closed field $\mathbb{K}$ of positive characteristic up to conjugacy. In particular we show that formal and analytic classifications coincide for these germs. We also give a higher dimensional version of some of these results.


## Introduction

Recent interest arose in understanding the local dynamics of analytic germs $f:\left(\mathbb{K}^{N}, 0\right) \rightarrow$ $\left(\mathbb{K}^{N}, 0\right)$ over a (complete normed) field $\mathbb{K}$ of positive characteristic. One of the first works in this direction is given by HY83, where the authors deal with some problems of small divisors and resonances in the non-archimedean setting, in particular for analytic germs $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ with $\left|f^{\prime}(0)\right|=1$. If the characteristic of $\mathbb{K}$ is zero, the authors show that $f$ is always analytically linearizable, as long as $\lambda:=f^{\prime}(0)$ is not a root of unity. This result does not hold in positive characteristic, the problem due to the presence of small divisors, that gives an obstruction to the convergence of the formal conjugacy between $f$ and its linear part $x \mapsto \lambda x$ (see Lin04).

In this paper, we are concerned with superattracting germs, characterized by the property that the differential $d f_{0}$ at 0 is nilpotent.

In dimension one, any superattracting germ can be written under the form $f(x)=C x^{d}(1+$ $\varepsilon(x))$ with $C \neq 0, d \geq 2$ and $\varepsilon(0)=0$. When $\mathbb{K}$ is the field of complex numbers endowed with the standard euclidean norm, a classical result by Böttcher Böt04 states that $f$ is analytically conjugate to the map $x \mapsto x^{d}$. This result still holds for superattracting germs $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ over any field $\mathbb{K}$ of characteristic zero, endowed with any (archimedean or non-archimedean) complete norm, provided that $\sqrt[d-1]{C} \in \mathbb{K}$.

Böttcher theorem also holds over (not necessarily algebraically closed) fields $\mathbb{K}$ of characteristic $p>0$ (endowed with a complete norm) when $d$ and $p$ are coprime. However it does not hold when $p$ divides $d$.

Consider for example the germs $F(x)=x^{p}$ (called the Frobenius automorphism) and $f(x)=$ $x^{p}(1+x)$. Since $F^{\prime}(x) \equiv 0$ while $f^{\prime}(x)=x^{p}$, these two germs cannot be conjugate one to the other.

Since any germ $f$ whose derivative is identically zero can be factorized through the Frobenius automorphism, there exists a unique $m \in \mathbb{N}$ for which $f=g \circ F^{m}$, where $g:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ satisfies $g^{\prime} \not \equiv 0$. Set $d=\operatorname{ord}_{0}(g)$ and $r_{0}=1+\operatorname{ord}_{0}\left(g^{\prime}\right)-d$, where $\operatorname{ord}_{0}$ denotes the order of vanishing at 0 . The numbers $m, d$ and $r_{0}$ are invariants of (formal) conjugacy. Notice that either $r_{0}=0$ (when $p$ and $d$ are coprime), or $r_{0}>0$ is coprime to $p$ (and $p$ divides $d$ ).

In this paper, we provide the formal and analytic classification of superattracting germs in dimension one, over any algebraically closed field $\mathbb{K}$ of positive characteristic.

[^0]Theorem A. Let $\mathbb{K}$ be an algebraically closed field of characteristic $p>0$. Let $f:(\mathbb{K}, 0) \rightarrow$ $(\mathbb{K}, 0)$ be a (formal) superattracting germ. Then $f$ is formally conjugate to a map $\widetilde{f}:(\mathbb{K}, 0) \rightarrow$ $(\mathbb{K}, 0)$ of the form

$$
\begin{equation*}
\widetilde{f}(x)=x^{d p^{m}}\left(\widetilde{a}\left(x^{p^{m+1}}\right)+\widetilde{b} x^{r_{0} p^{m}}\right) \tag{1}
\end{equation*}
$$

where:

- $m \in \mathbb{N}, d \in \mathbb{N}^{*}$ and $d p^{m} \geq 2$,
- if $p$ and $d$ are coprimes then $r_{0}=0$, if $p$ divides $d$ then either $r_{0}=0$ or $r_{0}$ is coprime to -
- $\widetilde{b} \neq 0$, and $\widetilde{a} \in \mathbb{K}[z]$ is a polynomial of degree $<r_{0} /(p-1)$,
- when $r_{0}=0$, then $\widetilde{a} \equiv 0$ and $\widetilde{b}=1$,
- when $r_{0}>0$, then $\widetilde{a}(0)=1$ and $\widetilde{b}$ is uniquely determined up to the multiplication by $a$ root of unity $\zeta$ such that $\zeta^{d p^{m}}=\zeta$.
Theorem A does not provide a complete classification of superattracting germs in positive characteristic, since the polynomial $\widetilde{a}$ is not uniquely determined. In Theorem 3.6 we shall describe normal forms with the property that for any $f$ there exists a finite number of such normal forms conjugate to it.

Special cases of Theorem A were known to the experts. The case when $d$ and $p$ are coprime can be proved as in the classical case of Böttcher's theorem (see Theorem 4.1), and Gardner Spencer in his thesis GS11 gave a formal classification of superattracting germs when $m=0$ and $d=p$ (see Remark 3.8).

While Theorem A deals with the formal classification of formal superattracting germs $f$ : $(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$, the next result studies the convergence of the formal conjugacy when $\mathbb{K}$ is endowed with a (complete) norm, and $f$ is an analytic germ. In particular, we show that analytic and formal conjugacy of superattracting germs in dimension one coincide.
Theorem B. Let $\mathbb{K}$ be an algebraically closed field of positive characteristic, endowed with a (complete) norm. Suppose two analytic superattracting germs $f, \widetilde{f}:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ are formally conjugate. Then they are analytically conjugate.

Écalle conjectured that formal and analytic classifications coincide for superattracting germs $f:\left(\mathbb{C}^{N}, 0\right) \rightarrow\left(\mathbb{C}^{N}, 0\right)$ over the complex numbers (with standard euclidean norm), in any dimension $N \geq 1$. The conjecture trivially follows from Böttcher's theorem when $N=1$. For $N=2$, the conjecture has been proven in [Fav00] when $f$ is a superattracting rigid germ (namely, the union of the critical set of all iterates has simple normal crossings and is $f$-invariant). For a partial classification of rigid germs in all dimensions, see also Rug. Here, Theorem B gives a positive answer to Écalle's conjecture in our setting.

As an example of result that holds for superattracting germs over fields of positive characteristic in higher dimensions, we give a sufficient condition for a superattracting germ to be conjugate to a monomial map.
Theorem C. Let $\mathbb{K}$ be a complete normed (possibly non algebraically closed) field of characteristic $p>0$. Let $f:\left(\mathbb{K}^{N}, 0\right) \rightarrow\left(\mathbb{K}^{N}, 0\right)$ be a (analytic) superattracting germ of the form

$$
\begin{equation*}
f(x)=C x^{D}(\mathbb{1}+\varepsilon(x)) \tag{2}
\end{equation*}
$$

where $x \in \mathbb{K}^{N}, C \in\left(\mathbb{K}^{*}\right)^{N}, D \in \mathcal{M}_{N}(\mathbb{N})$ and $\varepsilon:\left(\mathbb{K}^{N}, 0\right) \rightarrow\left(\mathbb{K}^{N}, 0\right)$ with $\varepsilon(0)=0$.
Suppose $\operatorname{det} D$ is coprime to $p$.
Then $f$ is analytically conjugate to its leading monomial part

$$
\begin{equation*}
\tilde{f}(x)=C x^{D} \tag{3}
\end{equation*}
$$

Notice that in general a map of the form (22) will not be conjugate to a map of the form (3) with $C=(1, \ldots, 1)=: \mathbb{1}$, not even when $\mathbb{K}$ is algebraically closed. Indeed, it is possible only when 1 is not an eigenvalue for $D$ (see Remark 7.1).

In equations (2) and (3) of the statement of Theorem C we used the following notation. Write $x=\left(x^{1}, \ldots, x^{N}\right)$ and $D=\left(d_{i}^{j}\right)$. Then we set $x^{D}=\left(\left(x^{D}\right)^{1}, \ldots,\left(x^{D}\right)^{N}\right)$, with

$$
\left(x^{D}\right)^{j}=\prod_{i=1}^{N}\left(x^{i}\right)^{d_{i}^{j}}
$$

The product between two vectors in $\mathbb{K}^{N}$ is the product coordinate by coordinate: if $C=$ $\left(C^{1}, \ldots, C^{N}\right)$, then $C x \in \mathbb{K}^{N}$ is defined by $C x=\left(C^{1} x^{1}, \ldots, C^{N} x^{N}\right)$.

We now indicate how we prove our stated results. The proof of Theorem A has a combinatorial flavour. Indeed, we need to solve the conjugacy relation $\Phi \circ f=\tilde{f} \circ \Phi$, where $f$ is the given germ, $\tilde{f}$ is the candidate normal form, and $\Phi$ is the unknown change of coordinates. We write $f, \widetilde{f}$ and $\Phi$ in formal power series. The conjugacy relation induces an infinite number of relations between the coefficients of such formal power series, where the unknowns are the coefficients of $\Phi$ and $\widetilde{f}$. We solve these equations by induction, that is at some points quite intricate.

To prove Theorem B , we estimate the growth of the coefficients of a conjugacy $\Phi$ between $f$ and $\tilde{f}$ in the normal form given by Theorem A. The case when $d$ and $p$ are coprime is easy, and can be dealt with classical arguments (similar to the classical proof of Böttcher's theorem). When $p$ divides $d$, the combinatorics is much more delicate to deal with. In this case, we estimate the growth rate of the coefficients of $\Phi$ by majorant series techniques, using the recursion formulae derived in the proof of Theorem A .

For both these results, the main difficulties arise from the delicate combinatorics of the equations to solve, given by the positive characteristic setting.

The proof of Theorem C is analogous to the one working in the complex setting. We use part of the techniques developed in Rug to prove the result.

The paper is organized as follows. In the first section we fix some notations and recall a few properties of non-archimedean norms over fields of positive characteristic. In the second section we introduce the discrete invariants for superattracting germs in dimension one, and study their behavior under composition and iteration. In the third section we state the formal classification Theorem 3.6 of superattracting germs in dimension one. We also give some remarks, deduce Theorem A, and give some restrictions on the invariants of superattracting germs given by the action at infinity of a polynomial in $\mathbb{K}$. In the fourth section we give the analytic classification of superattracting germs when $d$ and $p$ are coprime. In the fifth section we prove Theorem 3.6, and in the sixth section we prove Theorem B. In the seventh (and last) section, we conclude by proving Theorem C, and by giving some remarks and open questions on the local classification of superattracting germs in higher dimensions over fields of positive characteristic.

## 1. Basics

In this section we recall a few properties for non-archimedean norms. For the whole paper, all norms will be complete.
Proposition 1.1. Let $\left(a_{n}\right)_{n}$ be a sequence in a any field $\mathbb{K}$ endowed with a non-archimedean norm. Then

$$
\prod_{n}\left(1+a_{n}\right) \text { converges } \Longleftrightarrow \sum_{n} a_{n} \text { converges } \Longleftrightarrow a_{n} \rightarrow 0
$$

We introduce here the $p$-adic valuation on integers, that will be very useful throughout the whole paper.
Definition 1.2. Let $p$ be a prime number, and $n \in \mathbb{Z}$. The $p$-adic valuation $\nu_{p}$ is defined by

$$
\nu_{p}(n)=\sup \left\{k \in \mathbb{N} \mid p^{k} \text { divides } n\right\} \in \mathbb{N} \cup\{+\infty\}
$$

From now on, $p$ will be always denote a prime number, equal to the characteristic of $\mathbb{K}$.

Remark 1.3. Let $b \in \mathbb{N}$ be such that $\nu_{p}(b)=0$, i.e., $p$ and $b$ are coprime. Then $(1+x)^{1 / b}$ is a well-defined analytic germ. Indeed, we can define

$$
\begin{equation*}
(1+x)^{1 / b}=\sum_{n=0}^{\infty}\binom{1 / b}{n} x^{n} \tag{4}
\end{equation*}
$$

where

$$
\binom{1 / b}{n}=\frac{b^{-1} \cdot\left(b^{-1}-1\right) \cdots\left(b^{-1}-n+1\right)}{n!}=\frac{(1-b) \cdots(1-(n-1) b)}{n!b^{n}}
$$

Set $b_{k}=1-b k$. Notice that if $\nu_{p}\left(b_{k}\right)=v$, then $\nu_{p}\left(b_{k+h}\right)<v$ for $0<h<p^{v}$, and $\nu_{p}\left(b_{k+p^{v}}\right) \geq v$. It follows that

$$
\operatorname{Card}\left\{k \mid 0 \leq k<n, \nu_{p}\left(b_{k}\right) \geq v\right\} \geq\left\lfloor\frac{n}{p^{v}}\right\rfloor=\operatorname{Card}\left\{k \mid 0 \leq k<n, \nu_{p}(k+1) \geq v\right\}
$$

Hence $\nu_{p}\left(b_{0} \cdots b_{n-1}\right) \geq \nu_{p}(n!)$ and $\binom{1 / b}{n}$ is a well defined element in $\mathbb{K}$, of norm either 0 or 1 . Therefore (4) defines an analytic germ over $\mathbb{K}$.

It follows that if $\varepsilon:\left(\mathbb{K}^{d}, 0\right) \rightarrow(\mathbb{K}, 0)$ is an analytic germ with $\varepsilon(0)=0$, we can define $(1+\varepsilon(x))^{a / b}$ as an analytic germ $\left(\mathbb{K}^{d}, 0\right) \rightarrow \mathbb{K}$, as long as $\nu_{p}(a) \geq \nu_{p}(b)$.

We shall need the next proposition to study the convergence of formal power series.
Proposition 1.4. Let $\mathbb{K}$ be a normed field of characteristic $p>0$. Let $\left(\varepsilon_{n}\right)_{n}$ be a sequence of $r$ uples of formal power series in $N$ variables. Let $\left(D_{n}\right)_{n}$ be a sequence of matrices in $\mathcal{M}(r \times s, \mathbb{Q})$ (with $s \in \mathbb{N}^{*}$ ), with entries that are of the form $a / b \in \mathbb{Q}$ with $\nu_{p}(a) \geq \nu_{p}(b)$. Suppose

$$
\left\|\varepsilon_{n}(x) D_{n}\right\| \rightarrow 0
$$

for $n \rightarrow+\infty$ and $\|x\|$ small enough. Then

$$
\begin{equation*}
\prod_{n=0}^{\infty}\left(\mathbb{1}+\varepsilon_{n}(x)\right)^{D_{n}}<+\infty \tag{5}
\end{equation*}
$$

converges for $\|x\|$ small enough.
Proof. First, notice that (5) is a vector expression. We can estimate each entry, and suppose $s=1$. Write $D_{n}=\left(d_{n}^{1}, \ldots, d_{n}^{s}\right)$, where $d_{n}^{j}$ are the columns of $D_{n}$, and $\varepsilon_{n}=\left(\varepsilon_{n}^{1}, \ldots, \varepsilon_{n}^{r}\right)$. Then

$$
\left(\mathbb{1}+\varepsilon_{n}\right)^{D_{n}}=\prod_{j=1}^{r}\left(1+\varepsilon_{n}^{j}\right)^{d_{n}^{j}}
$$

Since $d_{n}^{j}=a / b$ with $\nu_{p}(a) \geq \nu_{p}(b)$, then $\left(1+\varepsilon_{n}^{j}\right)^{d_{n}^{j}}$ is well defined for any $j$ (see Remark 1.3). The statement then follows by Proposition 1.1.

A special role among superattracting germs in dimension one is played by the Frobenius automorphism $F(x)=x^{p}$. The next proposition shows what happens if we conjugate a germ $\Psi$ by $F$.

Proposition 1.5. Let $\Psi \in \mathbb{K}[[x]]$ be any formal power series. Then there exists a formal power series $T \Psi \in \mathbb{K}[[x]]$ such that

$$
F \circ \Psi=T \Psi \circ F,
$$

where $F$ denotes the Frobenius automorphism.
Suppose $\Phi=T \Psi$ and there exists $M>0$ such that $|\Phi(x)| \leq M|x|$. Then $|\Psi(x)| \leq M^{1 / p}|x|$.
Proof. The operator $T: \mathbb{K}[[x]] \rightarrow \mathbb{K}[[x]]$ is defined by

$$
\begin{equation*}
T\left(\sum_{n} \psi_{n} x^{n}\right):=\sum_{n} \psi_{n}^{p} x^{n} \tag{6}
\end{equation*}
$$

All stated properties can be easily verified.

## 2. Discrete invariants

In this section we shall describe all the discrete invariants for the classification of one dimensional superattracting germs up to (formal) conjugacy, over an algebraically closed field $\mathbb{K}$ of characteristic $p>0$.

Definition 2.1. Let $f(x)=\sum_{n} f_{n} x^{n} \in \mathbb{K}[[x]]$ a (non-constant) formal power series. We set

$$
m(f):=\min \left\{\nu_{p}(n) \mid n \in \mathbb{N}, f_{n} \neq 0\right\} \in \mathbb{N}
$$

Notice that $m=m(f)$ if and only if there exists $g \in \mathbb{K}[[y]]$ such that $g^{\prime}(y) \not \equiv 0$ and $f=g \circ F^{m}$.
The number $m$ is an invariant of conjugacy. It can be proved by direct computation, or noticing that $p^{m}$ is the inseparable degree of $\mathbb{K}[[x]] /(f)$ over $\mathbb{K}$.

Proposition 2.2. Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ. Let $m(f) \in \mathbb{N}$ be defined as in Definition 2.1. If $\widetilde{f}$ is formally conjugate to $f$, then $m(\tilde{f})=m(f)$.
Proof. Write

$$
f=g \circ F^{m}, \quad \tilde{f}=\widetilde{g} \circ F^{\widetilde{m}},
$$

with $g^{\prime}, \widetilde{g}^{\prime} \not \equiv 0$.
Let $\Phi \in \mathbb{K}[[x]]$ be the conjugacy between $f$ and $\widetilde{f}$, and denote by $\Psi \in \mathbb{K}[[x]]$ its inverse. Hence $\tilde{f}=\Phi \circ f \circ \Psi$. It follows that

$$
\tilde{f}=\Phi \circ g \circ F^{m} \circ \Psi=\Phi \circ g \circ T^{m} \Psi \circ F^{m} .
$$

Hence $\widetilde{m} \geq m$. By switching the role of $f$ and $\widetilde{f}$, we get the opposite inequality $m \geq \widetilde{m}$, and hence $m=\widetilde{m}$ is an invariant of conjugacy.

Definition 2.3. Let $g(y)=\sum_{n} g_{n} y^{n} \in \mathbb{K}[[y]]$ be a formal power series with $g^{\prime} \not \equiv 0$. We set

$$
d(g)=\operatorname{ord}_{0}(g):=\min \left\{n \mid g_{n} \neq 0\right\} \in \mathbb{N}
$$

the order of vanishing of $g$ at 0 . If $f=g \circ F^{m}$, we set $d(f):=d(g)$.
Notice that $\operatorname{ord}_{0}(f)=d p^{m}$, hence $d$ is an invariant of conjugacy.
Definition 2.4. Let $g(y)=y^{d} \sum_{n} \varepsilon_{n} y^{n} \in \mathbb{K}[[y]]$ be a formal power series with $g^{\prime} \not \equiv 0$ and $\varepsilon_{0} \neq 0$. We define recursively the sequence $r(g)=\left(r_{u}\right)_{u \in \mathbb{N}}$ as following.

$$
\begin{aligned}
& r_{0}:=\min \left\{n \in \mathbb{N} \mid \nu_{p}(d+n)=0 \text { and } \varepsilon_{n} \neq 0\right\}, \\
& r_{u}:=\min \left\{n \in \mathbb{N} \mid \nu_{p}(d+n)=u \text { and } \varepsilon_{n} \neq 0\right\} \wedge r_{u-1}, \quad \text { for } u \in \mathbb{N}^{*},
\end{aligned}
$$

where $\wedge$ denotes the minimum between two (sets of) numbers. If $f=g \circ F^{m}$, we set $r(f):=r(g)$.
Notice that $r_{0}+d-1=\operatorname{ord}_{0}\left(g^{\prime}\right)$, and $r_{u}$ is by definition a non-increasing sequence. Moreover, $r_{u}=0$ for all $u \geq \nu_{p}(d)$.

We shall show that the sequence $r=r(f)$ is an invariant of conjugacy (see Lemma 5.3).
We conclude this section by studying how these discrete invariants behave under composition.
Theorem 2.5. Let $f^{\prime}, f^{\prime \prime}:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be two superattracting germs over an algebraically closed field $\mathbb{K}$ of characteristic $p>0$, and denote by $f=f^{\prime \prime} \circ f^{\prime}$ their composition. Set $m=$ $m(f), d=d(f), r=r(f), m^{\prime}=m\left(f^{\prime}\right), d^{\prime}=d\left(f^{\prime}\right), r^{\prime}=r\left(f^{\prime}\right)$ and $m^{\prime \prime}=m\left(f^{\prime \prime}\right), d^{\prime \prime}=d\left(f^{\prime \prime}\right), r^{\prime \prime}=$ $r\left(f^{\prime \prime}\right)$ given by Definitions 2.1, 2.3. 2.4. Set $e=\nu_{p}(d), e^{\prime}=\nu_{p}\left(d^{\prime}\right), e^{\prime \prime}=\nu_{p}\left(d^{\prime \prime}\right)$. Then

$$
\begin{align*}
m & =m^{\prime}+m^{\prime \prime} \\
d & =d^{\prime} d^{\prime \prime} \\
e & =e^{\prime}+e^{\prime \prime} \\
r_{u} & \geq \min \left\{d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime} \mid 0 \leq h \leq e^{\prime}, 0 \leq k \leq e^{\prime \prime}, h+k=u\right\} \quad \text { for } 0 \leq u \leq e . \tag{7}
\end{align*}
$$

In the last relation, the equality holds in any of the following cases:

- the minimum is attained only for a unique choice of $(h, k)$ with $h+k=u$;
- for $u=0, u=e$;
- for a generic choice of $f^{\prime}, f^{\prime \prime}$.

Proof. Write $f^{\prime}=g^{\prime} \circ F^{m^{\prime}}$ and $f^{\prime \prime}=g^{\prime \prime} \circ F^{m^{\prime \prime}}$ where the derivatives of $g^{\prime}$ and $g^{\prime \prime}$ are not identically zero, and $F$ is the Frobenius automorphism. Then

$$
f^{\prime \prime} \circ f^{\prime}=g^{\prime \prime} \circ F^{m^{\prime \prime}} \circ g^{\prime} \circ F^{m^{\prime}}=g^{\prime \prime} \circ T^{m^{\prime \prime}} g^{\prime} \circ F^{m^{\prime}+m^{\prime \prime}}
$$

where $T$ is the operator defined by (6). By direct computation, the derivative of $g^{\prime \prime} \circ T^{m^{\prime \prime}} g^{\prime}$ is not identically 0 , and $m=m^{\prime}+m^{\prime \prime}$.

Now, since $p^{m} d=\operatorname{ord}_{0}(f)$ is the order of vanishing of $f$ at 0 , and analogously for $f^{\prime}$ and $f^{\prime \prime}$, we infer $p^{m} d=p^{m^{\prime}} d^{\prime} p^{m^{\prime \prime}} d^{\prime \prime}$, and hence $d=d^{\prime} d^{\prime \prime}$. The relation $e=e^{\prime}+e^{\prime \prime}$ directly follows.

We now prove the relation (7). Notice that if $r_{k}^{\prime \prime}=r_{k-1}^{\prime \prime}$ for some $k \geq 1$, then $d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}>$ $d^{\prime} r_{k-1}^{\prime \prime}+p^{k-1} r_{h}^{\prime} \geq d^{\prime} r_{k-1}^{\prime \prime}+p^{k-1} r_{h+1}^{\prime}$ for any $h<e^{\prime}$, and the minimum in 7 is not attained by the values $(k, h)$. Analogously if $r_{h}^{\prime}=r_{h-1}^{\prime}$ for some $h \geq 1$.

It follows that without loss of generality, we can suppose that $r^{\prime}$ and $r^{\prime \prime}$ are strictly decreasing sequences, or equivalently that $\nu_{p}\left(r_{h}^{\prime}\right) \wedge e^{\prime}=h$, and $\nu_{p}\left(r_{k}^{\prime \prime}\right) \wedge e^{\prime \prime}=k$. Indeed, directly by Definition 2.4. $r_{h}^{\prime}<r_{h-1}^{\prime}$ implies $\nu_{p}\left(d^{\prime}+r_{h}^{\prime}\right)=h$, and hence $\nu_{p}\left(r_{h}^{\prime}\right) \wedge e^{\prime}=h$. Analogously for $r^{\prime \prime}$. Set

$$
T^{m^{\prime \prime}} g^{\prime}(y)=y^{d^{\prime}} \overbrace{\sum_{n} a_{n} y^{n}}^{a(y)}, \quad g^{\prime \prime}(z)=z^{d^{\prime \prime}} \sum_{n} b_{n} z^{n} .
$$

Set $h=\nu_{p}(n)$. Directly by definition of $r^{\prime}$ and $r^{\prime \prime}$, we have the following properties.

- For any $n$ such that $0 \leq h<e^{\prime}$ and $n<r_{h}^{\prime}$, then $a_{n}=0$. Analogously, $b_{n}=0$ for any $n$ satisfying $n<r_{h}^{\prime \prime}$ and $0 \leq h<e^{\prime \prime}$.
- $a_{r_{h}^{\prime}} \neq 0$ for any $0 \leq h \leq e^{\prime}$, and analogously $b_{r_{k}^{\prime \prime}} \neq 0$ for any $0 \leq k \leq e^{\prime \prime}$.

We now want to study $g^{\prime \prime} \circ T^{m^{\prime \prime}} g^{\prime}(y)$ and its formal power series expansion. We get

$$
g^{\prime \prime} \circ T^{m^{\prime \prime}} g^{\prime}(y)=\sum_{j} b_{j} y^{d^{\prime}\left(d^{\prime \prime}+j\right)}(a(y))^{d^{\prime \prime}+j}
$$

For any $k=0, \ldots, e^{\prime \prime}$, set

$$
\varepsilon^{(k)}(y):=\sum_{j, \nu_{p}(j) \wedge e^{\prime \prime}=k} b_{j} y^{d^{\prime} j}(a(y))^{d^{\prime \prime}+j} .
$$

The key of the proof of 7 is given by the next lemma.
Lemma 2.6. Let $0 \leq k \leq e^{\prime \prime}$. Then we have

$$
\begin{equation*}
\varepsilon^{(k)}(y)=b_{r_{k}^{\prime \prime}} y^{d^{\prime} r_{k}^{\prime \prime}}\left(\frac{d^{\prime \prime}+r_{k}^{\prime \prime}}{p^{k}}\right) \sum_{h=0}^{e^{\prime}}\left(a_{r_{h}^{\prime}}^{p^{k}} y^{p^{k} r_{h}^{\prime}}+o^{k+h}\left(y^{p^{k} r_{h}^{\prime}}\right)\right), \tag{8}
\end{equation*}
$$

where $o^{k+h}\left(y^{p^{k} r_{h}^{\prime}}\right)$ denotes a suitable formal power series in $y^{p^{k+h}}$ whose order of vanishing at 0 (with respect to $y$ ) is $>p^{k} r_{h}^{\prime}$.
Proof. We need to compute $(a(y))^{d^{\prime \prime}+j}$ for any $j$ with $\nu_{p}(j) \wedge e^{\prime \prime}=k$. If $j<r_{k}^{\prime \prime}$, then $b_{j}=0$. Consider now $j=r_{k}^{\prime \prime}$. Notice that we also have $\nu_{p}\left(d^{\prime \prime}+r_{k}^{\prime \prime}\right)=k$. By Proposition 1.5 we have

$$
\begin{equation*}
(a(y))^{d^{\prime \prime}+r_{k}^{\prime \prime}}=\left(T^{k} a\left(y^{p^{k}}\right)\right)^{\left(d^{\prime \prime}+r_{k}^{\prime \prime}\right) / p^{k}} \tag{9}
\end{equation*}
$$

Notice that $\nu_{p}\left(\frac{d^{\prime \prime}+r_{k}^{\prime \prime}}{p^{k}}\right)=0$. The smallest degree that appear (9) of the form $y^{n p^{k}}$ with $\nu_{p}(n) \wedge e^{\prime}=$ $h$ is given by

$$
\frac{d^{\prime \prime}+r_{k}^{\prime \prime}}{p^{k}} a_{r_{h}^{\prime}}^{p^{k}} y^{p^{k} r_{h}^{\prime}}
$$

Hence we get an equation on the form (8) when we consider $j \leq r_{k}^{\prime \prime}$ in the sum defining $\varepsilon^{(k)}$.
We conclude by noticing that if $j>r_{k}^{\prime \prime}$, then $d^{\prime} j>d^{\prime} r_{k}^{\prime \prime}$, and the orders that appear for $j>r_{k}^{\prime \prime}$ are higher than the one got for $j=r_{k}^{\prime \prime}$.

We now conclude the proof of Theorem 2.5 .
First, notice that $g^{\prime \prime} \circ T^{m^{\prime \prime}} g^{\prime}(y)=y^{d} \sum_{k=0}^{e^{\prime \prime}} \varepsilon^{(k)}(y)$. Hence, by Lemma 2.6 we get

$$
\begin{equation*}
r_{u} \geq \operatorname{ord}_{0}\left(\sum_{k+h=u} \frac{d^{\prime \prime}+r_{k}^{\prime \prime}}{p^{k}} b_{r_{k}^{\prime \prime}} a_{r_{h}^{\prime}}^{p^{k}} y^{d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}}\right) \geq \min _{h+k=u}\left\{d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}\right\} \tag{10}
\end{equation*}
$$

that gives us (7). Notice that the coefficients in the sum of (10) are all different from zero. For the properties of valuations, we have equalities in when there is only one $(h, k)$ for which the minimum is attained. In particular, this is always verified for $u=0$ (in this case $h=k=0$ ), or $u=e$ (in this case $h=e^{\prime}, k=e^{\prime \prime}$, and $r_{e}=0$ ).

More generally, suppose the minimum is attained for $(h, k) \in E$ for a suitable set of choices $E$. Then we have equalities when

$$
\sum_{(h, k) \in E} b_{r_{k}^{\prime \prime}} a_{r_{h}^{\prime}}^{p^{k}} \neq 0
$$

Remark 2.7. In the notations of Theorem 2.5. suppose that $r^{\prime}=r\left(f^{\prime}\right)$ is a strictly decreasing sequence. Then we have that $r=r\left(f^{\prime \prime} \circ f^{\prime}\right)$ is (generically) a strictly decreasing sequence. Indeed, since $r_{h}^{\prime}<r_{h-1}^{\prime}$, we have $d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}<d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h-1}^{\prime}$. It follows that for generic $f^{\prime}$ and $f^{\prime \prime}$ we have

$$
r_{u}\left(f^{\prime \prime} \circ f^{\prime}\right)=\min _{h+k=u}\left\{d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}\right\}<\min _{h+k=u-1}\left\{d^{\prime} r_{k}^{\prime \prime}+p^{k} r_{h}^{\prime}\right\}=r_{u-1}\left(f^{\prime \prime} \circ f^{\prime}\right)
$$

for any $u=0, \ldots, e$.
Applying Theorem 2.5 to the iterates of a superattracting germ, we get by induction the following corollary.

Corollary 2.8. Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ over an algebraically closed field $\mathbb{K}$ of characteristic $p>0$. Let $m=m(f), d=d(f), r=r(f)$ be given by Definitions 2.1., 2.3. 2.4, and set $e=\nu_{p}(d)$. Then

$$
\begin{aligned}
m\left(f^{n}\right) & =n m, \\
d\left(f^{n}\right) & =d^{n}, \\
e\left(f^{n}\right) & =n e, \\
r_{0}\left(f^{n}\right) & = \begin{cases}r_{0} \frac{d^{n}-1}{d-1} & \text { if } e \geq 1, \\
0 & \text { if } e=0 .\end{cases}
\end{aligned}
$$

In the next section we will show how the discrete invariants introduced in this sectoin do not form in general a complete set of invariants. The detailed study of all germs $f$ having assigned values for $m(f), d(f)$ and $r(f)$ allows us to find new invariants (with values in $\mathbb{K}$ ) and prove Theorem 3.6

## 3. Normal forms

In this section we describe the normal forms obtained, and state Theorem 3.6, from which we deduce Theorem A.

We first need a few definitions and preparatory lemmas.
Definition 3.1. Let $e \in \mathbb{N}$, and let $r=\left(r_{0}, \ldots, r_{e}\right)$ (given by Definition 2.4 as $r=r(f)$ for a suitable $f$ ) be a non-increasing sequence with $r_{e}=0$. For any $n \in \mathbb{N}$ and $0 \leq k \leq e$, we set

$$
\begin{aligned}
& \mathcal{J}_{k}(n):= \begin{cases}\frac{n-r_{k}}{p^{k}} & \text { if } k \leq \nu_{p}(n) \text { and } n>r_{k} \\
0 & \text { otherwise }\end{cases} \\
& \mathcal{J}(n):=\max \left\{\mathcal{J}_{k}(n), 0 \leq k \leq e\right\} \\
& 7
\end{aligned}
$$

Remark 3.2. Notice that if $r_{k}<r_{k-1}$ (for $k<e$ ), by construction $\nu_{p}\left(r_{k}\right)=k$, and $\mathcal{J}_{k}(n) \in \mathbb{N}$ for any $n$. If $r_{k}=r_{k-1}$, then we could have $\mathcal{J}_{k}(n) \in \mathbb{Q} \backslash \mathbb{N}$. Nevertheless, in this case we have

$$
\mathcal{J}_{k}(n)=\frac{n-r_{k}}{p^{k}}=\frac{n-r_{k-1}}{p^{k}}<\frac{n-r_{k-1}}{p^{k-1}}=\mathcal{J}_{k-1}(n)
$$

It follows that $\mathcal{J}(n)$ is always an integer.
Lemma 3.3. The set $\{n \mid \mathcal{J}(n)=j\}$ is non-empty for any $j \in \mathbb{N}$.
Proof. It is straightforward to show that

$$
N^{\prime}(j):=\min _{k}\left\{r_{k}+p^{k} j\right\}
$$

satisfies $\mathcal{J}\left(N^{\prime}(j)\right)=j$.
Lemma 3.4. The map $\mathcal{J}$ defined in Definition 3.1 satisfies the following properties.
(i) $\{n \mid \mathcal{J}(n)=0\}=\left\{n \in \mathbb{N} \mid \nu_{p}(n)=u<e, n \leq r_{u}\right\} \cup\{0\}$.
(ii) If $\mathcal{J}(n)<r_{0} /(p-1)$, then $n<p r_{0} /(p-1)$.
(iii) For any $j \geq r_{0} /(p-1)$, we have $\{n \mid \mathcal{J}(n)=j\}=\left\{r_{0}+j\right\}$.

Proof. The first property is straightforward.
Suppose $n \geq p r_{0} /(p-1)$, or equivalently $n / p \leq n-r_{0}$. For any $k \geq 1$, either $\mathcal{J}_{k}(n)=0 \leq \mathcal{J}_{0}(n)$, or we have

$$
\mathcal{J}_{k}(n)=\frac{n-r_{k}}{p^{k}} \leq \frac{n}{p} \leq n-r_{0}=\mathcal{J}_{0}(n)
$$

Hence $\mathcal{J}(n)=\mathcal{J}_{0}(n)=n-r_{0} \geq r_{0} /(p-1)$, and (ii) holds.
Suppose now $n<p r_{0} /(p-1)$. For any $k \geq 1$, either $\mathcal{J}_{k}(n)=0<r_{0} /(p-1)$, or we have

$$
\mathcal{J}_{k}(n)=\frac{n-r_{k}}{p^{k}} \leq \frac{n}{p}<\frac{r_{0}}{p-1} .
$$

It follows that if $j \geq r_{0} /(p-1)$, then $\mathcal{J}(n)=j$ if and only if $\mathcal{J}_{0}(n)=j$, if and only if $n=r_{0}+j$, and (iii) holds.
Remark 3.5. Lemma 3.4 , (iii) can be easily improved. Indeed one can show that the property stated in (iii) holds for any $j$ so that

$$
j \geq \max _{k \geq 1} \frac{r_{0}-r_{k}}{p^{k}-1}
$$

We are now able to state the classification result, which implies Theorem A (see Remark 3.11).
Theorem 3.6. Let $\mathbb{K}$ be an algebraically closed field of characteristic $p>0$. Let $f:(\mathbb{K}, 0) \rightarrow$ $(\mathbb{K}, 0)$ be a (formal) superattracting germ. Set $m=m(f), d=d(f), r=r(f)$ as in Definitions 2.1, 2.3, 2.4. Set $e=\nu_{p}(d)$, and denote by $\mathcal{J}$ the map introduced in Definition 3.1.

For any $0<j<r_{0} /(p-1)$, pick $N(j)$ such that $\mathcal{J}(N(j))=j$.
Then $f$ is formally conjugate to a germ of the form:

$$
\begin{equation*}
\widetilde{f}(x)=\left(x^{p^{m}}\right)^{d} a\left(x^{p^{m}}\right) \tag{11}
\end{equation*}
$$

where either $e=0$ and $a \equiv 1$, or $a \in \mathbb{K}[y]$ is a polynomial of degree $<p r_{0} /(p-1)$. In the latter case, write a under the form

$$
a(y)=\sum_{0 \leq n<p r_{0} /(p-1)} a_{n} y^{n} .
$$

Then a also satisfies the following conditions.
(i) We have $a_{r_{e}}=a_{0}=1$.
(ii) For any $0 \leq u<e, n<r_{u}$ with $\nu_{p}(n)=u$, then $a_{n}=0$.
(iii) For any $0 \leq u<e$, then $a_{r_{u}} \neq 0$.
(iv) For any $0<j<r_{0} /(p-1)$, $a_{N(j)}=0$.

Finally, there exist only finitely many germs of the form (11) satisfying all conditions (i-iv) that are conjugate to $f$.

Remark 3.7. Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ written as in the statement of Theorem 3.6. When $\nu_{p}(d)=0$, we get the classical Böttcher normal forms $\widetilde{f}(x)=x^{p^{m} d}$ (see [Ste57, RR88, Ber06]). This case was already known by experts, see Theorem 4.1 for a direct proof.
Remark 3.8. The normal forms provided by Theorem 3.6 depend on the choice of $N(j)$ for $0<j<r_{0} /(p-1)$. Suppose we pick $N(j)=N^{\prime}(j)$ defined in Lemma 3.3. In the case when $\nu_{p}(d)=1$, we get normal forms (11) with

$$
a(y)=1+\sum_{\substack{r \leq n<p r_{0} /(p-1) \\ \nu_{p}(n)=0}} a_{n} y^{n}, \quad a_{r} \neq 0 .
$$

When $m=0$ and $d=p$, these normal forms are the ones proposed in GS11.
To get Theorem A, we need to consider another choice for $N(j)$, defined by used a non-standard total order on $\mathbb{N}$.
Definition 3.9. We denote by $\preceq$ the total order on $\mathbb{N}$ given by the lexicographic order on $\left(\nu_{p}(n) \wedge e, n\right)$.
Example 3.10. Suppose $p=3$ and $e=2$. Then the order $\preceq$ is given by

$$
\begin{array}{ll}
\nu_{p}(n)=0: & 1 \prec 2 \prec 4 \prec 5 \prec 7 \prec 8 \prec \cdots \\
\nu_{p}(n)=1: & \prec 3 \prec 6 \prec 12 \prec 15 \prec 21 \prec 24 \prec \cdots \\
\nu_{p}(n) \geq 2: & \prec 0 \prec 9 \prec 18 \prec 27 \prec 36 \prec 45 \prec 54 \prec 63 \prec \cdots
\end{array}
$$

Remark 3.11. Let $\mathcal{J}$ be given by Definition 3.1, and set

$$
N^{\prime \prime}(j):=\min _{\preceq}\{n \mid \mathcal{J}(n)=j\}
$$

Notice that if $\nu_{p}\left(j+r_{0}\right)=0$, then $N^{\prime \prime}(j)=j+r_{0}$.
By picking $N(j)=N^{\prime \prime}(j)$ in Theorem 3.6, we get a normal form (11) with $a(y)=\sum_{n} a_{n} y^{n}$ satisfying the condition $a_{n}=0$ for any $n \neq r_{0}, \nu_{p}(n)=0$. Hence we can rewrite

$$
a(y)=a_{r_{0}} y^{r_{0}}+\sum_{n} a_{n p}\left(y^{p}\right)^{n}
$$

In particular, we get the normal form (1) stated in Theorem A, by setting $\widetilde{b}=a_{r_{0}}$ and $\widetilde{a}(z)=$ $\sum_{n} a_{n p} z^{n}$.

In the special case when $\nu_{p}(d)=1$, we get normal forms (11) with

$$
a(y)=a_{r_{0}} y_{\substack{r_{0}}}^{\substack{0 \leq \leq<r_{0} /(p-1) \\ \nu_{p}\left(s+r_{0}\right)=0}} \mid a_{p s} y^{p s}, \quad a_{0}=1, a_{r_{0}} \neq 0 .
$$

Example 3.12. As an example of what one can get in general, let us consider the following situation: $p=3, \nu_{p}(d)=2, r=(19,12,0)$. The following table summarizes the values of $\mathcal{J}(n)$ for $n<30$.

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathcal{J}_{0}(n)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\times$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |  |  |  |  |
| $\mathcal{J}_{1}(n)$ |  |  |  |  |  |  |  |  |  | $\times$ |  | 1 |  | 2 |  | 3 |  |  | 4 |  |  | 5 |  |  |  |  |  |  |  |  |
| $\mathcal{J}_{2}(n)$ | $\times$ |  |  |  |  |  |  | 1 |  |  |  |  |  | 2 |  |  |  |  |  |  |  | 3 |  |  |  |  |  |  |  |  |
| $\mathcal{J}(n)$ | $\times$ |  |  |  |  |  |  | 1 |  | $\times$ | 1 |  | 2 | $\times$ | 1 | 3 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |  |  |  |  |  |

The $\times$ are associated to numbers $n$ so that $r_{u}=n$ for some $u$. Here we get

$$
\{n \mid \mathcal{J}(n)=j\}= \begin{cases}\{9,15,20\} & \text { if } j=1 \\ \{18\} & \text { if } j=2 \\ \{21,22\} & \text { if } j=3 \\ \{j+19\} & \text { if } j \geq 4\end{cases}
$$

The case $j \geq 4$ follows directly by Remark 3.5, since

$$
\max \left\{\frac{r_{0}-r_{1}}{p-1}, \frac{r_{0}-r_{2}}{p^{2}-1}\right\}=\max \{3.5,2.375\}=3.5
$$

Here by taking for example $m=0, d=3^{2} \cdot 2=18, N(1)=15$ and $N(3)=21$, for $m=0$ we get normal forms

$$
\begin{equation*}
\tilde{f}(x)=x^{18}\left(1+a_{9} x^{9}+a_{12} x^{12}+a_{19} x^{19}+a_{20} x^{20}+a_{22} x^{22}\right) \tag{12}
\end{equation*}
$$

where $a_{9}, a_{20}, a_{22} \in \mathbb{K}$ and $a_{12}, a_{19} \in \mathbb{K}^{*}$. Notice that not all these germs are in different conjugacy classes (see Example 5.8).

We conclude this section by noticing that (unlike the case of characteristic zero) not all normal forms can be obtained as the action at infinity of polynomial mappings.

Corollary 3.13. Let $P \in \mathbb{K}[z]$ be a polynomial of degree $\geq 2$. Denote by $f$ the superattracting germ obtained by considering the action of $P$ at $\infty \in \mathbb{P}_{\mathbb{K}}^{1}$. Set $d=d(f)$ and $r=r(f)$ given as in Definitions 2.3 and 2.4. Then $r_{0} \leq d$.
Proof. Write $P=Q \circ F^{m}$, where $Q \in \mathbb{K}[w]$ is such that $Q^{\prime} \not \equiv 0$, and $F$ is the Frobenius automorphism. Write $Q(w)=w^{d}-b_{1} w^{d-1}-\ldots-b_{d}$. Then in the local coordinates $x=1 / z$, the germ $f$ is equal to

$$
\begin{equation*}
P(x)=x^{p^{m} d}\left(1-\sum_{n=1}^{d} b_{n} x^{n p^{m}}\right)^{-1} \tag{13}
\end{equation*}
$$

From this formula, it can be easily verified that

$$
r_{0}=\min \left\{0 \leq n \leq d \mid b_{n} \neq 0, \nu_{p}(d+n)=0\right\} .
$$

In particular $r_{0} \leq d$.
In view of Corollary 3.13, one can ask the following question.
Question 3.14. Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ in normal form (11). Set $d=d(f)$ and $r=r(f)$ given as in Definitions 2.3 and 2.4. Suppose $r_{0}<d$. Can $f$ be obtained as the action at infinity of a polynomial mapping $P \in \mathbb{K}[z]$ ?

It can be easily shown that the answer to this question is positive at least when $\operatorname{deg} a \leq d$ in (11), so in particular when $r_{0} \leq d(1-1 / p)$.

## 4. Analytic normal forms when $d$ and $p$ are coprime

In this section, we prove Theorem 3.6 and its analytic counterpart when $\nu_{p}(d)=0$.
Theorem 4.1. Let $\mathbb{K}$ be a complete normed algebraically closed field of characteristic $p>0$. Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ. Set $m=m(f)$ and $d=d(f)$ as in Definitions 2.1 and 2.3. and assume that $d$ and $p$ are coprime.

Then $f$ is analytically conjugate to the germ

$$
\begin{equation*}
x \mapsto\left(x^{p^{m}}\right)^{d} \tag{14}
\end{equation*}
$$

Proof. Set $y=x^{p^{m}}$, and

$$
\begin{equation*}
f(x)=g(y)=C y^{d}(1+\varepsilon(y)) \tag{15}
\end{equation*}
$$

with $C \neq 0$ and $\varepsilon:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ an analytic germ with $\varepsilon(0)=0$.
We want to find a conjugacy between $f$ and $\widetilde{f}(x)=C\left(x^{p^{m}}\right)^{d}=C y^{d}$.
Up to linear conjugacy, we can suppose:

- $|C|<1$, and there exists $0<\alpha<1$ such that $|g(y)| \leq \alpha|y|$ for $|y| \leq 1$;
- $\left|\frac{d \varepsilon}{d y}(0)\right|<1$, and there exists $0<\beta<1$ such that $|\varepsilon(y)| \leq \beta|y|$ for $|y| \leq 1$.

Let us consider a local diffeomorphism of the form

$$
\Phi(x)=x \phi(x),
$$

with $\phi(0)=1$.
Considering the conjugacy relation $\Phi \circ f=\tilde{f} \circ \Phi$, we get

$$
\begin{aligned}
& \Phi \circ f(x)=C y^{d}(1+\varepsilon(y)) \phi \circ g(y) \\
& \widetilde{f} \circ \Phi(x)=C y^{d}(\phi(x))^{d p^{m}}=C y^{d}\left(T^{m} \phi(y)\right)^{d},
\end{aligned}
$$

where $T$ is the operator defined by (6). In particular we have to solve

$$
\begin{equation*}
(1+\varepsilon(y)) \phi \circ g(y)=\left(T^{m} \phi(y)\right)^{d} . \tag{16}
\end{equation*}
$$

A solution to this equation is given by the formal product

$$
\begin{equation*}
\phi(y)=\prod_{n=0}^{\infty}\left(1+\varepsilon^{(n)}(y)\right)^{d^{-n-1}} \tag{17}
\end{equation*}
$$

where $\varepsilon^{(n)}:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ are analytic germs satisfying the relations

$$
\begin{equation*}
T^{m} \varepsilon^{(0)}=\varepsilon, \quad T^{m} \varepsilon^{(n+1)}=\varepsilon^{(n)} \circ g \text { for } n \geq 0 . \tag{18}
\end{equation*}
$$

Indeed, we have

$$
\begin{aligned}
(1+\varepsilon(y)) \phi \circ g(y) & =(1+\varepsilon(y)) \prod_{n=0}^{\infty}\left(1+\varepsilon^{(n)} \circ g(y)\right)^{d^{-n-1}} \\
& =\left(1+T^{m} \varepsilon^{(0)}(y)\right) \prod_{n=0}^{\infty}\left(1+T^{m} \varepsilon^{(n+1)}(y)\right)^{d^{-n-1}} \\
& =\left(1+T^{m} \varepsilon^{(0)}(y)\right) \prod_{n=1}^{\infty}\left(1+T^{m} \varepsilon^{(n)}(y)\right)^{d^{-n}} \\
& =\left(T^{m} \prod_{n=0}^{\infty}\left(1+\varepsilon^{(n)}(y)\right)^{d^{-n-1}}\right)^{d} \\
& =\left(T^{m} \phi(y)\right)^{d}
\end{aligned}
$$

Notice that the single factor $\left(1+\varepsilon^{(n)}(y)\right)^{d^{-n-1}}$ is well defined, since the equations in 18 always have solutions, and $d$ and $p$ are coprime (see Remark 1.3).

Let us now show that the formal product converges, thus defining an analytic change of coordinates.

Suppose $m=0$. Then for any $y$ with $|y| \leq 1$, we get

$$
\left|\varepsilon^{(n)}(y)\right|=\left|\varepsilon \circ g^{n}(y)\right| \leq \beta \alpha^{n}|y|
$$

Suppose $m>0$, set $q=p^{-m}<1$. We show by induction on $n$ that for all $y$ with $|y| \leq 1$, we get

$$
\begin{equation*}
\left|\varepsilon^{(n)}(y)\right| \leq\left(\beta^{q}\right)^{n+1} \alpha^{\frac{q\left(1-q^{n}\right)}{1-q}}|y| . \tag{19}
\end{equation*}
$$

In particular,

$$
\left|\varepsilon^{(n)}(y)\right| \leq M \gamma^{n}|y|, \quad \text { with } M=\left(\alpha^{(1-q)^{-1}} \beta\right)^{q} \quad \text { and } \gamma=\beta^{q}<1
$$

For $n=0$, by Proposition 1.5 we have

$$
|\varepsilon(y)| \leq \beta|y|, \text { and }\left|\varepsilon^{(0)}(y)\right| \leq \beta^{q}|y| .
$$

Suppose that (19) holds for $n-1$. Then we have

$$
\left|\varepsilon^{(n-1)} \circ g(y)\right| \leq\left(\beta^{q}\right)^{n} \alpha^{\frac{q\left(1-q^{n-1}\right)}{1-q}} \alpha|y|=\left(\beta^{q}\right)^{n} \alpha^{\frac{1-q^{n}}{1-q}}|y|
$$

and again by Proposition 1.5

$$
\left|\varepsilon^{(n)}(y)\right| \leq\left(\left(\beta^{q}\right)^{n} \alpha^{\frac{1-q^{n}}{1-q}}\right)^{q}|y|=\left(\beta^{q}\right)^{n+1} \alpha^{\frac{q\left(1-q^{n}\right)}{1-q}}|y| .
$$

In conclusion, we have $d^{-n}\left|\varepsilon^{(n)}(y)\right| \rightarrow 0$ when $n \rightarrow+\infty$ and $|y| \leq 1$. By Proposition 1.4, the product in (17) converges for $|y|$ small.

Hence $f$ and $\tilde{f}: x \mapsto C x^{p^{m} d}$ are analytically conjugate. Up to a linear change of coordinates, we can now get $C=1$.

## 5. Proof of Theorem 3.6

This section is completely devoted to the proof of Theorem 3.6 .
Write $f$ as $g \circ F^{m}$, where

$$
g(y)=y^{d}(1+\varepsilon(y)), \quad 1+\varepsilon(y)=\sum_{n=0}^{\infty} \varepsilon_{n} y^{n}
$$

with
(i) $\varepsilon_{0}=1$;
(ii) for any $0 \leq u<e, n<r_{u}$ with $\nu_{p}(n)=u$, then $\varepsilon_{n}=0$;
(iii) for any $0 \leq u<e$, then $\varepsilon_{r_{u}} \neq 0$.

Condition (i) can be achieved up to a linear change of coordinates, while conditions (ii-iii) follow directly from the Definition 2.4 of $r=r(f)$.

Let $\tilde{f}$ be another superattracting germ of the form $\tilde{f}=\tilde{g} \circ F^{m}$, with

$$
\widetilde{g}(y)=y^{d}(1+\widetilde{\varepsilon}(y)), \quad 1+\widetilde{\varepsilon}(y)=\sum_{n=0}^{\infty} \widetilde{\varepsilon}_{n} y^{n}, \quad \widetilde{\varepsilon}_{0}=1
$$

Consider a change of coordinates $\Phi \in \mathbb{K}[[x]]$ of the form

$$
\Phi(x)=x \phi(x), \quad \phi(x)=\sum_{n=0}^{\infty} \phi_{n} x^{n}, \quad \phi_{0}=1 .
$$

Considering the conjugacy relation $\Phi \circ f=\tilde{f} \circ \Phi$, we get

$$
\begin{aligned}
& \Phi \circ f(x)=y^{d}(1+\varepsilon(y)) \phi\left(y^{d}(1+\varepsilon(y))\right) \\
& \widetilde{f} \circ \Phi(x)=(x \phi(x))^{d p^{m}}(1+\widetilde{\varepsilon}(x \phi(x)))=y^{d}\left(T^{m} \phi(y)\right)^{d}\left(1+\widetilde{\varepsilon}\left(y T^{m} \phi(y)\right)\right),
\end{aligned}
$$

where the operator $T$ is defined by (6). In particular we have to solve

$$
\begin{equation*}
(1+\varepsilon(y)) \phi\left(y^{d}(1+\varepsilon(y))\right)=\left(T^{m} \phi(y)\right)^{d}\left(1+\widetilde{\varepsilon}\left(y T^{m} \phi(y)\right)\right) \tag{20}
\end{equation*}
$$

We recall that the unknowns of this equation are $\phi$ and $\widetilde{\varepsilon}$, while $\varepsilon$ is the datum. We now expand both sides of 20 in formal power series.

Denote by $\mathbb{I}(y)=\sum_{n} \mathbb{I}_{n} y^{n}$ and $\mathbb{I}(y)=\sum_{n} \mathbb{I}_{n} y^{n}$ the left hand side and right hand side of (20). We first need a few elementary lemmas that will help the needed computations.

Lemma 5.1. Let $\psi(y)=\sum_{n=0}^{\infty} \psi_{n} y^{n} \in \mathbb{K}[[y]]$ be a formal power series, and $h \in \mathbb{N}$. Then

$$
(\psi(y))^{h}=\sum_{J \in \mathbb{N}^{h}} \psi_{J} y^{|J|}=\sum_{n=0}^{\infty}\left(\sum_{J \in \mathbb{N}^{h},|J|=n} \psi_{J}\right) y^{n},
$$

where if $J=\left(j_{1}, \ldots, j_{h}\right)$, we set $\psi_{J}=\psi_{j_{1}} \cdots \psi_{j_{h}}$ and $|J|=j_{1}+\cdots+j_{h}$.

Lemma 5.2. Let $\psi(y)=\sum_{n=0}^{\infty} \psi_{n} y^{n} \in \mathbb{K}[[y]]$ be a formal power series, $h, n \in \mathbb{N}$ such that $\nu_{p}(h)>\nu_{p}(n)$. Then

$$
\begin{equation*}
\sum_{\substack{J \in \mathbb{N}^{h} \\|J|=n}} \psi_{J}=0 . \tag{21}
\end{equation*}
$$

Proof of Lemmas 5.1 and 5.2. The proof of the first lemma is trivial. To prove the second lemma, it suffices to notice that the sum in gives the term of degree $n$ of $\psi^{h}(y)$. Set $k=\nu_{p}(h)$. Then $\psi^{h}(y)=\left(T^{k} \psi\left(y^{p^{k}}\right)\right)^{h / p^{k}}$ depends only on $y^{p^{k}}$, hence any term of degree $n$ with $\nu_{p}(n)<k$ is zero.

We can now come back to the proof of Theorem 3.6. By expressing the left and right hand sides of (20) in formal power series, and using Lemma 5.1 and Proposition 1.5 , we get

$$
\begin{aligned}
& \mathbb{I}(y)=(1+\varepsilon(y)) \phi\left(y^{d}(1+\varepsilon(y))\right)=\sum_{j} \phi_{j} y^{d j}(1+\varepsilon(y))^{j+1}=\sum_{j} \phi_{j} y^{d j} \sum_{J \in \mathbb{N}^{j+1}} \varepsilon_{J} y^{|J|}, \\
& \mathbb{I I}(y)=\left(T^{m} \phi(y)\right)^{d}\left(1+\widetilde{\varepsilon}\left(y T^{m} \phi(y)\right)\right)=\sum_{i} \widetilde{\varepsilon}_{i} y^{i}\left(T^{m} \phi(y)\right)^{d+i}=\sum_{j} \widetilde{\varepsilon}_{i} y^{i} \sum_{I \in \mathbb{N}^{d+i}} \phi_{I}^{p^{m}} y^{|I|} .
\end{aligned}
$$

Again by Lemma 5.1 we infer

$$
\begin{equation*}
\mathbb{I}_{n}=\sum_{\substack{j \geq 0, J \in \mathbb{N}^{j+1} \\ d j+|J|=n}} \phi_{j} \varepsilon_{J}, \quad \mathbb{I}_{n}=\sum_{\substack{i \geq 0, I \in \mathbb{N}^{d+i} \\ i+|I|=n}} \widetilde{\varepsilon}_{i} \phi_{I}^{p^{m}} \tag{22}
\end{equation*}
$$

To analyze the combinatorics of the equations $\mathbb{I}_{n}=\mathbb{I}_{n}$ we need a few preliminary lemmas.
Lemma 5.3. The equations $\mathbb{I}_{n}=\mathbb{I}_{n}$ for $\mathcal{J}(n)=0$ admit a unique solution $\widetilde{\varepsilon}_{n}=\varepsilon_{n}$. In particular, we infer $\widetilde{\varepsilon}_{r_{u}}=\varepsilon_{r_{u}}$ for $0 \leq u \leq e, \widetilde{\varepsilon}_{n}=0$ otherwise, and the sequence $r=\left(r_{u}\right)_{u}$ introduced in Definition 2.4 is an invariant of conjugacy.

Proof. We proceed by induction on $n$ such that $\mathcal{J}(n)=0$, with respect to the order $\preceq$. Recall that by Lemma 3.4, we have

$$
\{n \mid \mathcal{J}(n)=0\}=\left\{n \in \mathbb{N} \mid \nu_{p}(n)=u<e, n \leq r_{u}\right\} \cup\{0\}
$$

For $n=0$, the statement is trivial.
Suppose we proved the statement for any $n^{\prime} \prec n$ with $\mathcal{J}\left(n^{\prime}\right)=0$. Consider the equation $\mathbb{I}_{n}=\mathbb{I I}_{n}$.

We first show $\mathbb{I}_{n}=\varepsilon_{n}$. In the sum defining $\mathbb{I}_{n}$ in $(22)$, we have the condition $d j+|J|=n$. In particular $|J| \leq n<r_{u^{\prime}}$ for any $u^{\prime}<u$.

Write $J=\left(J_{0}, \ldots, J_{j}\right)$. If there exists $h$ such that $\nu_{p}\left(J_{h}\right)<u$, then by induction hypothesis $\varepsilon_{J_{h}}=0$, hence $\varepsilon_{J}=0$.

Suppose now $\nu_{p}\left(J_{h}\right) \geq u$ for any $h$. Since $\nu_{p}(d)=e>u=\nu_{p}(n)$, we infer $\nu_{p}(n-d j)=u$. It follows that there exists $h$ such that $\nu_{p}\left(J_{h}\right)=u$. If $J_{h}<n$, by induction hypothesis $\varepsilon_{J_{h}}=0$, hence $\varepsilon_{J}=0$. If $J_{h}=n$, then $j=0$, and we get $\mathbb{I}_{n}=\phi_{0} \varepsilon_{n}=\varepsilon_{n}$.

We now show that $\mathbb{I}_{n}=\widetilde{\varepsilon}_{n}$, and conclude the proof.
Suppose $\nu_{p}(i)>u$. Since $\nu_{p}(n)=u$, by Lemma 5.2 we infer $\sum_{I \in \mathbb{N}^{d+i},|I|=n-i} \phi_{I}^{p^{m}}=0$.
Suppose $\nu_{p}(i) \leq u$. We can suppose $i \preceq n$. If $i \prec n$, by induction hypothesis we get $\widetilde{\varepsilon}_{i}=0$. If $i=n$, then $|I|=0$, and we get $\mathbb{I I}_{n}=\widetilde{\varepsilon}_{n} \phi_{0}^{p^{m} d}=\widetilde{\varepsilon}_{n}$.

Lemma 5.4. For any $n \in \mathbb{N}$, we have
$\mathbb{I}_{n}=\widetilde{\varepsilon}_{n}+\sum_{k=0}^{e \wedge u}\left(\frac{d+r_{k}}{p^{k}}\right) \widetilde{\varepsilon}_{r_{k}} \phi_{\left(n-r_{k}\right) / p^{k}}^{p^{m+k}}+\sum_{k=0}^{e \wedge u} Q_{k}\left(\phi_{h}, \widetilde{\varepsilon}_{i} \mid h<\left(n-r_{k}\right) / p^{k} ; \nu_{p}(i) \wedge e=k, i<n\right)$,
where $u=\nu_{p}(n)$, and $Q_{k}$ denotes a suitable polynomial that depends on $\phi$ and $\widetilde{\varepsilon}$ as indicated. Here we set $\phi_{j}=0$ whenever $j \notin \mathbb{N}$.
Proof. Set $k=\nu_{p}(i)$. For any $k<e$ and $i<r_{k}$, by Lemma 5.3 we get $\widetilde{\varepsilon}_{i}=0$.
If $u<e$ and $k>u$, then by Lemma 5.2 we get

$$
\sum_{\substack{J \in \mathbb{N}^{d+i} \\|J|=n-i}} \phi_{J}^{p^{m}}=0,
$$

and $\mathbb{I I}_{n}$ does not depend on $\widetilde{\varepsilon}_{i}$.
Suppose $k \leq u \wedge e$. Notice that

$$
\sum_{\substack{J \in \mathbb{N}^{d+i} \\|J|=n-i}} \phi_{J}^{p^{m}}=\sum_{\substack{H \in \mathbb{N}^{(d+i) / p^{k}} \\|H|=(n-i) / p^{k}}} \phi_{H}^{p^{m+k}}
$$

It follows that the highest order term that can appear in $\mathbb{I}_{n}$ depending on $\widetilde{\varepsilon}_{i}$ with $\nu_{p}(i)=k \leq u \wedge e$ is obtained when $i=r_{k}$, and given by

$$
\begin{equation*}
\left(\frac{d+r_{k}}{p^{k}}\right) \widetilde{\varepsilon}_{r_{k}} \phi_{\left(n-r_{k}\right) / p^{k}}^{p^{m+k}} \tag{23}
\end{equation*}
$$

Notice that $\frac{d+r_{k}}{p^{k}} \widetilde{\varepsilon}_{r_{k}} \neq 0$ for any $0 \leq k \leq u \wedge e$, and $d / p^{k}=0$ as an element of $\mathbb{K}$.
If $u<e$ we are done. If $u \geq e$, then $r_{u}=0$. It follows that the highest order term that appear in $\mathbb{I I}_{n}$ depending on $\widetilde{\varepsilon}_{i}$ for $\widetilde{\varepsilon}_{i} \geq e$ is still given by (23) with $k=e$, and we are done.

Lemma 5.5. For any $n \in \mathbb{N}$, we have

$$
\mathbb{I}_{n}=\delta_{d}^{p^{e}} \phi_{n / p^{e}}+P\left(\phi_{j} \mid j<\left(n-r_{u}\right) / p^{u}, u=\nu_{p}(n) \wedge e\right)
$$

where $\delta$ denotes the Kronecker delta function, and $P$ denotes a suitable polynomial that depends on $\phi$ as indicated. Again, we set $\phi_{j}=0$ whenever $j \notin \mathbb{N}$.

Proof. Consider the sum defining $\mathbb{I}_{n}$ in 22 . The indices $j$ and $J$ have to satisfy $d j+|J|=n$, hence

$$
j \leq \frac{n-|J|}{d}
$$

Set $u=\nu_{p}(n)$, and suppose $u<e$. Then $\nu_{p}(|J|)=\nu_{p}(n-d j)=u$. Write $J=\left(J_{0}, \ldots, J_{j}\right)$. Then from $\nu_{p}(|J|)=u$ we infer that there exists $h$ such that $\nu_{p}\left(J_{h}\right) \leq u$. It follows that either $\varepsilon_{J}=0$, or $|J| \geq r_{u}$, and hence

$$
j \leq \frac{n-r_{u}}{d}<\frac{n-r_{u}}{p^{u}}
$$

since $d>p^{u}$. Suppose now $u \geq e$. We have

$$
j \leq \frac{n}{d} \leq \frac{n-r_{e}}{p^{e}}
$$

The last inequality is strict unless $d=p^{e}$. In this case the only non-zero term with $j=n / p^{e}$ arises when $J=(0, \ldots, 0)$, and is given by $\varepsilon_{0}^{n / p^{e}+1} \phi_{n / p^{e}}=\phi_{n / p^{e}}$.

We are now ready to prove Theorem 3.6 by solving the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ for any $n$. We recall that the unknowns are given by $\phi_{j}$ and $\widetilde{\varepsilon}_{i}$.

We proceed by recursion on $j=\mathcal{J}(n)$, as follows.
Lemma $\sqrt{5.3}$ provides the basis of the induction: for any $n$ with $\mathcal{J}(n)=0$, we solve $\mathbb{I}_{n}=\mathbb{I}_{n}$ and infer $\widetilde{\varepsilon}_{n}=\varepsilon_{n}$.

Suppose now that $\phi_{h}$ and $\widetilde{\varepsilon}_{i}$ are defined for any $h<j$ and $\mathcal{J}(i)<j$. We shall solve the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ for all $n$ such that $\mathcal{J}(n)=j$, fixing the value of $\widetilde{\varepsilon}_{n}$ for all such $n$ and of $\phi_{j}$.

We now claim that the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ can be written under the form

$$
\begin{equation*}
\widetilde{\varepsilon}_{n}+\sum_{\substack{0 \leq k \leq e \\ J_{k}(n)=j}}\left(\frac{d+r_{k}}{p^{k}} \widetilde{\varepsilon}_{r_{k}} \phi_{j}^{p^{m+k}}\right)-\delta_{d}^{p^{e}} \delta_{n}^{j d} \phi_{j}=Q\left(\phi_{h}, \widetilde{\varepsilon}_{i} \mid h<j ; i<N(j)\right) \tag{24}
\end{equation*}
$$

where $Q$ is a suitable polynomial depending on $\phi_{h}$ and $\widetilde{\varepsilon}_{i}$ as indicated.
Indeed, by Lemma 5.4 we have

$$
\mathbb{I}_{n}=\widetilde{\varepsilon}_{n}+\sum_{k=0}^{e \wedge \nu_{p}(n)} \frac{d+r_{k}}{p^{k}} \widetilde{\varepsilon}_{r_{k}} \phi_{\mathcal{J}_{k}(n)}^{p^{m+k}}+\sum_{k=0}^{e \wedge \nu_{p}(n)} Q_{k}\left(\phi_{h}, \widetilde{\varepsilon}_{i} \mid h<\mathcal{J}_{k}(n) ; \nu_{p}(i) \wedge e=k, i<n\right) .
$$

Notice that if $\mathcal{J}_{k}(n)<\mathcal{J}(n)=j$, then $\frac{d+r_{k}}{p^{k}} \widetilde{\varepsilon}_{r_{k}} \phi_{\mathcal{J}_{k}(n)}^{p^{m+k}}$ depends on $\phi_{h}$ with $h<j$. We now show that if $i$ is such that $\nu_{p}(i) \wedge e=k$ and $i<n$, then $\mathcal{J}(i)<\mathcal{J}(n)$. Notice that $\nu_{p}(i) \wedge e \leq \nu_{p}(n) \wedge e$. It follows that

$$
\mathcal{J}(i) \leq \max _{k \leq \nu_{p}(n) \wedge e} \frac{i-r_{k}}{p^{k}}<\max _{k \leq \nu_{p}(n) \wedge e} \frac{n-r_{k}}{p^{k}}=\mathcal{J}(n)
$$

By Lemma 5.5

$$
\mathbb{I}_{n}=\delta_{d}^{p^{e}} \phi_{n / p^{e}}+P\left(\phi_{h} \mid h<\mathcal{J}_{u \wedge e}(n) \leq \mathcal{J}(n)=j\right)
$$

hence (24) holds.
We now come back to the resolution of $\mathbb{I}_{n}=\mathbb{I}_{n}$ for any $n$ with $\mathcal{J}(n)=j$. The value of $Q$ in (24) is determined by induction hypothesis (for any such $n$ ).

For $n=N(j)$ we solve the equation $\mathbb{I}_{N(j)}=\mathbb{I}_{N(j)}$ as follows. Set $\widetilde{\varepsilon}_{N(j)}=0$. The left hand side of 24 is a polynomial $R\left(\phi_{j}\right)$, of the form

$$
\begin{equation*}
R(z)=\sum_{\substack{0 \leq k \leq e \\ J_{k}(n)=j}} R_{k} z^{p^{m+k}}-\delta_{d}^{p^{e}} \delta_{n}^{j d} z, \tag{25}
\end{equation*}
$$

with $R_{k} \neq 0$ for any $k$. We need to check that if $\left\{k \mid J_{k}(n)=j\right\}=\{0\}$, then $\delta_{d}^{p^{e}} \delta_{n}^{j d}=0$. Suppose by contradiction that $d=p^{e}$ and $n=j p^{e}$. Then $J_{e}(n)=j$. If $e>0$ we have a contradiction. If $e=0$, then $d=p^{0}=1$, in contradiction with the fact that $f$ is superattracting and $d p^{m} \geq 2$. Hence the polynomial $R$ is non-null, and we can find $\phi_{j} \in \mathbb{K}$ that solves the equation $\mathbb{I}_{N(j)}=\mathbb{I}_{N(j)}$.

For all $n \neq N(j)$ with $\mathcal{J}(n)=j$, from equation we infer that there exists a (unique) $\widetilde{\varepsilon}_{n}$ solving the equation.

With this procedure, by Lemma 3.4 we get that $\widetilde{\varepsilon}_{n}=0$ for:

- $n=N(j)$ for all $0<j<r_{0} /(p-1)$;
- $n<r_{u}, \nu_{p}(n)=u, 0 \leq u<e$;
- $n \geq p r_{0} /(p-1)$.

Hence the map $\widetilde{f}(x)=y^{d} \widetilde{\varepsilon}(y)$ provides a normal form (11) satisfying all conditions (i-iv), and we are done.

Notice that the values of $\widetilde{\varepsilon}_{n}$ for any $n$ depend on the value of $\phi_{j}$ only for $j<r_{0} /(p-1)$. These coefficients are uniquely determined up to a finite number of choices. The last assertion of the statement follows. This completes the proof of Theorem 3.6 and consequently, of Theorem A (see also Remark 3.11).

Remark 5.6. One can be more precise on the number of germs in the normal form (11) which are conjugate one to the other.

As usual, let $f:(n K, 0) \rightarrow(\mathbb{K}, 0)$ be a (formal) superattracting germ over an algebraically closed field of characteristic $p>0$. Denote by $m, d, r$ the discrete invariants of $f$ introduced in Definitions 2.1, 2.3, 2.4, and set $e=\nu_{p}(d)$. Apply Theorem 3.6 (for any given choice of $N=N(j)$ ), so we can assume that $f$ is in its normal form 11.

Let $\Phi(x)=x \sum_{j=0}^{\infty} \phi_{j} x^{j}$ be a formal change of coordinates with $\phi_{0}=1$, conjugating $f$ to another germ $\tilde{f}$ still in the normal form (11) (with respect to the same choice of $N(j)$ ).

We now follow the recursion described in the proof of Theorem 3.6. At the step $j=0$ we just set $\widetilde{\varepsilon}_{r_{h}}=\varepsilon_{r_{h}} \in \mathbb{K}^{*}$ for all $h=0, \ldots, e$, which hence are uniquely determined.

By (24), for any $0<j<r_{0} /(p-1)$ the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ for $n=N(j)$ is of the form

$$
\begin{equation*}
R_{j}\left(\phi_{j}\right)=Q_{j}\left(\phi_{h}, \widetilde{\varepsilon}_{i} \mid h<j ; i<n\right), \tag{26}
\end{equation*}
$$

with $R_{j}$ a suitable polynomial given as in 25), and $Q_{j}$ is a polynomial that vanishes when $\phi_{1}=\cdots=\phi_{j-1}=0$.

Then, for any $n \neq N(j)$ with $\mathcal{J}(n)=j$, the possible values for $\widetilde{\varepsilon}_{n}$ are uniquely determined by the values of $\phi_{1}, \ldots, \phi_{j-1}$.

As a very rough bound for the number of normal forms $\widetilde{f}$ conjugated to a given $f$, we can consider the product of the degrees of such $R_{j}$, which are bounded by $p^{m+e}$.

With the next Proposition, we give a sufficient condition on the discrete invariants to have (essentially) uniqueness of the normal form (11) given by Theorem 3.6.

Proposition 5.7. Let $\mathbb{K}$ be an algebraically closed field of characteristic $p>0$. Let $f:(\mathbb{K}, 0) \rightarrow$ $(\mathbb{K}, 0)$ be a (formal) superattracting germ. Set $m=m(f), d=d(f), r=r(f)$ as in Definitions 2.1. 2.3, 2.4 Set $e=\nu_{p}(d)$, and denote by $\mathcal{J}$ the map introduced in Definition 3.1. Take $N(j)$ as in the statement of Theorem 3.6. Suppose that $d \neq p^{e}$, and that for any $0<j<r_{0} /(p-1)$ there exists a unique $0 \leq k_{j} \leq e$ such that $j=\mathcal{J}_{k_{j}}(N(j))$. Then the normal form provided by (11) is unique up to linear change of coordinates of the form $x \mapsto \zeta x$, where $\zeta$ is $a\left(d p^{m}-1\right)$-th root of unity.

Proof. As noticed in Remark 5.6, while following the algorithm provided by Theorem 3.6, we have to solve for $n=N(j)$ the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ which is of the form $\sqrt{26}$, with $R_{j}$ the polynomial on $\phi_{j}$ given by (25). By our hypothesis, for any $0<j<r_{0} /(p-1)$ we have that $R_{j}$ is a monomial. By induction on $j$, and the fact that $Q_{j}$ vanishes when $\phi_{1}=\cdots=\phi_{j-1}=0$, we deduce that $\phi_{j}=0$ for any $0 \leq j \leq r_{0} /(p-1)$. Since (see Remark 5.6) the normal form depends only on $\phi_{h}$ with $h<r_{0} /(p-1)$, we deduce that such normal forms is unique if we consider only changes of coordinates which are tangent to the identity.

If we consider the general case, we have to allow linear changes of coordinates $x \mapsto \zeta x$. Since the leading term of all normal forms provided is 1 , we need to impose $\zeta^{d p^{m}}=\zeta$, and we are done.

With the following Example, we study the relations between the normal forms for the germs considered in Example 3.12

Example 5.8. Let us consider two superattracting germs $f, \tilde{f}:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$, where $p=$ char $\mathbb{K}=3$. Suppose that the discrete invariants of $f$ and $\widetilde{f}$ coincide: $m=m(f)=m(\widetilde{f}) \in \mathbb{N}$, $d=d(f)=d(\widetilde{f})=18$, and hence $e=\nu_{p}(d)=2$, and $r=r(f)=r(\widetilde{f})=(19,12,0)$. Set as in Example $3.12 N(1)=15, N(2)=18, N(3)=21$. Thanks to Theorem 3.6 we can assume $f$ is in the normal form of Example 3.12 .

$$
f(x)=y^{18}\left(1+\varepsilon_{9} y^{9}+\varepsilon_{12} y^{12}+\varepsilon_{19} y^{19}+\varepsilon_{20} y^{20}+\varepsilon_{22} y^{22}\right),
$$

where $y=x^{3^{m}}$, while $\varepsilon_{9}, \varepsilon_{20}, \varepsilon_{22} \in \mathbb{K}$, and $\varepsilon_{12}, \varepsilon_{19} \in \mathbb{K}^{*}$. Assume the same holds for $\widetilde{f}$ (with $\varepsilon_{j}$ replaced by $\widetilde{\varepsilon}_{j}$ ). We want to determine for which values of $\varepsilon_{j}$ and $\widetilde{\varepsilon}_{j}$ the germs $f$ and $\widetilde{f}$ are formally conjugate.

Let us consider a conjugacy $\Phi \circ f=\widetilde{f} \circ \Phi$. Suppose first that $\Phi$ is tangent to the identity. We now follow the computations in the proof of Theorem 3.6 in this specific case, by considering all equations $\mathbb{I}_{n}=\mathbb{I I}_{n}$ for $\mathcal{J}(n)=j \in\{0,1,2,3\}$. When $\mathcal{J}(n)=0$, then by Lemma 5.3, we get $\mathbb{I}_{n}=\varepsilon_{n}$ and $\mathbb{I}_{n}=\widetilde{\varepsilon}_{n}$ for $n=0,12,19$, and $\widetilde{\varepsilon}_{0}=\varepsilon_{0}=1, \widetilde{\varepsilon}_{12}=\varepsilon_{12} \in \mathbb{K}^{*}$ and $\widetilde{\varepsilon}_{19}=\varepsilon_{19} \in \mathbb{K}^{*}$.

Let us consider all $n \in \mathcal{J}^{-1}(1)=\{9,15,20\}$ (see Example 3.12). For $n=N(1)=15$, we get (by 22 ) and Lemma 5.2

$$
\mathbb{I}_{15}=0, \quad \mathbb{I}_{15}=\widetilde{\varepsilon}_{12} \sum_{\substack{I \in \mathbb{N}^{30} \\|I|=3}} \phi_{I}^{3^{m}}=\widetilde{\varepsilon}_{12} \sum_{\substack{J \in \mathbb{N}^{10} \\|J|=1}} \phi_{J}^{3^{m+1}}=10 \widetilde{\varepsilon}_{12} \phi_{1}^{3^{m+1}},
$$

from which we deduce $\phi_{1}=0$.
For $n=9$ or $n=20$, we then get

$$
\mathbb{I}_{n}=\varepsilon_{n}, \quad \mathbb{I}_{n}=\widetilde{\varepsilon}_{n}
$$

from which we infer $\widetilde{\varepsilon}_{9}=\varepsilon_{9}$ and $\widetilde{\varepsilon}_{20}=\varepsilon_{20}$.
For $j=2$, the only number $n$ with $\mathcal{J}(n)=2$ is $n=N(2)=18$. In this case we get
$\mathbb{I}_{18}=0, \quad \mathbb{I}_{18}=\widetilde{\varepsilon}_{0} \sum_{\substack{I \in \mathbb{N}^{18} \\|I|=18}} \phi_{I}^{3^{m}}+\widetilde{\varepsilon}_{12} \sum_{\substack{I \in \mathbb{N}^{30} \\|I|=6}} \phi_{I}^{3^{m}}=\widetilde{\widetilde{\varepsilon}_{0}} \sum_{\substack{J \in \mathbb{N}^{2} \\|I|=2}} \phi^{3^{m+2}}+\widetilde{\varepsilon}_{12} \sum_{\substack{J \in \mathbb{N}^{10} \\|J|=2}} \phi_{J}^{3^{m+1}}=2 \phi_{2}^{3^{m+2}}+\widetilde{\varepsilon}_{12} \phi_{2}^{3^{m+1}}$.
We deduce that either $\phi_{2}=0$, or $\phi_{2}^{2 \cdot 3^{m+1}}=\widetilde{\varepsilon}_{12} \neq 0$.
For $j=3$, we get $\mathcal{J}^{-1}(3)=\{21,22\}$. For $n=N(3)=21$, we get
$\mathbb{I}_{21}=0, \quad \mathbb{I}_{21}=\widetilde{\varepsilon}_{12} \sum_{\substack{I \in \mathbb{N}^{30} \\|I|=9}} \phi_{I}^{3^{m}}+\widetilde{\varepsilon}_{19} \sum_{\substack{I \in \mathbb{N}^{37} \\|I|=2}} \phi_{I}^{3^{m}}=\widetilde{\varepsilon}_{12} \sum_{\substack{I \in \mathbb{N}^{10} \\|I|=3}} \phi_{I}^{3^{m+1}}+\widetilde{\varepsilon}_{19} \sum_{\substack{I \in \mathbb{N}^{37} \\|I|=2}} \phi_{I}^{3^{m}}=\widetilde{\varepsilon}_{12} \phi_{3}^{3^{m+1}}+\widetilde{\varepsilon}_{19} \phi_{2}^{3^{m}}$.
We deduce that either $\phi_{3}=\phi_{2}=0$, or $\phi_{3}^{3^{m+1}}=-\frac{\widetilde{\varepsilon}_{19}}{\tilde{\varepsilon}_{12}} \phi_{2}^{3^{m}}$. For $n=22$, we get

$$
\mathbb{I}_{22}=\varepsilon_{22}, \quad \mathbb{I}_{22}=\widetilde{\varepsilon}_{19} \sum_{\substack{I \in \mathbb{N}^{37} \\|I|=3}} \phi_{I}^{3^{m}}+\widetilde{\varepsilon}_{20} \sum_{\substack{I \in \mathbb{N}^{38} \\|I|=2}} \phi_{I}^{3^{m}}+\widetilde{\varepsilon}_{22}=\widetilde{\varepsilon}_{19} \phi_{3}^{3^{m}}-\widetilde{\varepsilon}_{20} \phi_{2}^{3^{m}}+\widetilde{\varepsilon}_{22}
$$

Denote $\psi_{2}=\phi_{2}^{3^{m}}$ and $\psi_{3}=\phi_{3}^{3^{m}}$. Then by the previous computations, we deduce that $f$ and $\widetilde{f}$ are conjugate (by a tangent to the identity change of coordinates) if and only if $f=\widetilde{f}$, or there exists $\psi_{2}, \psi_{3} \in \mathbb{K}^{*}$ so that

$$
\left\{\begin{array}{l}
\varepsilon_{n}=\widetilde{\varepsilon}_{n} \text { for } n=9,12,19,20 \\
\psi_{2}^{6}=\widetilde{\varepsilon}_{12} \\
\widetilde{\varepsilon}_{12} \psi_{3}^{3}=\widetilde{\varepsilon}_{19} \psi_{2} \\
\varepsilon_{22}=\widetilde{\varepsilon}_{22}+\widetilde{\varepsilon}_{19} \psi_{3}-\widetilde{\varepsilon}_{20} \psi_{2}
\end{array}\right.
$$

Notice that this condition is symmetric with respect to $f$ and $\widetilde{f}$, since if $\psi_{2}, \psi_{3}$ satisfy these conditions, the same holds for $-\psi_{2},-\psi_{3}$.

In the general case of a change of coordinates that is not tangent to the identity, it suffices to consider linear change of coordinates of the form $x \mapsto \zeta x$, with $\zeta^{18}=\zeta$.

Remark 5.9. Theorem 3.6, or similar results, hold over fields $\mathbb{K}$ with milder hypotheses than being algebraically closed.

Let $\mathbb{K}$ be any field of characteristic $p>0$. It can be shown that if $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ is a superattracting germ with $f^{\prime} \not \equiv 0$ (or analogously $m:=m(f)=0$ ), then $f$ admits a polynomial normal form of degree $\leq d+r_{0} p /(p-1)$. More generally, if $m>0$, and $\mathbb{K}$ is closed by taking $p^{m}$-th roots, $f$ admits again a polynomial normal form of degree $\leq p^{m}\left(d+r_{0} p /(p-1)\right)$.

Indeed, by Lemma 3.4.(iii) when $n$ is strictly bigger than $r_{0} p /(p-1)$ we have that $\mathcal{J}_{0}(n)>$ $\mathcal{J}_{k}(n)$ for any $k>0$. Hence by 24 the equation $\mathbb{I}_{n}=\mathbb{I}_{n}$ is of the form

$$
\widetilde{\varepsilon}_{n}+r_{0} \widetilde{\varepsilon}_{r_{0}} \phi_{n-r_{0}}^{p^{m}}=Q\left(\phi_{h}, \widetilde{\varepsilon}_{i} \mid h<n-r_{0} ; i<n\right) .
$$

This equation can be solved setting $\widetilde{\varepsilon}_{n}=0$ as long as we can take the $p^{m}$-th root of elements in $\mathbb{K}$.

## 6. Formal and analytic classifications coincide

This section is devoted to proving Theorem B
Let $f:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ be a superattracting germ, and set $m=m(f), d=d(f), r_{0}=r_{0}(f)$ given by Definitions 2.1, 2.3, 2.4.

Suppose $\widetilde{f}:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ is a superattracting germ formally conjugate to $f$, and let $\Phi(x)=$ $x \sum_{n} \phi_{n} x^{n}$ be the formal conjugacy between $f$ and $\tilde{f}$. We may assume $\phi_{0}=1$.

We want to show that $\Phi$ converges. When $\nu_{p}(d)=0$, the assertion follows by Theorem 4.1.
Suppose $\nu_{p}(d)>0$, or equivalently $r_{0}>0$. By Theorem 3.6, we can suppose that $f$ is of the form

$$
f(x)=g(y)=C y^{d}(1+\varepsilon(y))
$$

where $\varepsilon:(\mathbb{K}, 0) \rightarrow(\mathbb{K}, 0)$ is a convergent power series with $\varepsilon(0)=0$, and $\tilde{f}$ is given by the truncation of $f$ at a suitable order $<p^{m}\left(d+\left\lfloor\frac{r_{0} p}{p-1}\right\rfloor+1\right)$.

Write $C(1+\varepsilon(y))=\sum_{n} \varepsilon_{n} y^{n}$. Up to linear conjugacy, we can suppose $\left|\varepsilon_{n}\right| \leq 1$ for any $n$. Recall that by definition, $\varepsilon_{r_{0}} \neq 0$.

By the proof of Theorem 3.6 (see also Lemma 3.4), the conjugacy relation $\Phi \circ f=\tilde{f} \circ \Phi$ implies

$$
r_{0} \varepsilon_{r_{0}} \phi_{n}^{p^{m}}=\mathbb{I}_{n+r_{0}}-\mathbb{I I}_{n+r_{0}}^{*},
$$

for any $n$ big enough $\left(n>\left\lfloor\frac{p r_{0}}{p-1}\right\rfloor-r_{0}\right)$. Here $\mathbb{I}_{n+r_{0}}^{*}$ is defined as

$$
\begin{equation*}
\mathbb{I}_{n+r_{0}}^{*}=\sum_{\substack{i \geq 0, I \in \mathbb{N}_{i}^{d+i} \\ i+|I|=n+r_{0} \\(i, I) \notin \mathcal{I}}} \widetilde{\mathcal{I}}_{\substack{ \\p^{m}}}^{p^{m}} \tag{27}
\end{equation*}
$$

where $\mathcal{I}=\left\{\left(r_{0}, I\right) \mid I=(0, \ldots, 0, n, 0, \ldots, 0)\right\}$. Notice that for such big $n$, we have that $\mathbb{I}_{n+r_{0}}$ and $\mathbb{I I}_{n+r_{0}}^{*}$ depend on $\phi_{j}$ only for $j<n$.

We now show that the sequence $\phi_{n}$ grows at most exponentially fast, which implies the result. Set

$$
s_{0}:=\left\lfloor\frac{p r_{0}}{p-1}\right\rfloor+1-r_{0} \geq 1, \quad s_{h+1}:=p s_{h}-r_{0}
$$

Notice that the value of $s_{0}$ we picked has the property that if $n=p l-r_{0} \geq s_{0}$, then $n>l \geq s_{0}$. By solving the recurrence, we get

$$
s_{h}=s_{0} p^{h}-r_{0} \frac{p^{h}-1}{p-1}
$$

The difference $k_{h}:=s_{h+1}-s_{h}$ is given by

$$
k_{h}=p^{h}\left(s_{0}(p-1)-r_{0}\right)
$$

Notice that $s_{0}(p-1)>r_{0} p-r_{0}(p-1)=r_{0}$, hence $k_{h} \geq p^{h} \geq 1$ for any $h$. Let $\gamma>1$ be such that $\left|\phi_{n}\right| \leq \gamma^{n}$ for $n \leq s_{0}$.

Set $\eta:=-p^{-m} \log _{\gamma}\left|\varepsilon_{r_{0}}\right| \geq 0$, and

$$
t_{h+1}:=p t_{h}+\eta, \quad t_{0}:=s_{0} .
$$

We shall show that

$$
\left|\phi_{n}\right| \leq \gamma^{s_{0}+c\left(n-s_{0}\right)} \text { for any } n \geq s_{0}, \quad c:=\frac{s_{0}(p-1)+\eta}{s_{0}(p-1)-r_{0}}>1
$$

Up to increasing $\gamma$, we assume $\eta<c-1$.
More precisely, we show the following estimates.
Proposition 6.1. Let $n \geq s_{0}$, and $h \in \mathbb{N}, 0 \leq k<k_{h}$ be such that $n=s_{h}+k$. Set

$$
\delta_{h}:=\frac{c-1-\eta}{k_{h}}, \quad c_{n}:=c_{h, k}:=t_{h}+k\left(c-\delta_{h}\right)
$$

Then for any $n \geq s_{0}$ we have

$$
\begin{align*}
\left|\mathbb{I}_{n+r_{0}}\right| & \leq \gamma^{c_{n-1}},  \tag{28}\\
\left|\mathbb{I}_{n+r_{0}}^{*}\right| & \leq \gamma^{p^{m}\left(c_{n}-\eta\right)},  \tag{29}\\
\left|\phi_{n}\right| & \leq \gamma^{c_{n}} . \tag{30}
\end{align*}
$$

Proof. We prove these estimates by induction on $n$.
Set $c_{n}=n$ when $n \leq s_{0}$. Notice that the sequence $\left(c_{n}\right)_{n}$ is (strictly) increasing. Possibly increasing $\gamma$, we can suppose that the estimates hold for $n \leq s_{0}$, and get the basis of the induction.

Suppose the estimates (28), (29) and (30) hold for any $n^{\prime}<n$, we want to prove them for $n$.
Since $n \geq s_{0}$, we have that $\mathbb{I}_{n+r_{0}}$ depends only on $\phi_{j}, j<n$. Since the sequence $\left(c_{n}\right)_{n}$ is increasing, by induction hypothesis we get $\left|\mathbb{I}_{n+r_{0}}\right| \leq \max _{j<n}\left|\phi_{j}\right| \leq \gamma^{c_{n-1}}$, and 28) holds.

To obtain the remaining two estimates, we need the following properties for the sequence $\left(c_{n}\right)_{n}$.
Lemma 6.2. For any $n=s_{h}+k \geq s_{0}$ with $0 \leq k \leq k_{h}-1$, we have

$$
\begin{equation*}
c_{n}=s_{0}+c\left(n-s_{0}\right)-k \delta_{h}, \tag{31}
\end{equation*}
$$

Proof. Let us prove (31) when $k=0$, by induction on $h$. For $h=0$ the equality trivially holds. Suppose the equality holds for $h$, and let us prove it for $h+1$. It suffices to show that $t_{h+1}-t_{h}=c_{s_{h+1}}-c_{s_{h}}=c k_{h}$. But $t_{h+1}-t_{h}=p^{h}\left(s_{0}(p-1)+\eta\right)=p^{h} c\left(s_{0}(p-1)-r_{0}\right)=c k_{h}$. Suppose now $n=s_{h}+k$ with $0 \leq k \leq k_{h}-1$. Then

$$
c_{n}=t_{h}+k\left(c-\delta_{h}\right)=s_{0}+c\left(s_{h}-s_{0}\right)+c k-k \delta_{h}=s_{0}+c\left(n-s_{0}\right)-k \delta_{h} .
$$

Lemma 6.3. The sequence $\left(c_{n}\right)$ satisfies the following properties.
(a) If $n=n^{\prime}+n^{\prime \prime} \leq s_{0}$, then $c_{n^{\prime}}+c_{n^{\prime \prime}}=c_{n}$.
(b) Suppose $n=n^{\prime}+n^{\prime \prime}>s_{0}$, $n^{\prime} n^{\prime \prime} \neq 0$, and set $n=s_{h}+k$ such that $0 \leq k<k_{h}$. Then $c_{n^{\prime}}+c_{n^{\prime \prime}}+\delta_{h} \leq c_{n}-\eta$.
(c) Suppose $n=p l-r_{0}$ with $l \geq s_{0}$. Then $p c_{l} \leq c_{n}-\eta$.

Proof. The property (a) trivially holds. From Lemma 6.2, for any $n=s_{h}+k \geq s_{0}$ with $0 \leq k \leq$ $k_{h}-1$ we infer

$$
\begin{equation*}
s_{0}+c\left(n-s_{0}\right)-\left(k_{h}-1\right) \delta_{h} \leq c_{n} \leq s_{0}+c\left(n-s_{0}\right) . \tag{32}
\end{equation*}
$$

If $1 \leq n \leq s_{0}$, then we get

$$
\begin{equation*}
c_{n}=n \leq c(n-1)+1=s_{0}+c\left(n-s_{0}\right)+(c-1)\left(s_{0}-1\right) . \tag{33}
\end{equation*}
$$

Suppose we are in case (b), and let $h, k$ be such that $n=s_{h}+k, 0 \leq k \leq k_{h}-1$.
First, suppose $n^{\prime}, n^{\prime \prime} \leq s_{0}$. Then we have

$$
\begin{aligned}
c_{n^{\prime}}+c_{n^{\prime \prime}}+\delta_{h}+\eta= & n+\delta_{h}+\eta=s_{0}+c\left(n-s_{0}\right)-\left(k_{h}-1\right) \delta_{h}+(c-1)\left(s_{0}-n\right)+k_{h} \delta_{h}+\eta \\
& \leq c_{n}+(c-1)\left(s_{0}-n\right)+k_{h} \delta_{h}+\eta \leq c_{n}
\end{aligned}
$$

where the first inequality is given by 32 , and the last inequality holds since $s_{0}-n \leq-1$ and $k_{h} \delta_{h}=c-1-\eta$ by definition.

Now suppose that $n^{\prime} n^{\prime \prime} \neq 0$ and either $n^{\prime}$ or $n^{\prime \prime}$ is $>s_{0}$. We have

$$
\begin{aligned}
c_{n^{\prime}}+c_{n^{\prime \prime}}+\delta_{h}+\eta \leq 2 s_{0} & +c\left(n^{\prime}+n^{\prime \prime}-2 s_{0}\right)+(c-1)\left(s_{0}-1\right)+\delta_{h}+\eta \\
& =(1-c)+s_{0}+c\left(n-s_{0}\right)+\delta_{h}+\eta \leq c_{n}+(1+\eta-c)+k_{h} \delta_{h}=c_{n}
\end{aligned}
$$

where the first inequality is given by $(32)$ and (33), and the last inequality again by (32).
We now prove (c). Write $l=s_{h}+k$, with $0 \leq k \leq k_{h}-1$. Then $n=p l-r_{0}=p s_{h}+p k-r_{0}=$ $s_{h+1}+p k$. Notice that $0 \leq p k<k_{h+1}$. Hence
$p c_{l}=p\left(t_{h}+k\left(c-\delta_{h}\right)\right)=\underbrace{p t_{h}+\eta}_{=t_{h+1}}+p k\left(c-\delta_{h+1}\right)-\eta+p k\left(\delta_{h+1}-\delta_{h}\right)=c_{n}-\eta-p k\left(\delta_{h}-\delta_{h+1}\right) \leq c_{n}-\eta$.

We come back to the proof of Proposition 6.1. Consider the sum in (27). If $i \geq r_{0}$, then for any dummy variable $I$ in the sum we have $|I|=n+r_{0}-i \leq n$. Recalling that if $i=r_{0}$ then $I \neq(0, \ldots, 0, n, 0, \ldots, 0)$, by Lemma 6.3 . $\mathrm{a}, \mathrm{b}$ ) and the induction hypothesis we infer $\left|\phi_{I}\right| \leq \gamma^{c_{n}-\eta}$.

Suppose $0 \leq i<r_{0}$ be such that $\varepsilon_{i} \neq 0$. By definition of $r_{0}$, we infer $\nu_{p}(i) \geq 1$. If $\nu_{p}\left(n+r_{0}\right)=0$, by Lemma 5.2 we have

$$
\sum_{\substack{J \in \mathbb{N}^{d+i} \\ i+|J|=n+r_{0}}} \phi_{J}^{p^{m}}=0,
$$

and we get 29 in this case.
Suppose now $n+r_{0}=p l$ with $l \in \mathbb{N}^{*}$. Thanks to our choice of $s_{0}$, we have that $n \geq s_{0}$ implies $n>l \geq s_{0}$. Suppose we have $I \in \mathbb{N}^{(d+i) / p}$ with $|I|=l$. By Lemma 6.3 . (c) and the induction hypothesis, we get $\left|\phi_{I}^{p}\right| \leq \gamma^{p c_{l}} \leq \gamma^{c_{n}-\eta}$. The estimate 29) easily follows.

We now prove (30). Since $n \geq s_{0}, \phi_{n}$ satisfies

$$
\phi_{n}^{p^{m}}=\frac{1}{r_{0} \varepsilon_{r_{0}}}\left(\mathbb{I}_{n+r_{0}}-\mathbb{I}_{n+r_{0}}^{*}\right) .
$$

By (28) we have $\left|\mathbb{I}_{n+r_{0}}\right| \leq \gamma^{c_{n-1}}$. Notice that $c_{n-1} \leq c_{n}-\eta$ if we pick $\eta$ small enough (i.e., $\gamma$ big enough). Hence

$$
\left|\phi_{n}\right|^{p^{m}} \leq \gamma^{p^{m} \eta}\left(\left|\mathbb{I}_{n+r_{0}}\right|+\left|\mathbb{I}_{n+r_{0}}^{*}\right|\right) \leq \gamma^{p^{m}\left(c_{n}-\eta+\eta\right)}=\gamma^{p^{m} c_{n}}
$$

from which (30) follows.
By (30) it follows that there exists $\gamma \gg 1$ such that

$$
\left|\phi_{n}\right| \leq \gamma^{c_{n}} \leq \gamma^{s_{0}(1-c)}\left(\gamma^{c}\right)^{n}
$$

where the last equality follows from Lemma 6.2. Hence the power series $\phi(x)$ converges when $|x|<\gamma^{-c}$.

Remark 6.4. Theorem $B$ hold over fields $\mathbb{K}$ with milder hypotheses than being algebraically closed. In fact, it holds over a field $\mathbb{K}$ as long as the superattracting germs admit polynomial normal forms (of degree $<p^{m}\left(d+\left\lfloor\frac{r_{0} p}{p-1}\right\rfloor+1\right)$ ). It hold for example for any field $\mathbb{K}$ closed under taking $p^{m}$-th roots (see Remark 5.9).

## 7. Superattracting germs in higher dimensions

In this section we prove Theorem C, and give a few remarks on the local dynamics of superattracting germs in higher dimensions. The notations used for the combinatorics in higher dimensions are the same explained in detail in the introduction and in the first section.

Proof of Theorem $\mathbb{C}$. Let $f:\left(\mathbb{K}^{N}, 0\right) \rightarrow\left(\mathbb{K}^{N}, 0\right)$ be a superattracting germ of the form

$$
\begin{equation*}
f(x)=C x^{D}(\mathbb{1}+\varepsilon(x)) . \tag{2}
\end{equation*}
$$

Let $\tilde{f}:\left(\mathbb{K}^{N}, 0\right) \rightarrow\left(\mathbb{K}^{N}, 0\right)$ be our candidate normal form

$$
\begin{equation*}
\tilde{f}(x)=C x^{D} \tag{3}
\end{equation*}
$$

Let us consider a formal automorphism of the form

$$
\begin{equation*}
\Phi(x)=x \phi(x)=\left(x^{1} \phi^{1}(x), \ldots, x^{N} \phi^{N}(x)\right), \tag{34}
\end{equation*}
$$

where $x=\left(x^{1}, \ldots, x^{n}\right)$ and $\phi^{j}(0)=1$ for any $j=1, \ldots, N$. We want to find a $\Phi$ satisfying the conjugacy relation $\Phi \circ f=\widetilde{f} \circ \Phi$. The conjugacy relation is equivalent to

$$
(\mathbb{1}+\varepsilon(x))(\phi \circ \underset{20}{f(x)})=(\phi(x))^{D}
$$

For any $n \in \mathbb{N}$, set

$$
\phi_{n}(x)=\prod_{k=1}^{n}\left(\mathbb{1}+\varepsilon \circ f^{k-1}(x)\right)^{D^{-k}} .
$$

Notice that $\phi_{n}$ is well defined for any $n \in \mathbb{N}$. Indeed, since $\operatorname{det} D$ and $p$ are coprime, for any $k$ we have that the entries of $D^{-k}$ are of the form $a / b$, with $a, b \in \mathbb{Z}$ and $\nu_{p}(a) \geq \nu_{p}(b)$. By Remark 1.3. $\left(\mathbb{1}+\varepsilon \circ f^{k-1}(x)\right)^{D^{-k}}$ is a vector of well defined analytic germs for any $k$.

We want now to show that the sequence $\phi_{n}$ converges to a suitable analytic germ $\phi_{\infty}$, that will define the conjugacy we are looking for. By Proposition 1.1. it suffices to show that $\left\|\varepsilon \circ f^{n}(x)\right\|$ tends to 0 .

Since $\varepsilon$ is analytic with $\varepsilon(0)=0$, there exists $M \gg 0$ such that $\|\varepsilon(x)\| \leq M\|x\|$ for $\|x\| \ll 1$. Since $f$ is contracting, there exists $0<\Lambda<1$ such that $\left\|f^{n}(x)\right\| \leq \Lambda^{n}\|x\|$ for $\|x\| \ll 1$ and any $k$. It follows that

$$
\left\|\varepsilon \circ f^{n}(x)\right\| \leq M \Lambda^{n}\|x\| \rightarrow 0
$$

for $n \rightarrow \infty$ and $\|x\|$ small enough.
Remark 7.1. In the previous theorem, the vector $C$ is invariant by change of coordinates of the form (34). This is clearly not the case for linear change of coordinates. Since we want the change of coordinates to preserve the monomial normal form (3), we reduce ourselves to consider change of coordinates of the form $x \mapsto \Delta x$, where $\Delta$ is a diagonal matrix. It is then easy to show that if 1 is not an eigenvalue for $D$, then there exists $\Delta$ such that the associated linear map conjugates $f$ to a germ of the form (3) with $C=\mathbb{1}$. This is not the case in general if 1 is an eigenvalue for $D$. Indeed it can be easily shown that the moduli space up to conjugacy of such germs has dimension equal to the rank of $D-\mathrm{Id}$.

Remark 7.2. Using similar techniques, it is possible to extend some of the results in Rug over (normed) fields $\mathbb{K}$ of characteristic $p>0$. In particular, Rug, Theorem 2.7] still holds if we replace $\mathbb{C}$ by any such $\mathbb{K}$. Moreover, Rug, Theorem 3.7] holds again if we replace $\mathbb{C}$ by $\mathbb{K}$, as long as $\operatorname{det} D$ is coprime to $p$.

When $p$ divides $\operatorname{det} D$, Theorem C and Rug, Theorem 3.7] do not hold in general. Indeed, the proof of these theorems uses the fact that the matrix $D$ is invertible in $\mathbb{K}$. The study of this problem when $p$ divides det $D$ is much more complicated in higher dimensions, since we lose the natural total order on the coefficients of the map $f$ developed in formal power series.

Notice that for the values $r=p=0$ and $s=d$ in Rug, Theorem 2.7], we get the classification of contracting automorphisms. Such a classification is well known under the name of PoincaréDulac normal forms (see HY83, and Ste57, RR88, Ber06] for the analogous problem in the complex setting). This is in sharp contrast with the Poincaré-Dulac theorem for vector fields, where the study of resonances is much more intricate. See [IY08, Chapter 1] for an extensive presentation of Poincaré-Dulac normal forms and resonances for vector fields in the complex setting, and [HY83, Part I] for some results and remarks in the non-archimedean setting.

The results in Rug cited in Remark 7.2 are partial extensions in higher dimensions of the classification of contracting rigid germs given by Favre Fav00 in dimension 2.

A rigid germ is an analytic germ $f:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{2}, 0\right)$ whose generalized critical set $C\left(f^{\infty}\right):=$ $\bigcup_{n=1}^{\infty} C\left(f^{n}\right)$ has simple normal crossings and is forward $f$-invariant.

Favre and Jonsson (FJ07) showed that any superattracting germ $f:\left(\mathbb{C}^{2}, 0\right) \rightarrow\left(\mathbb{C}^{2}, 0\right)$ is birationally conjugate to a rigid germ (the condition of $f$ being superattracting is not necessary, see Rug12). Moreover, rigid germs and their normal forms have many applications for the study of a special class of non-Kähler compact complex surfaces, called Kato surfaces (see for example Dlo84, Nak84, DO99, DOT01, Tom08]), and the study of the basin for attraction at infinity of suitable polynomial automorphisms, called Hénon maps (see HOV94, and [FM89] for a precise description of the group of polynomial automorphisms in $\mathbb{C}^{2}$ ).

Favre's classification provides polynomial normal forms for contracting rigid germs. Moreover, formal and analytic classifications coincide for superattracting rigid germs.

These properties remain valid over any field $\mathbb{K}$ of characteristic zero. When $\mathbb{K}$ has characteristic $p>0$, Favre's classification is still valid whenever $p$ and det $D$ are coprime, where $D$ represents the action induced by $f$ on the fundamental group $\pi_{1}\left(\Delta^{2} \backslash C\left(f^{\infty}\right)\right)$, where $\Delta^{2}$ is a small polydisc centered at the origin (see Fav00] for details). The case when $p$ divides det $D$ still needs to be understood. It is natural then to formulate the following questions.

Question 7.3. Do there exist polynomial normal forms for contracting rigid germs $f:\left(\mathbb{K}^{2}, 0\right) \rightarrow$ $\left(\mathbb{K}^{2}, 0\right)$, where $\mathbb{K}$ is a (algebraically closed) field of positive characteristic?
Question 7.4. Do the formal and analytic classifications of superattracting rigid germs $f$ : $\left(\mathbb{K}^{2}, 0\right) \rightarrow\left(\mathbb{K}^{2}, 0\right)$ coincide, when $\mathbb{K}$ is a complete normed (algebraically closed) field of positive characteristic?
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