Editors

A. Grothendieck  E. Heinz  F. Hirzebruch  E. Hopf
S. Mac Lane  W. Magnus  M. M. Postnikov
W. Schmidt  D. S. Scott  K. Stein  J. Tits
B. L. van der Waerden

Managing Editors

B. Eckmann  J. K. Moser
Max Karoubi

K-Theory
An Introduction

With 26 Figures

Springer-Verlag
Berlin Heidelberg New York 1978
Max Karoubi
Université Paris VII, U.E.R. de Mathématiques, Tour 45-55,
5e Etage, 2 Place Jussieu
F-75214 Paris Cedex 05

AMS Subject Classification (1970)
Primary: 55B15, 18F25, 55F45, 55F10, 55D20
Secondary: 10C05, 16A54, 46H25, 55E20, 55E50, 55E10, 55J25,
55G25


Library of Congress Cataloging in Publication Data. Karoubi, Max. K-theory. (Grundlehren der
QDA17:53-A71, 516.2 77-23162.

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically those of translation, reprinting, reuse of illustrations, broadcast,
reproduction by photocopying machine or similar means, and storage in data banks. Under § 54 of the
German Copyright Law where copies are made for other than private use, a fee is payable to the
Publisher. the amount of the fee to be determined by agreement with the publisher.
Printed in Germany

Typesetting: William Clowes & Sons Limited, London, Bexley and Cheltenham. Printing and
bookbinding: K. Trübacher, Würzburg.
2144/3140-543210
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Foreword

$K$-theory was introduced by A. Grothendieck in his formulation of the Riemann–Roch theorem (cf. Borel and Serre [2]). For each projective algebraic variety, Grothendieck constructed a group from the category of coherent algebraic sheaves, and showed that it had many nice properties. Atiyah and Hirzebruch [3] considered a topological analog defined for any compact space $X$, a group $K(X)$ constructed from the category of vector bundles on $X$. It is this "topological $K$-theory" that this book will study.

Topological $K$-theory has become an important tool in topology. Using $K$-theory, Adams and Atiyah were able to give a simple proof that the only spheres which can be provided with $H$-space structures are $S^1$, $S^3$ and $S^7$. Moreover, it is possible to derive a substantial part of stable homotopy theory from $K$-theory (cf. J. F. Adams [2]). Further applications to analysis and algebra are found in the work of Atiyah–Singer [2], Bass [1], Quillen [1], and others. A key factor in these applications is Bott periodicity (Bott [2]).

The purpose of this book is to provide advanced students and mathematicians in other fields with the fundamental material in this subject. In addition, several applications of the type described above are included. In general we have tried to make this book self-contained, beginning with elementary concepts wherever possible; however, we assume that the reader is familiar with the basic definitions of homotopy theory: homotopy classes of maps and homotopy groups (cf. collection of spaces including projective spaces, flag bundles, and Grassmannians. Hilton [1] or Hu [1] for instance). Ordinary cohomology theory is used, but not until the end of Chapter V. Thus this book might be regarded as a fairly self-contained introduction to a "generalized cohomology theory".

The first two chapters ("Vector bundles" and "First notions in $K$-theory") are chiefly expository; for the reader who is familiar with this material, a brief glance will serve to acquaint him with the notation and approach used. Chapter III is devoted to proving the Bott periodicity theorems. We employ various techniques following the proofs given by Atiyah and Bott [1]. Wood [1] and the author [2], using a combination of functional analysis and "algebraic $K$-theory".

Chapter IV deals with the computation of particular $K$-groups of a large The version of the "Thom isomorphism" in Section IV.5 is mainly due to Atiyah, Bott and Shapiro [1] (in fact they were responsible for the introduction of Clifford algebras in $K$-theory, one of the techniques which we employ in Chapter III).
Chapter V describes some applications of $K$-theory to the question of $H$-space structures on the sphere and the Hopf invariant (Adams and Atiyah [1]), and to the solution of the vector field problem (Adams [1]). We also present a sketch of the theory of characteristic classes, which we apply in the proof of the Atiyah–Hirzebruch integrality theorems [1]. In the last section we use $K$-theory to make some computations on the stable homotopy groups of spheres, via the groups $J(X)$ (cf. Adams [2], Atiyah [1], and Kervaire–Milnor [1]).

In spite of its relative length, this book is certainly not exhaustive in its coverage of $K$-theory. We have omitted some important topics, particularly those which are presented in detail in the literature. For instance, the Atiyah–Singer index theorem is proved in Cartan–Schwartz [1], Palais [1], and Atiyah–Singer [2] (see also appendix 3 in Hirzebruch [2] for the concepts involved). The relationship between other cohomology theories and $K$-theory is only sketched in Sections V.3 and V.4. A more complete treatment can be found in Conner–Floyd [1] and Hilton [2] (Atiyah–Hirzebruch spectral sequence). Finally algebraic $K$-theory is a field which is also growing very quickly at present. Some of the standard references at this time are Bass’s book [1] and the Springer Lecture Notes in Mathematics, Vol. 341, 342, and 343.

I would like to close this foreword with sincere thanks to Maria Klawe, who greatly helped me in the translation of the original manuscript from French to English.

Paris, Summer 1977

Max Karoubi
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Remarks on Notation and Terminology

The following notation is used throughout the book: $\mathbb{Z}$ integers, $\mathbb{Q}$ rational numbers, $\mathbb{R}$ real numbers, $\mathbb{C}$ complex numbers, $\mathbb{H}$ quaternions; $\text{GL}_n(A)$ denotes the group of invertible $n \times n$ matrices with coefficients in the ring $A$. The notation \ldots signifies an assertion in the text which is not a direct consequence of the theorems proved in this book, but which may be found in the literature; these assertions are not referred to again, except occasionally in exercises.

If $\mathcal{C}$ is a category, and if $E$ and $F$ are objects of $\mathcal{C}$, then the symbol $\mathcal{C}(E, F)$ or $\text{Hom}_\mathcal{C}(E, F)$ means the set of morphisms from $E$ to $F$.

More specific notation is listed at the end of the book.

A reference to another part of the book is usually given by two numbers (e.g. 5.21) if it is in the same chapter, or by three numbers (e.g. IV.6.7) if it is in a different chapter.
Interdependence of Chapters and Sections
Summary of the Book by Sections

Chapter I. Vector Bundles

1. Quasi-vector bundles. This section covers the general concepts and definitions necessary to introduce Section 2. Theorem 1.12 is particularly important in the sequel.

2. Vector bundles. The "vector bundles" considered here are locally trivial vector bundles whose fibers are finite dimensional vector spaces over \( \mathbb{R} \) or \( \mathbb{C} \). To be mentioned: Proposition 2.7 and Examples 2.3 and 2.4 will be referred to in the sequel.

3. Clutching theorems. This technical section is necessary to provide a bridge between the theory of vector bundles and the theory of "coordinate bundles" of N. Steenrod [1]. The clutching theorems are useful in the construction of the tangent bundle of a differentiable manifold (3.18) and in the description of vector bundles over spheres (3.9; see also 1.7.6).

4. Operations on vector bundles. Certain "continuous" operations on finite dimensional vector spaces: direct sum, tensor product, duality, exterior powers, etc. . . can be also defined on the category of vector bundles.

5. Sections of vector bundles. Only continuous sections are considered here. The major topic concerns the solution of problems involving extensions of sections over paracompact spaces.

6. Algebraic properties of the category of vector bundles. In this section we prove that the category \( \mathcal{E}(X) \) of vector bundles over a compact space \( X \), is a "pseudo-abelian additive" category. Essentially this means that one has direct sums of vector bundles (the "Whitney sum"), and that every projection operator has an image. From this categorical description (6.13), we deduce the theorem of Serre and Swan (6.18): The category \( \mathcal{E}(X) \) is equivalent to the category \( \mathcal{P}(\mathcal{A}) \), where \( \mathcal{A} \) is the ring of continuous functions on \( X \), and \( \mathcal{P}(\mathcal{A}) \) is the category of finitely generated projective modules over \( \mathcal{A} \).

7. Homotopy and representability theorems. This section is essential for the following chapters. We prove that the problem of classification of vector bundles
with compact base $X$ depends only on the homotopy type of $X$ (7.2). We also prove that $\Phi_k^i(X)$ (the set of isomorphism classes of $k$-vector bundles, over $X$ of rank $n$ for $k = \mathbb{R}$ or $\mathbb{C}$), considered as a functor of $X$, is a direct limit of representable functors. This takes the concrete form of Theorems 7.10 and 7.14.

8. Metrics and forms on vector bundles. It is sometimes important to have some additional structure on vector bundles, such as bilinear forms, Hermitian forms, etc. With the exception of Theorem 8.7, this section is not used in the following chapters (except in the exercises).

Chapter II. First Notions of $K$-Theory

1. The Grothendieck group of an additive category. The group $K(X)$. Starting with the simple notion of symmetrization of an abelian monoid, we define the group $K(\mathcal{C})$ of an additive category using the monoid of isomorphism classes of objects of $\mathcal{C}$. Considering the case where $\mathcal{C}$ is $\mathcal{S}(X)$ and $X$ is compact, we obtain the group $K(X)$ (actually $K_\mathbb{R}(X)$ or $K_\mathbb{C}(X)$ according to which theory of vector bundles is considered). We prove that $K_\mathbb{R}(X) \approx [X, \mathbb{Z} \times BO]$ and $K_\mathbb{C}(X) \approx [X, \mathbb{Z} \times BU]$ (1.33).

2. The Grothendieck group of an additive functor. The group $K(X, Y)$. In order to obtain a "reasonable" definition of the Grothendieck group $K(\Phi)$ for an additive functor $\Phi: \mathcal{C} \to \mathcal{C}'$, which generalizes the definition of $K(\mathcal{C})$ when $\mathcal{C}' = 0$, we assume some topological conditions on the categories $\mathcal{C}$ and $\mathcal{C}'$ and on the functor $\Phi$ (2.6). Since these conditions are satisfied by the "restriction" functor $\mathcal{S}(X) \to \mathcal{S}(Y)$ where $Y$ is closed in $X$, we then define the "relative group" $K(X, Y)$ to be the $K$-group of this functor. In fact, $K(X, Y) \approx \tilde{K}(X/Y)$ (2.35). This isomorphism shows that essentially we do not obtain a new group; however, the groups $K(\Phi)$ and $K(X, Y)$ will be important technical tools later on.

3. The group $K^{-1}$ of a Banach category. The group $K^{-1}(X)$. This section represents the first step towards the construction of a cohomology theory $K^*$ where the term $K^0$ is the group $K(X, Y)$ (also denoted by $K^0(X, Y)$) considered in II.2. The group $K^{-1}(\mathcal{C})$, where $\mathcal{C}$ is a Banach category, is obtained from the automorphisms of objects of $\mathcal{C}$. Again, if we consider the case where $\mathcal{C}$ is $\mathcal{S}(X)$, we obtain the group called $K^{-1}(X)$. We prove that if $Y$ is a closed subspace of $X$ then the sequence

$$K^{-1}(X) \to K^{-1}(Y) \to K(X, Y) \to K(X) \to K(Y)$$

is exact.

We also prove that $K^{-1}_\mathbb{R}(X) \approx [X, 0]$ and $K^{-1}_\mathbb{C}(X) \approx [X, U]$ (3.19).

4. The groups $K^{-n}(X)$ and $K^{-n}(X, Y)$. The aim of this section is to define the groups $K^{-n}(X, Y)$ for $n \geq 2$ and to establish the exact sequence

$$K^{-n-1}(X) \to K^{-n-1}(Y) \to K^{-n}(X, Y) \to K^{-n}(X) \to K^{-n}(Y), \quad \text{for } n \geq 1$$
One possible definition is $K^{-n}(X, Y) = K(S^n(X/Y))$ (4.12). We prove some “Mayer–Vietoris exact sequences” (4.18 and 4.19) which will be very useful later on.

5. Multiplicative structures. The tensor product of vector bundles provides the group $K(Y)$ with a ring structure. It is more difficult to define a "cup-product"

$$K(X, Y) \times K(X', Y') \to K(X \times X', X \times Y' \cup Y \times X')$$

or more generally

$$K^{-n}(X, Y) \times K^{-n}(X', Y') \to K^{-n-n}(X \times X', X \times Y' \cup Y \times X')$$

when $Y$ and $Y'$ are non-empty. This is accomplished in a theoretical sense in proposition 5.6; however, in applications it is often useful to have more explicit formulas. For this we introduce another definition of the group $K(X, Y)$ by putting metrics on the vector bundles involved (5.16). This will not be used before Chapter IV. The existence of such cup-products shows that there is a direct splitting

$$K(X) \cong H^0(X; \mathbb{Z}) \oplus K'(X)$$

where $K'(X)$ is a nil ideal (cf. 5.9; note that $K'(X) \cong \hat{K}(X)$ if $X$ is connected).

Chapter III. Bott Periodicity

1. Periodicity in complex $K$-theory. In this section we define an isomorphism $K^{-n-1}_c(X, Y) \cong K^{-n-1}_c(X, Y)$. The method (due to Atiyah, Bott, and Wood) is to reduce this isomorphism for general $n$, to a theorem on Banach algebras (1.11): If $A$ is a complex Banach algebra, the group $K(A)$ (defined as $K(K(A))$) is naturally isomorphic to $\pi_1(GL(A))$ where $GL(A) = \text{inj \, lim} GL_n(A)$. This theorem is proved using the Fourier series of a continuous function with values in a complex Banach space, and some classical results in Algebraic $K$-theory on Laurent polynomials. The original theorem follows when we let $A$ be the ring of complex continuous functions on a compact space.

2. First applications of Bott periodicity theorem in the complex case. As a first application we obtain the classical theorem of Bott: for $n > i/2$, we have $\pi_i(S^n) \cong \mathbb{Z}$ if $i$ is odd and $\pi_i(S^n) = 0$ for $i$ even. We also prove that real $K$-theory is periodic of period 4 mod. 2-torsion: $K^{-n+4}_r(X, Y) \cong K^{-n+4}_r(X, Y) \oplus \mathbb{Z}$, where $\mathbb{Z} = \mathbb{Z}[\frac{1}{2}]$. This theorem will be strengthened in III.5.

3. Clifford algebras. These algebras play an important role in real $K$-theory and will be used in Chapter IV in both real and complex $K$-theory. This section is purely algebraic. The essential result is Theorem 3.21, which establishes a kind of periodicity for Clifford algebras. This "algebraic" periodicity will be effectively used in III.5 to prove the "topological" periodicity of real $K$-theory and at the same time give another proof of the periodicity of complex $K$-theory.
4. The functors $K^{p,q}(X)$ and $K^{p,q}(Y)$. The idea of this section is to use the Clifford algebras $C^{p,q}$ to algebraically define new functors $K^n(X) = K^{p,q}(X)$ for $n = p - q \in \mathbb{Z}$. We prove that these functors are by definition periodic, of period 8 in the real case, and of period 2 in the complex case, and that $K^n(Y)$ and $K^{n+1}(X)$ are indeed the functors defined in Chapter II. Bott periodicity will then be proved if we show that the two definitions of $K^n(X)$ agree for negative values of $n$. This is done in the next two sections.

5. The functors $K^{p,q}(X, Y)$ and the isomorphism 1. Periodicity in real K-theory. After some preliminaries introducing the relative groups $K^{p,q}(X, Y)$ we present the fundamental theorem of this chapter: The groups $K^{p,q+1}(X, Y)$ and $K^{p,q}(X \times B^1, X \times S^1 \cup Y \times B^1)$ are isomorphic. Assuming this theorem (the proof follows in Section III.6), we prove that $K^n(X, Y) \cong K^n(X, Y)$ with the definitions of Chapter II. At the same time we prove the periodicity in complex K-theory (5.17) once more. Moreover, using Propositions 4.29 and 4.30 we prove the existence of weak homotopy equivalences between the iterated loop spaces $\Omega^n(0)$ and certain homogeneous spaces (5.22). We also compute the homotopy groups $\pi_i(0(n))$ for $n > i + 1$ (5.19) with the help of Clifford algebras.

6. Proof of the fundamental theorem. The pattern of this section is analogous to that of Section III.1, since the main theorem is likewise a consequence of a general theorem on Banach algebras (6.12). Moreover the proof of this general theorem uses the same ideas as the proof of Theorem 1.11.

Chapter IV. Computations of Some K-Groups

1. The Thom isomorphism in complex K-theory for complex vector bundles. The purpose of this section is to compute the complex K-theory of the Thom space of a complex vector bundle (1.9). In this computation a key role is played by bundles of exterior algebras. Theorem 1.3. is particularly important in the sequel.

2. Complex K-theory of complex projective spaces and complex projective bundles. In this section (classical in style), we construct a method which may also be used for ordinary cohomology (see V.3). Using the technical Proposition 2.4 we are able to compute the K-theory of $P_n - P(C^{*+1})$ and more generally of $P(V)$ where $V$ is a complex vector bundle (2.13). The “splitting principle” (2.15) is used frequently later on. With this principle we are able to make the multiplicative structure of $K^*(P(V))$ explicit (2.16).

3. Complex K-theory of flag bundles and Grassmann bundles. K-theory of a product. This section is also classical in style, but is not essential to the sequel. We explicitly compute $K^*(F(V))$ where $F(V)$ is the flag bundle of a complex vector
bundle \( V \). We also compute \( K^*(G_p(V)) \) where \( G_p(V) \) is the fiber bundle of \( p \)-subspaces in \( V \) (3.12). These results are used to compute \( \mathcal{K}(BU(n)) = \lim \prolim K(G_p(V)) \) (3.22), and the \( K \)-theory of a product (3.27).

4. Complements in Clifford algebras. The concept of "spinors" was not introduced in Section III.3, since it is not essential in proving Bott periodicity. However we now need this concept to prove the analog of Thom's theorem in \( K \)-theory (for real or complex vector bundles). After some algebraic preliminaries we study the possibilities of lifting the structural group of a real vector bundle to the spinorial group \( \text{Spin}(n) \) or \( \text{Spin}^+(n) \). Theorem 4.22 is particularly important for our purpose.

5. The Thom isomorphism in real and complex \( K \)-theory for real vector bundles. As in IV.1, the purpose of this section is to compute the \( K \)-theory of the Thom space of a vector bundle, but now the vector bundle is real, and the \( K \)-theory used is real or complex. With an additional spinorial hypothesis, we prove that \( K(V) \cong K^*(X) \) if \( n \) is the rank of \( V \). If the base is compact and \( n \) is a multiple of \( 8 \) (of \( 2 \) in complex \( K \)-theory), we prove that \( K(V) \) is a \( K(X) \)-module of rank one generated by the "Thom class" \( T_Y \). Finally, if \( f: X \to Y \) is a proper continuous map between differentiable manifolds and if \( \dim(Y) - \dim(X) \equiv 0 \pmod 8 \) (mod \( 2 \) in the complex case), we define, with an additional spinorial hypothesis, a "Gysin homomorphism" \( f_*: K(X) \to K(Y) \) which is analogous to the Gysin homomorphism in ordinary cohomology. This homomorphism is only used in V.4.

6. Real and complex \( K \)-theory of real projective spaces and real projective bundles. This section is much more technical than the others (the results are only used in V.2). After some easy but tedious lemmas making systematic use of Clifford algebras, we are able to compute (up to extension) the real and complex \( K \)-theory of a real projective bundle (6.40 and 6.42). In the case of real projective spaces, the \( K \)-theory is completely determined (6.46 and 6.47).

7. Operations in \( K \)-theory. One of the charms of \( K \)-theory is that we are able to define some very nice operations. For example, there are the exterior power operations \( \Lambda^p \) (due to Grothendieck). By a method due to Atiyah we determine all the operations in complex \( K \)-theory. With this method we show that the "Adams operations" \( \psi^p \) are the only ring operations in complex \( K \)-theory (7.13). They will be very useful in applications.

The operations \( \Lambda^p \) and \( \psi^p \) may also be defined in real \( K \)-theory. However, their properties are more difficult to prove. We must refer to Adams [3] or Exercise 8.5 for a complete proof. From the operations \( \psi^p \), we obtain the operations \( \rho^p \), which will be very useful in V.2 and V.5.

Chapter V. Some Applications of \( K \)-Theory

1. H-space structures on spheres and the Hopf invariant. Using the Adams operations in complex \( K \)-theory, we prove that the only spheres which admit an \( H \)-space
structure are $S^1$, $S^3$, and $S^7$. In fact, we prove more: if $f: S^{2n-1} \to S^n$ is a map of odd Hopf invariant, then $n$ must be 2, 4 or 8.

2. The solution of the vector field problem on the sphere. Let us write every integer $i$ in the form $(2x-1) \cdot 2^p$, for $0 \leq x \leq 3$, and define $\rho(i) = 2^p + 4x$. Then the maximum number of independent vector fields on the sphere $S^{2n-1}$ is exactly $\rho(i) - 1$ (2.10). The proof of this classical theorem is “elementary” (in the context of this book) and uses essentially the operations $\rho^k$ in the real $K$-theory of real projective spaces.

3. Characteristic classes and the Chern character. For each complex vector bundle $V$, we define “Chern classes” $c_i(V) \in H^{2i}(X; \mathbb{Z})$ in an axiomatic way (3.15). The construction of these classes is analogous to the construction of classes done in Section IV.3. By means of these classes, we construct a fundamental homomorphism, the “Chern character”, from $K_*(X)$ to $H^{2\text{even}}(X; \mathbb{Q})$. The Chern character induces an isomorphism between $K_*(X \otimes \mathbb{Q})$ and $H^{2\text{even}}(X; \mathbb{Q})$ for every compact $X$.

4. The Riemann–Roch theorem and integrality theorems. To each complex stable vector bundle (resp. “spinorial real stable bundle”) we associate an important characteristic class $\tau(V)$, called the Todd class (resp. $A(V)$, called the Atiyah–Hirzebruch class). These classes play an important role in the “differentiable Riemann–Roch theorem”: For each suitably continuous map $f: X \to Y$ and for each element $x$ of $K_*(X)$, we have the formula $ch(f^*x) = f^*(A(y) \cdot ch(x))$ where $A(y)$ denotes the Atiyah–Hirzebruch class of the stable bundle $f^*(TY) \to TX$ (assuming that $\dim(Y) = \dim(X)$ mod 2 and that there is a stable “spinorial structure on $y$). From this theorem we obtain integral theorems for characteristic classes (4.21) and the homotopy invariance of certain characteristic classes (4.24).

5. Applications of $K$-theory to stable homotopy. In this section we explain how $K$-theory may be applied to obtain some interesting information about the stable homotopy groups of spheres. We only include those partial results which can be obtained from the material in this book. More complete results are found in the series of J. Adams on the groups $\pi(X)$ [2], and in Husemoller's book [1].
1. Quasi-Vector Bundles

1.1. Let $k$ be the field of real numbers or complex numbers$^{11}$, and let $X$ be a topological space.

1.2. Definition. A quasi-vector bundle with base $X$ is given by
   
   1) a finite dimensional $k$-vector space $E_x$ for every point $x$ of $X$,
   
   2) a topology on the disjoint union $E = \bigsqcup E_x$ which induces the natural topology on each $E_x$, such that the obvious projection $\pi : E \to X$ is continuous.

1.3. Example. Let $X$ be the sphere $S^n = \{x \in \mathbb{R}^{n+1} | ||x|| = 1\}$. For every point $x$ of $S^n$ we choose $E_x$ to be the vector space orthogonal to $x$. Then $E = \bigsqcup E_x$ is naturally a subspace of $S^n \times \mathbb{R}^{n+1}$ and may be provided with the induced topology.

1.4. Example. Starting from the preceding example, let us arbitrarily choose a vector space $F_x \subset E_x$ for each $x \in S^n$, then if $F$ is given the induced topology again we have a quasi-vector bundle on $X$.

   More examples are given in the following sections.

1.5. A quasi-vector bundle is denoted by $\xi = (E, \pi, X)$ or simply by $E$ if there is no risk of confusion. The space $E$ is the total space of $\xi$ and $E_x$ is the fiber of $\xi$ at the point $x$.

1.6. Let $\xi = (E, \pi, X)$ and $\xi' = (E', \pi', X')$ be quasi-vector bundles. A general morphism from $\xi$ to $\xi'$ is given by a pair $(f, g)$ of continuous maps $f : X \to X'$ and $g : E \to E'$ such that

   1) the diagram

   $$
   \begin{array}{ccc}
   E & \xrightarrow{g} & E' \\
   \downarrow{\pi} & & \downarrow{\pi'} \\
   X & \xrightarrow{f} & X'
   \end{array}
   $$

   is commutative.

$^{11}$ In general, these are the most interesting cases, however, sometimes we will use the field of quaternions $\mathbb{H}$. 

2) The map \( g_x : E_x \to E'_{f(x)} \) induced by \( g \) \( k \)-linear.

General morphisms can be composed in an obvious way. In this way we construct a category whose objects are quasi-vector bundles and whose arrows are general morphisms.

1.7. If \( \xi \) and \( \xi' \) have the same base \( X = X' \), a morphism between \( \xi \) and \( \xi' \) is a general morphism \((f, g)\) such that \( f = 1_{X'} \). Such a morphism will be simply called \( g \) in the sequel. The quasi-vector bundles with the same base \( X \) are the objects of a subcategory, whose arrows are the morphisms we have just defined.

1.8. Example. Let us return to Example 1.3, and let \( n = 1 \). Let \( \xi = (E', \pi', X') \) where \( X = X' = S^1 \), and \( E' = S^1 \times \mathbb{R} \) with the product topology. If we identify \( \mathbb{R}^2 \) with the complex numbers \( \mathbb{C} \) as usual, we can define a continuous map \( g : E \to E' \) by the formula \( g(x, z) = (x, iz/x) \) (this is well defined because \( x \) is orthogonal to \( z \) in \( \mathbb{R}^2 = \mathbb{C} \)). In fact \( g \) is an isomorphism between \( E \) and \( E' \) in the category described in 1.7.

1.9. Example. Let \( E'' \) be the quotient of \( E = S^1 \times \mathbb{R} \) by the equivalence relation \((x, t) \sim (y, u)\) if \( y = tx \) and \( u = ut \) with \( t = \pm 1 \). Then \( E'' \) is the total space of a quasi-vector bundle over \( P_1(\mathbb{R}) \) called the infinite Moebius band. By identifying \( P_1(\mathbb{R}) \) with \( S^1 \) by the map \( z \mapsto z^2 \), we see easily that \( E'' \) is also the quotient of \( I \times \mathbb{R} \) by the equivalence relation which identifies \((0, u)\) with \((1, -u)\). If we restrict \( u \) to have norm less than 1, we obtain the classical Moebius band.

We claim that the bundles \( E' \) and \( E'' \) over \( S^1 \) are not isomorphic. Suppose there exists an isomorphism \( g : E' \to E'' \); then we must have \( E' \cong X' \) homeomorphic to \( E'' \), where \( X' \) (and \( X'' \)) denote the set of points of the form \((x, 0)\) with \( x \in S^1 \) (note that \( X'' \cong X' \)). But \( E'' \) is connected and \( E' \cong X' \) is not.

1.10. Let \( V \) be a finite dimensional vector space (as always over \( k \)). The preceding examples show the importance of quasi-vector bundles of the form \( E = X \times V \) as models. To be more precise, \( E_x = V \) and the total space may be identified with \( X \times V \) provided with the product topology. Such bundles are called trivial quasi-vector bundles or simply trivial vector bundles.

1.11. Let \( E = X \times V \) and \( E' = X \times V' \) be trivial vector bundles with base \( X \). We want to explicitly describe the morphisms from \( E \) to \( E' \) (again in the category defined in 1.7). Since the diagram

\[
\begin{array}{ccc}
X \times V & \longrightarrow & X \times V' \\
\downarrow & & \downarrow \\
X & & \\
\end{array}
\]

is commutative, for each point \( x \) of \( X \), \( g \) induces a linear map \( g_x : V \to V' \). Let \( g' : X \to \mathcal{L}(V, V') \) be the map defined by \( g'(x) = g_x \).
1.12. Theorem. The map \( \hat{g} : X \to \mathcal{L}(V, V') \) is continuous relative to the natural topology of \( \mathcal{L}(V, V') \). Conversely, let \( h : X \to \mathcal{L}(V, V') \) be a continuous map, and let \( \hat{h} : E \to E' \) be the map which induces \( h(x) \) on each fiber. Then \( \hat{h} \) is a morphism of quasi-vector bundles.

Proof. To prove this theorem we choose a basis \( e_1, \ldots, e_n \) of \( V \) and a basis \( e_1', \ldots, e_m' \) of \( V' \). With respect to this basis, \( g_x \) may be regarded as the matrix \( (\alpha_{ij}(x)) \) where \( \alpha_{ij}(x) \) is the \( i \)-th coordinate of the vector \( g_x(e_j) \). Hence the function \( X \times X' \to \mathcal{L}(V, V') \) is obtained from the composition of the following continuous maps:

\[ X \times X' \to \mathcal{L}(V, V') \to \mathcal{L}(V, V') \to k, \]

where \( \beta(x) = (x, e_j) \), \( \gamma(x, v') = v' \), and \( p_i \) is the \( i \)-th projection of \( V' \) on \( k \).

Since the functions \( \alpha_{ij}(x) \) are continuous, the map \( \hat{g} \) which they induce is also continuous according to the definition of the topology of \( \mathcal{L}(V, V') \).

Conversely, let \( h : X \to \mathcal{L}(V, V') \) be a continuous map. Then \( \hat{h} \) is obtained from the composition of the continuous maps

\[ X \times V \to \mathcal{L}(V, V') \times V \to \mathcal{L}(V, V') \to k, \]

where \( \delta(x, v) = (x, h(v), v) \) and \( i(x, u, v) = (x, u(v)) \). Hence \( \hat{h} \) is continuous and defines a morphism of quasi-vector bundles. \( \square \)

1.13. Remark. Clearly we have the identities \( \hat{\hat{g}} = g \) and \( \hat{\hat{h}} = h \).

* The reader may also note that the second part of the theorem can be generalized to Banach bundles (see Lang [2]), but not the first part.*

1.14. Remark. As we have seen in Example 1.9, it is not obvious whether or not a given quasi-vector bundle is isomorphic to a trivial bundle. Let \( TS^n \) denote the quasi-vector bundle considered in 1.3 (this is the "tangent bundle" of the sphere). Then it is only at the end of this book that we are able to show that \( TS^n \) is not isomorphic to a trivial bundle unless \( n = 1, 3 \), or 7 (cf. Section V.2).

1.15. Let \( \xi \in (E, \pi, X) \) be a quasi-vector bundle, and let \( X' \) be a subspace of \( X \). The triple \( (\pi^{-1}(X'), \pi|_{\pi^{-1}(X')}, X') \) defines a quasi-vector bundle \( \xi' \) which is called the restriction of \( \xi \) to \( X' \). We denote it by \( \xi|_{X'} \), \( E|_{X'} \), or even simply \( E|_{X'} \). The fibers of \( \xi' \) are just the fibers of \( \xi \) over the subspace \( X' \). If \( X'' \subseteq X' \subseteq X \), we have \( (\xi|_{X'})|_{X'} = (\xi|_{X'})|_{X''} \).

1.16. More generally, let \( f : X' \to X \) be any continuous map \( (X' \) is not necessarily a subspace of \( X \). For every point \( x' \) of \( X' \), let \( E_{x'} = E_{f(x')} \). Then the set \( E' = \bigsqcup_{x \in X'} E_{x'} \) may be identified with the fiber product \( X' \times_X E \), i.e., with the subset of \( X' \times E \) formed by the pairs \( (x', e) \) such that \( f(x') = \pi(e) \). If \( \pi : E' \to X' \) is defined by \( \pi(x', e) = x' \), it is clear that the triple \((E', \pi', X')\) defines a quasi-vector bundle over \( X' \), when we provide \( E' \) with the topology induced by \( X' \times E \). We write \( \xi' \) as
1.17. Let \((f, g): E' \rightarrow E\) be a general morphism of quasi-vector bundles with \(f: X' \rightarrow X\) (1.6). This general morphism induces a morphism \(h_1: E' \rightarrow E' = f^*(E)\) as shown in the diagram

\[
\begin{array}{ccc}
E' & \xrightarrow{h_1} & E' \approx X' \times_X E \\
\downarrow \cong & & \downarrow \cong \\
X' & \xrightarrow{\text{Id}_{X'}} & X'
\end{array}
\]

where \(h\) is induced by the projection of \(X' \times E\) on its second factor. The general morphism \((f, g)\) is called strict if \(h_1\) is an isomorphism.

1.18. Let us now consider two quasi-vector bundles over \(X\) and a morphism \(\alpha: E \rightarrow F\). If we let \(E' = f^*(E)\) as in 1.16 and \(F' = f^*(F)\), we can also define a morphism \(\alpha': E' \rightarrow F'\) from \(E'\) to \(F'\) by the formula \(\alpha' = \alpha |_{\alpha'}\). If we identify \(E'\) with \(X' \times_X E\) and \(F'\) with \(X' \times_X F\), then \(\alpha'\) is identified with \(\text{Id}_{X'} \times_X \alpha\), which proves the continuity of the map \(\alpha'\).

In particular, if \(X' \subset X\) and if \(f\) is the inclusion map, then \(f^*(\alpha)\) is the restriction of \(\alpha\). We denote it by \(\alpha|_{\alpha'}\), or simply \(\alpha|_X\). The proof of the next proposition is easy and is left as an exercise for the reader.

1.19. Proposition. Let \(f: X' \rightarrow X\) be a continuous map. Then the correspondence \(E \mapsto f^*(E)\) and \(\alpha \mapsto f^*(\alpha)\) induces a functor between the category of quasi-vector bundles over \(X\) and the category of quasi-vector bundles over \(X'\).

Exercises (Section 1.9) 1–4 and 6.

2. Vector Bundles

A vector bundle is a quasi-vector bundle which is locally isomorphic to a trivial vector bundle. The next definition will make this idea more precise.
2.1. Definition. Let \( \xi = (E, \pi, X) \) be a quasi-vector bundle. Then \( \xi \) is said to be "locally trivial" or a "vector bundle" if for every point \( x \) in \( X \), there exists a neighbourhood \( U \) of \( x \) such that \( \xi|_U \) is isomorphic to a trivial bundle.

2.2. The last condition may be expressed in the following way: there exists a finite dimensional vector space \( V \) and a homeomorphism \( \varphi: U \times V \to \pi^{-1}(U) \) such that the diagram

\[
\begin{array}{ccc}
U \times V & \xrightarrow{\varphi} & \pi^{-1}(U) \\
\downarrow {\text{pr}_1} & & \downarrow {\pi|_{\pi^{-1}(U)}} \\
U & & \\
\end{array}
\]

commutes, and such that for every point \( y \) in \( U \), the map \( \varphi_y: V \to E_y \) is \( k \)-linear. We call \( U \) a trivialization domain of the vector bundle \( \xi \). A cover \( (U_i) \) of \( X \) is called a trivialization cover if each \( U_i \) is a trivialization domain.

Of course, there exist quasi-vector bundles which are not locally trivial (1.4).

2.3. Example. Let us prove that Example 1.3, where \( E = TS^n \), is in fact a vector bundle. Let \( x \in S^n \) and let \( U \) be the neighbourhood of \( x \) defined by \( U = \{ y \in S^n | \langle y, x \rangle \neq 0 \} \)

\[
\begin{array}{c}
P \\
\downarrow \\
\delta \\
\end{array}
\begin{array}{c}
0 \\
\downarrow \\
y \\
\end{array}
\begin{array}{c}
P_0 \\
\downarrow \\
x \\
\end{array}
\]

where \( \langle \ , \ \rangle \) denotes the usual scalar product in \( \mathbb{R}^{n+1} \). Let \( P_0 \) be the subspace of \( \mathbb{R}^{n+1} \) which is orthogonal to \( x \), and let \( \varphi: TS^n|_U \to U \times P_0 \) be the map taking the pair \( (y, v) \) to the pair \( (y, w) \), where \( w \) is the orthogonal projection of \( v \) on \( P_0 \). Explicitly \( w = v - \langle x, v \rangle x \). Conversely, \( v \) may be obtained from \( w \) by the formula \( v = w + \frac{\langle x, y \rangle}{\langle x, x \rangle} x \), showing that \( \varphi \) is a homeomorphism, and hence that \( TS^n \) is locally trivial.

2.4. Example. Let \( V \) be a finite dimensional vector space over \( k \), and let \( P(V) \) be the associated projective space (provided with the quotient topology). The subspace \( E \) of \( P(V) \times V \) which consists of pairs \((D, e)\) where \( D \in P(V) \) and \( e \in D \), is fibered over \( P(V) \) by the first projection. More precisely, the fiber \( E_{D, e} \), where \( D \in P(V) \), is the one-dimensional vector space whose elements are the vectors \( e \) such that \( e \in D \). We prove now that \( E \) is actually a vector bundle. If we provide \( V \) with a positive Hermitian form when \( k = \mathbb{C} \), or a positive quadratic form when
2.5. There are other ways to deal with Example 2.4. For the real case it is well known that \( P(V) \sim S^n/\mathbb{Z}_2 \), where the dimension of \( V = n+1 \) (explicitly \( P(V) \) is the quotient of \( S^n \) by the equivalence relation \( x \sim \pm x \)). Let \( F \) be the quotient of \( S^n \times \mathbb{R} \) by the equivalence relation \( (x, t) \sim (x', t') \Leftrightarrow (tx, \epsilon t) \) where \( \epsilon = \pm 1 \). Then \( F \) is a quasi-vector bundle over \( P(V) \), and thus we can define a morphism \( f: F \to E \) by the formula \( f(x, t) = \pi(x, tx) \) where \( \pi: S^n \to P(V) \) is the natural projection, and \( tx \in \pi(x) \). One can also define a morphism \( g: E \to F \) by the formula \( g(D, v) = (x, t) \) where \( x \in D \cap S^n \) and \( t \) is the scalar such that \( tx = v \). (Of course in these formulas \( (x, t) \) represents the class of the pair \( (x, t) \in S^n \times \mathbb{R}/\sim \).) Then \( f \) and \( g \) are isomorphisms, with \( f = g^{-1} \).

In the complex case, \( P(V) \approx S^{2n+1}/U \) where the dimension of \( V = n+1 \), and where \( U \) is the group of complex numbers of norm 1 (explicitly \( P(V) \) is the quotient of \( S^{2n+1} \) by the equivalence relation \( x \sim \lambda x \) if \( |\lambda| = 1 \)). The vector bundle \( E \) may be identified in a similar fashion with the quotient of \( S^{2n+1} \times \mathbb{C} \) by the equivalence relation \( (x, t) \sim (x', t') \Leftrightarrow (x', t') = (tx, \epsilon t) \) for \( \epsilon \in U \).

2.6. Now for some terminology. When \( k = \mathbb{R} \) (resp. \( k = \mathbb{C} \)) a vector bundle will be called real (resp. complex). By abuse of our definitions, a trivial vector bundle will mean a vector bundle which is isomorphic to a bundle \( E = X \times V \) as defined in 1.10. Vector bundles are in fact the objects of a full subcategory of the category of quasi-vector bundles considered in 1.7. We will denote this category by \( \mathcal{E}(X) \), or by \( H_1(X) \) when we want to make the base field \( k \) explicit. If \( f: X' \to X \) is a continuous map, the functor \( f^* \) defined in 1.19 induces a functor from \( \mathcal{E}(X) \) to \( \mathcal{E}(X') \). To see this it suffices to show that \( f^* (\xi) \) is locally trivial whenever \( \xi \) is locally trivial over \( X \). Let \( x' \in X' \) and let \( U' \) be a neighbourhood of \( f(x') \) such that \( \eta = \xi_{|U'} \) is trivial. Then \( \eta_{|U} = g^* (\eta) \) where \( U = f^{-1}(U) \) and \( g: U \to U' \) is the map induced by \( f \). Hence we have \( \eta \approx U \times V \) and \( g^* (\eta) \approx U' \times V \). In particular, if \( X' = 0 \) is a subspace of \( X \), then \( \xi_{|X} \) is a vector bundle.

2.7. Proposition. Let \( E \) and \( F \) be two vector bundles over \( X \) and let \( g: E \to F \) be a morphism of vector bundles such that \( g_x: E_x \to F_x \) is bijective for each point \( x \in X \). Then \( g \) is an isomorphism in the category \( \mathcal{E}(X) \).

Proof. Let \( h: F \to E \) be the map defined by \( h(v) = g^{-1}(v) \) for \( v \in F_x \). It suffices to prove that \( h \) is continuous. Consider a neighbourhood \( U \) of \( x \) and isomorphisms \( \beta: E_U \to U \times M \) and \( \gamma: F_U \to U \times N \). If we let \( g_1 = \gamma \circ h \circ \beta^{-1} \) we have \( h_U = \beta^{-1} \circ (g_1)_U \). Since the map from \( \text{Iso}(M, N) \) to \( \text{Iso}(N, M) \) defined by \( \alpha \mapsto \alpha^{-1} \) is continuous, \( (g_1)_U \) is continuous. Thus
3. Clutching Theorems

$h$ is continuous on a neighbourhood of each point of $F$; hence $h$ is continuous on all of $F$. □

2.8. Let $\xi=(E, \pi, X)$ be a vector bundle. We define two maps (where $E \times_X E$ is the fiber product)

$$s: E \times_X E \to E \quad \text{and} \quad p: k \times E \to E$$

by the formulas $s(e, e') = e + e'$ and $p(\lambda, e) = \lambda e$, where $e$ and $e'$ are vectors of the same fiber. These maps are continuous. To see this, it is enough to consider the case where $E = X \times V$, since continuity is a local condition as before. In this case, $E \times_X E \approx X \times V \times V$ and under this isomorphism $s$ becomes the map from $X \times V \times V$ to $X \times V$ defined by $(x, v, v') \mapsto (x, v + v')$ which is clearly continuous. The continuity of $p$ is proved in the same way.

2.9. We define the rank of a vector bundle $\xi=(E, \pi, X)$ to be the locally constant function $r: X \to \mathbb{N}$ given by $r(x) = \text{Dim}(E_x)$. The rank of $\xi$ is equal to an integer $n$ if $r(x) = n$ for each point $x$ of $X$. When the base is connected the rank is constant.

Exercise (1.9.5).

3. Clutching Theorems

In the preceding section we defined vector bundles as locally trivial quasi-vector bundles. Now we would like to construct vector bundles using their restrictions to suitable subsets.

3.1. Theorem ("clutching of morphisms"). Let $\xi=(E, \pi, X)$ and $\xi'=(E', \pi', X)$ be two vector bundles on the same base $X$. Let us consider also

a) A cover of $X$ consisting of open subsets $U_i$ (resp. a locally finite cover of $X$ of closed subsets $U_i$).

b) A collection of morphisms $\alpha_i: \xi|_{U_i} \to \xi'|_{U_i}$ such that $\alpha_i|_{U_i \cap U_j} = \alpha_j|_{U_i \cap U_j}$.

Then there exists a unique morphism $\alpha: \xi \to \xi'$ such that $\alpha|_{U_i} = \alpha_i$.

Proof. The proof naturally breaks into two parts:

(i) Uniqueness. Let $e$ be a point of $E$. Since $(U_i)$ is a cover of $X$, the point $e$ belongs to some $E_{U_i}$. Hence $\alpha(e) = r'(\alpha_i(e))$ where $r': E_{U_i} \to E'$ is the inclusion map.

(ii) Existence. To simplify the notation, let us identify $E_{U_i}$ and $E_{U_i}$ with subsets of $E$ and $E'$ respectively. For $e \in E$, let $\alpha(e) = \alpha_i(e)$ for $e \in E_{U_i}$. It follows from b) that this definition is independent of the choice of $i$. The subsets $E_{U_i} = \pi^{-1}(U_i)$ form an open cover (resp. a locally finite cover of closed subsets) of the space $E'$, hence $\alpha$ is continuous. Since $\alpha_x: E_x \to E'_x$ is linear, the map $\alpha$ defines a morphism of vector bundles. □
3.2. Theorem ("clutching of bundles"). Let \((U_i)\) be an open cover of a space \(X\) (resp. a locally finite closed cover of a paracompact space \(X\)). Let \(\xi_i = \left( \mathcal{F}_i, \pi_i, U_i \right)\) be a vector bundle over each \(U_i\), and let \(g_{ij} : \xi_i|_{U_i \cap U_j} \to \xi_j|_{U_i \cap U_j}\) be isomorphisms which satisfy the compatibility condition \(g_{ik} \circ g_{kj} = g_{ij}\), where \(g_{ij} = g_{ij}|_{U_i \cap U_j} \cap U_k\), and \(g_{ij}' = g_{ij}|_{U_i \cap U_j} \cap U_k\). Then there exists a vector bundle \(\xi\) over \(X\) and isomorphisms \(g_i : \xi_i \to \xi|_{U_i}\) such that the diagram

\[
\begin{array}{ccc}
\xi_i|_{U_i \cap U_j} & \xrightarrow{g_{ij}'} & \xi_j|_{U_i \cap U_j} \\
\downarrow\quad g_{ij}|_{U_i \cap U_j} & \cong & \downarrow\quad g_{ij}|_{U_i \cap U_j} \\
\xi|_{U_i \cap U_j} & \xrightarrow{g_i} & \xi|_{U_i \cap U_j}
\end{array}
\]

(Diagram 1)

is commutative.

**Proof.** For simplicity we use the same letter to denote a morphism and its restriction to a subspace. In the topologically disjoint union \(\bigsqcup E_i\), consider the equivalence relation \(e_i \sim e_j \iff g_{ij}(e_i) = e_j\), and let \(\xi = \bigsqcup E_i/\sim\) be given the quotient topology. The continuous map \(\bigsqcup E_i \to X\) induced by the \(\pi_i\) defines a continuous map \(\pi : \xi \to X\). For \(x \in U_i\), the structure of the vector space \(E_i = \pi_i^{-1}(|x|)\), which is induced by the isomorphism \(E_i \approx E_i|_{\pi_i^{-1}(|x|)}\), does not depend on the choice of \(i\) since \(g_{ij}\) is linear on each fiber. Let \(g_i : E_i \to \pi_i^{-1}(U_i)\) be the map defined by \(g_i(e) = \tilde{e}\), where \(\tilde{e}\) is the class of \(e\) in \(E\). Then \(g_i\) is continuous, bijective, open, and induces a linear isomorphism on each fiber. Therefore \(g_i\) defines an isomorphism between the quasi-vector bundles \((E_i, \pi_i, U_i)\) and \((E|_{U_i}, \pi|_{U_i}, U_i)\), where \(E|_{U_i} = \pi^{-1}(U_i)\).

Suppose that \((U_i)\) is an open cover of \(X\). Let \(x\) be a point of \(U_i\), and let \(V\) be a neighborhood of \(x\) contained in \(U_i\) such that \(\xi|_V\) is trivial. If \(\xi\) is the quasi-vector bundle \((E, \pi, X)\) as defined above, we have \(\xi|_V \approx \xi_i|_V\). Hence \(\xi|_V \approx \xi_i|_V\) is trivial, which proves that \(\xi\) is locally trivial.

Let us assume now that \(X\) is paracompact and that \((U_i)\) is a closed cover which is locally finite. Let \(x_0\) be a point of \(X\). Since the cover \((U_i)\) is locally finite, there exists a closed neighborhood \(V\) of \(x_0\) which meets only a finite number of subsets \(U_i, \ldots, U_{i_0}\), and such that the bundles \(\xi_i|_{V_i}\) are trivial, where \(V_i = U_i \cap V\) for \(i = 1, \ldots, p\). Without loss of generality we may assume that \(x_0 \in V_1\) and that \(\xi_i|_{V_i} \approx V_i \times \mathbb{k}^n\). Starting with an arbitrary isomorphism \(\varepsilon_i : \xi_i|_{V_i} \approx V_i \times \mathbb{k}^n\) we are going to define by induction on \(r\), a morphism \(\varepsilon_r\) between \(\xi_i|_{V_i} \times \cdots \times V_r\) and the trivial bundle \((V_i \cup \cdots \cup V_r) \times \mathbb{k}^n\). Since \(\xi_i|_{V}\) is trivial, this is equivalent to defining a continuous map \(\beta_r : V_r \to \mathcal{L}(\mathbb{k}^n, \mathbb{k}^n)\), This extension is possible due to the Tietze extension theorem (Kelley [1], Bourbaki [1]). Let \(\varepsilon_i|_{V_i} \approx V_i \times \mathbb{k}^n\) be the isomorphism as obtained. Since \(\text{Iso}(\mathbb{k}^n, \mathbb{k}^n)\) is open in \(\mathcal{L}(\mathbb{k}^n, \mathbb{k}^n)\), Theorem 1.2 shows that the set of points \(x\) of \(V_i\) such that \(\varepsilon_i\) is an isomorphism, is an open subset of \(V_i\). Since the sets \(V_i\) are finite in number, the set of points \(x\) of \(V\) such that \(\varepsilon_i\) is an isomorphism is a neighborhood \(W\) of \(x_0\). The map \(\varepsilon_i|_{W} : \xi|_W \to W \times \mathbb{k}^n\) induces a homeomorphism \(\xi|_{V_i \cap W} \to (V_i \cap W) \times \mathbb{k}^n\) for each \(i\). Hence \(\varepsilon_i\) is a homeomorphism itself. Since this holds for every point \(x_0\) in \(X\), we see that \(\xi\) is locally trivial in this case also. \(\square\)
3.3. **Remark.** Moreover one may say that the bundle $\xi$ which we just constructed is "unique" in the following sense. Let $\xi'$ be another vector bundle, and let $g_i : \xi_i \to \xi'_i \mid U_i$, be isomorphisms which make the diagram

\[
\begin{array}{ccc}
\xi_i \mid U_i \cap U_j & \xrightarrow{g_i} & \xi'_i \mid U_i \cap U_j \\
\downarrow & & \downarrow \\
\xi_i \mid U_i \cap U_j & \xrightarrow{g'_i} & \xi'_i \mid U_i \cap U_j
\end{array}
\]

(\textit{Diagram 2})

commutative. Then there exists a unique isomorphism $\alpha : \xi \to \xi'$ which makes the following diagram commutative.

\[
\begin{array}{ccc}
\xi_i & \xrightarrow{g_i} & \xi'_i \\
\downarrow & & \downarrow \\
\xi_i \mid U_i & \xrightarrow{a_i} & \xi'_i \mid U_i
\end{array}
\]

In fact, one may construct $\alpha$ in the following way. The morphism $a_i = g_i \cdot g_i^{-1}$ is an isomorphism from $\xi_i$ to $\xi'_i$, and over $U_i \cap U_j$, we have the identity $g_j = g_j^{-1} \cdot g_i = g_j^{-1} \cdot g'_i$ according to diagrams (1) and (2). Therefore, over $U_i \cap U_j$, we have $a_i = g_i \cdot g_i^{-1} = g_j \cdot g_j^{-1} = a_j$. The existence of $\alpha$ is then guaranteed by Theorem 3.1. Its uniqueness is obvious.

3.4. **Example.** Let $S^n$ be the sphere of $\mathbb{R}^{n+1}$, i.e. the set of points $x = (x_1, \ldots, x_{n+1})$ such that $\|x\|^2 = \sum_{i=1}^{n+1} (x_i)^2 = 1$. Let $S^*_n$ (resp. $S^*_n$) be the subset of $S^n$ whose points $x$ satisfy $x_{n+1} > 0$ (resp. $x_{n+1} < 0$). Then $S^n$ is compact, $S^*_n$ and $S^*_n$ are closed subsets, and $S^*_n \cap S^*_n = S^{n-1}$.

Let $f : S^{n-1} \to \text{GL}_n(k)$ be a continuous map. According to Theorem 3.2, there is a bundle $E_f$ over $S^n$ which is naturally associated with $f$. It is obtained from the clutching of the trivial bundles $E_1 = S^*_n \times k^n$ and $E_2 = S^*_n \times k^n$ by the "transition function" $g_1 = f : S^{n-1} \times k^n \to S^{n-1} \times k^n$ ($g_1$ and $g_2$ are the identity map). We see later (7.6) that all bundles over $S^n$ are isomorphic to bundles of this type.

3.5. Theorem 3.2 is related to the problem of classification of "$G$-principal bundles", where $G$ is the topological group $\text{GL}_n(k)$. To be more precise, let us consider an arbitrary topological group $G$ and a topological space $X$. A $G$-cocyce
on $X$ is given by an open cover $(U_i)$ of $X$, and continuous maps $g_{ij}: U_i \cap U_j \to G$ such that $g_{ij}(x) \cdot g_{ji}(x) = g_{ii}(x)$ for $x \in U_i \cap U_j \cap U_k$.

Two cocycles $(U_i, g_{ij})$ and $(V_i, h_{ij})$ are equivalent if there exist continuous maps $g^r_i: U_i \cap V_i \to G$ such that $g^r_i(x) \cdot g_{ij}(x) \cdot g^r_i(x)^{-1} = h_{ij}(x)$ for $x \in U_i \cap U_j \cap V_i \cap V_j$. Let us check that this relation is an equivalence relation. The symmetry and reflexivity are obvious (note that $g_{ii} = 1$ and $g_{ij} = g_{ji}^{-1}$). If $(W_i, l_{ij})$ is a cocycle equivalent to $(V_i, h_{ij})$ we can find continuous maps $h^r_i: V_i \cap W_i \to G$ such that $h^r_i(x) \cdot h_{ij}(x) \cdot h^r_i(x)^{-1} = l_{ij}(x)$ for $x \in V_i \cap V_j \cap W_i \cap W_j$. For $i = j$ the first identity gives the relation $g^r_i(x) \cdot g^r_i(x)^{-1} = h_{ii}(x)$ for $x \in U_i \cap V_i \cap V_i$. For $i = i$ the second identity gives the relation $h^r_i(x)^{-1} \cdot h^r_i(x) = h_{ii}(x)$ for $x \in V_i \cap V_i \cap W_i$. From this it follows that $h^r_i(x) \cdot g^r_i(x) = h^r_i(x) \cdot g^r_i(x)$ as $r$ varies, this defines another continuous map $l^r_i: U_i \cap W_i \to G$. Moreover $l^r_i(x) = h^r_i(x) \cdot h_{ii}(x) \cdot h^r_i(x)^{-1} = l^r_i(x) \cdot g_{ii}(x) \cdot l^r_i(x)^{-1}$ for $x \in U_i \cap U_j \cap V_i \cap V_j \cap W_i \cap W_j$. Since this relation is true for every pair $(r, s)$, it also holds for $x \in U_i \cap U_j \cap V_i \cap W_i$. Hence the equivalence relation in the set of $G$-cocycles is well-defined. The quotient set will be denoted by $H^1(X; G)$ (see Hirzebruch [2] and Greenberg [1] for the justification of this terminology). This set depends contravariantly on $X$ and covariantly on $G$.

3.6. Theorem. Let $\Phi^k(X)$ be the set of isomorphism classes of $k$-vector bundles of rank $k$ over the topological space $X$. Then $\Phi^k(X)$ is naturally isomorphic to the set $H^1(X; G)$, where $G = \text{GL}_k(k)$.

Proof. We define two maps

$$h: \Phi^k(X) \to H^1(X; G) \quad \text{and} \quad h': H^1(X; G) \to \Phi^k(X)$$

such that $h' = h^{-1}$.

Let $\xi = (E, \pi, X)$ be a vector bundle, and let $(U_i)$ be a trivialization cover of $X$. Choose isomorphisms $\varphi_i: U_i \times k^n \to E_{U_i}$, and let $g_{ij}$ be the map from $U_i \cap U_j$ to $G = \text{GL}_k(k)$ defined by $g_{ij}(x) = (\varphi_j)_x^{-1} \cdot (\varphi_i)_x$. In this way we obtain a $G$-cocycle on $X$. Its class in the set $H^1(X; G)$ is independent of the choice of the trivialization cover and of the $\varphi_i$. In fact, if $(V_j, h_{ij})$ is another cocycle associated with trivializations $\psi_j: V_j \times k^n \to E_{V_j}$, let $g_{ij}(x) = (\psi_j)^{-1}_x \cdot (\psi_i)_x$. Then if $x \in U_i \cap U_j \cap V_i \cap V_j$, we have

$$g_{ij}(x) \cdot g_{ij}(x)^{-1} = (\psi_j)_x^{-1} \cdot (\varphi_i)_x \cdot (\psi_j)_x^{-1} \cdot (\varphi_i)_x^{-1} \cdot (\psi_j)_x = (\psi_j)_x^{-1} \cdot (\psi_i)_x = h_{ij}(x).$$

This shows that $h$ is well-defined.

Conversely, let $(U_i, g_{ij})$ be a $G$-cocycle, and let $E$ be the vector bundle over $X$ obtained by clutching the trivial bundles $E_i = U_i \times k^n$ with the "transition functions" $g_{ij}$ (Theorem 3.2). Then the class of $E$ in $\Phi^k(X)$ depends only on the class of the cocycle in $H^1(X; G)$. In fact, consider a cocycle $(V_j, h_{ij})$ equivalent to $(U_i, g_{ij})$, and let $F$ be the vector bundle obtained from this cocycle by clutching the trivial bundles $F_j = V_j \times k^n$. Let $\alpha: E \to E'$ be the unique morphism which makes the
following diagram commutative for each pair \((i, r)\):

\[
\begin{array}{ccc}
E|_{U_i \cap V_r} & \xrightarrow{g_i} & F|_{U_i \cap V_r} \\
g_i|_{U_i \cap V_r} & \downarrow & h_i|_{U_i \cap V_r} \\
E|_{U_i \cap V_r} & \xrightarrow{g_i'} & F|_{U_i \cap V_r}
\end{array}
\]

(in this diagram the morphisms \(g_i\) and \(h_i\) are the morphisms defined by clutching as in Theorem 3.2). To see that \(x\) is well-defined, we note the following identities for \(x \in U_i \cap U_j \cap V_r \cap V_s\):

\[
\begin{align*}
h_i(x) &= g_i'(x) \cdot g_j(x) \cdot (g_i(x))^{-1}, \\
h_i(x) \cdot g_j'(x) \cdot h_j(x) &= g_i(x), \\
(h_i(x))^{-1} \cdot h'(x) \cdot g_j'(x) \cdot g_j(x) \cdot (g_i(x))^{-1} \cdot g_j(x) &= g_j'(x).
\end{align*}
\]

and finally

\[
h_i(x) \cdot g_j'(x) \cdot (g_j(x))^{-1} = h_i(x) \cdot g_j'(x) \cdot (g_j(x))^{-1}.
\]

This shows that \(h'\) is also well-defined. The fact that \(h \cdot h'\) and \(h' \cdot h\) are the identities of \(H^1(X; G)\) and \(\Phi^1_0(X)\) respectively, follows directly from their definitions. □

3.7. Remark. When \(X\) is paracompact, one could equally well work with locally finite covers of closed subsets, and thus obtain another set \(H^1_\ell(X; G)\) analogous to \(H^1(X; G)\). The above argument shows that \(H^1_f(X; G)\) is also naturally isomorphic to \(\Phi^1_0(X)\) if \(G = GL_n(k)\).

3.8. Theorem. Let \((U_i, g_{ij})\) and \((U_i, h_{ij})\) be two cocycles relative to the same open cover of a space \(X\) (resp. locally finite closed cover of a paracompact space \(X\)). Then the associated vector bundles \(E\) and \(F\) are isomorphic if and only if there exist continuous functions \(\lambda_i: U_i \rightarrow G = GL_n(k)\), such that \(h_{ij}(x) = \lambda_i(x) \cdot g_{ij}(x) \cdot (\lambda_i(x))^{-1}\) for \(x \in U_i \cap U_j\). In particular, the vector bundle \(E\) is trivial if and only if \(g_{ij}(x) = \lambda_i(x)^{-1} \lambda_j(x)\) for suitable choices of the \(\lambda_i\).

Proof. Let \(\alpha: E \rightarrow F\) be an isomorphism. Then we have the commutative diagram
where $E_i - F_i = U_i \times k^n$ and $\lambda_i = h_i \cdot a_{U_i} \cdot (g_i)^{-1}$ (using the notation of 1.12). From this diagram, we obtain the relation $h_i \cdot (g) = \lambda_i \cdot (g_j(x))^{-1}$. In particular, if we choose $h_i = 1$, then $F$ is isomorphic to the trivial bundle, and we obtain $g(h)(x) = \lambda_i(x)^{-1} \cdot \lambda_i(x)$ as desired. □

3.9. Let us apply the above theorem to Example 3.4. Using the notation of 3.4, we let $\lambda$ be an automorphism of $E_i = S^* \times k^n$ which induces the automorphism $\mu$ of $E_i \mid_{S^n-1} = S^{n-1} \times k^n$. Then using the notation of 1.12, we see that the vector bundles $E_i$ and $E_i \beta$ are isomorphic. To see this, we apply the above theorem, set $\lambda_i = \lambda$ and $\lambda_2 = 1$, and visualize the situation with the diagram

$$
\begin{array}{c}
\xymatrix{ E_1 \ar[r]^{\lambda^{-1}} & E_1 \\
\ar[r] & \ar[r]_{\mu} & \ar[r]_{\lambda_i} \\
E_2 \ar[u]_{f} \ar[r]_{\text{id}} & E_2 \ar[u]_{f} 
}
\end{array}
$$

(the dotted lines denote morphisms defined only over $S^{n-1}$). In the same way, we can prove that $E_i$ is isomorphic to $E_{i+1}$, when $\nu$ is an automorphism of $E_{2(k-1)}$, which can be extended to an automorphism of $E_2$.

Now consider two continuous maps $f_0$ and $f_1$ from $S^n-1$ to $\text{GL}_n(k)$, which are homotopic. Let $\alpha: S^{n-1} \to \text{GL}_n(k)$ be the map defined by $\alpha(x) = (f_i(x))^{-1} f_0(x)$. Then $\alpha$ is homotopic to 1; more precisely there exists a continuous map $\beta: S^{n-1} \times I \to \text{GL}_n(k)$ such that $\beta(x, 0) = \alpha(x)$ and $\beta(x, 1) = 1$. We parametrize the upper half hemisphere $S^n_+$ of $S^n$ by writing each element $w$ of $S^n_+$ in the form $w = v \cos \theta + e_{n+1} \sin \theta$, where $v \in S^{n-1}$.
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We use $\beta$ to define $\gamma: S^n_+ \to \text{GL}_n(k)$ given by $\gamma(w) = \beta(n, \sin \theta)$. This is well-defined and continuous even for $\theta = \pi/2$, because $\beta(x, t)$ converges to 1 uniformly in $x$ when $t$ converges to 1. This shows that $E_{f_0} = E_{f_1}$ is isomorphic to $E_{f_1}$ (this fact may also be deduced from Theorem 7.1, which will be proved independently).

If we restrict our attention to maps $f: S^{n-1} \to \text{GL}_n(k)$ such that $f(e) = 1$, where $e = (1, 0, \ldots, 0)$ is the base point of $S^{n-1}$, the above discussion shows that the correspondence $f \mapsto E_f$ defines a map from $\pi_{n-1}(\text{GL}_n(k))$ to $\Phi_n^1(S^n)$ (for the definition and elementary properties of homotopy groups see Hilton [1] or Hu [1]). On the other hand $\pi_0(\text{GL}_n(k))$ acts on $\pi_{n-1}(\text{GL}_n(k))$ by the map defined on representatives by $(a, f) \mapsto a \cdot f \cdot a^{-1}$. Since the vector bundles $E_f$ and $E_{a \cdot f \cdot a^{-1}}$ are isomorphic by 3.8, we are actually able to define a map from the quotient $\pi_{n-1}(\text{GL}_n(k))/\pi_0(\text{GL}_n(k))$ to the set $\Phi_n^1(S^n)$.
3.10. Theorem. The map
\[ \pi_{n-1}(\text{GL}_p(k))/\pi_0(\text{GL}_p(k)) \rightarrow \Phi^*_p(S^n) \]
is injective.

Proof. Let \( f \) and \( g \) be continuous maps from \( S^{n-1} \) to \( \text{GL}_p(k) \) with \( f(e) = g(e) = 1 \) (where \( e \) is the base point of \( S^{n-1} \)) such that the vector bundles \( E_f \) and \( E_g \) are isomorphic. We have a commutative diagram

\[
\begin{array}{ccc}
E_1 & \xrightarrow{\gamma} & E_1 \\
\downarrow f & & \downarrow g \\
E_2 & \xrightarrow{\gamma} & E_2
\end{array}
\]

where the dotted arrows denote morphisms which are defined only over \( S^{n-1} \). The maps \( g \) are maps from \( S^{n-1} \) to \( \text{GL}_p(k) \) which are homotopic to constant ones, and such that \( g(x) = \beta_2(x) \cdot f(x) \cdot \beta_1(x)^{-1} \). Moreover, since \( f(e) = g(e) = 1 \), \( \beta_1 \) and \( \beta_2 \) are homotopic to the same constant map \( a \) (since they are restrictions of maps defined on a contractible subset \( S^{n-1} \)). This implies that \( g \) and \( a \cdot f \cdot a^{-1} \) are homotopic. If \( h: S^{n-1} \times I \rightarrow \text{GL}_p(k) \) is this homotopy, then the homotopy \( l: S^{n-1} \times I \rightarrow \text{GL}_p(k) \) defined by \( l(x, t) = h(x, t)h(e, t)^{-1} \) shows that \( g \) and \( a \cdot f \cdot a^{-1} \) have the same class in the homotopy group \( \pi_{n-1}(\text{GL}_p(k)) \), since \( l(e, t) = e \). \( \square \)

3.11. Remark. It will be shown later (7.6) that the above map is also surjective.

3.12. Remark. More generally, it can be shown by the same method that
\( H^1(S^n; G) \cong \pi_{n-1}(G)/\pi_0(G) \) for any topological group \( G \) (Steenrod [1]).

3.13. Some comments on Theorem 3.10. If \( k = \mathbb{C} \), then the group \( \text{GL}_p(k) = \text{GL}_p(\mathbb{C}) \) may be regarded as the topological product of \( \text{U}(p) \) by \( \mathbb{R}^q \), where \( q = p^2 \) (see Chevalley [1]). Since \( \text{U}(p) \) is arcwise connected, \( \pi_0(\text{U}(p)) = \pi_0(\text{GL}_p(\mathbb{C})) = 0 \). Hence \( \Phi^*_p(S^n) \cong \pi_{n-1}(\text{U}(p)) \). Now we have the locally trivial fibration
\[ \text{U}(p) \rightarrow \text{U}(p + 1) \rightarrow S^{2p+1}, \]
hence the exact sequence of homotopy groups
\[ \pi_{i+1}(S^{2p+1}) \rightarrow \pi_i(\text{U}(p)) \rightarrow \pi_i(\text{U}(p + 1)) \rightarrow \pi_{i+1}(S^{2p+1}). \]

Since \( \pi_i(S^j) = 0 \) for \( i > r \), it follows that for \( p > i/2 \), we have \( \pi_i(\text{U}(p)) \cong \pi_i(\text{U}(p + 1)) \) and \( \pi_i(\text{U}(p)) \cong \text{inj lim} \pi_i(\text{U}(m)) \). We shall prove later (III.2) that \( \text{inj lim} \pi_i(\text{U}(m)) = 0 \) for \( i \) even and \( \text{inj lim} \pi_i(\text{U}(m)) = \mathbb{Z} \) for \( i \) odd. It follows from this theorem that the problem of classification of complex vector bundles of rank \( p \) over the sphere \( S^r \) is completely solved when \( p > (r - 1)/2 \). When \( p \leq (r - 1)/2 \) the problem is still open in general.
If $k = \mathbb{R}$, the group $\text{GL}_n(k) = \text{GL}_n(\mathbb{R})$ may be regarded as the topological product $O(q) \times \mathbb{R}^p$, where $q = p(p + 1)/2$ (see Chevalley [1]). Hence $\pi_i(\text{GL}_p(\mathbb{R})) \approx \pi_i(O(p))$ and $\pi_0(\text{GL}_q(\mathbb{R})) \approx \mathbb{Z}/2$. The homotopy exact sequence associated with the locally trivial fibration

$$O(p) \to O(p + 1) \to S^p,$$

i.e.

$$\pi_{i+1}(S^p) \to \pi_i(O(p)) \to \pi_i(O(p + 1)) \to \pi_i(S^p),$$

shows that $\pi_i(O(p)) \approx \pi_i(O(p + 1))$ and that $\pi_i(O(p)) \approx \text{inj lim} \pi_i(O(m))$, when $p > i + 1$. We prove later (III.1) that the groups $\pi_i(O(p))$ are respectively isomorphic to $\mathbb{Z}/2$, $\mathbb{Z}/2$, $0$, $\mathbb{Z}$, $0$, $0$ when $i \equiv 0, 1, 2, 3, 4, 5, 7 \pmod{8}$. Hence the homotopy groups $\pi_i(O(p)) \approx \pi_i(\text{GL}_p(\mathbb{R}))$ are completely known for $p > i + 1$. Moreover, in this case, the action of $\pi_0(\text{GL}_p(\mathbb{R})) = \mathbb{Z}/2$ is trivial. When $p$ is odd, we have nothing to prove since $\text{Det}(-1) = -1$. When $p$ is even, the isomorphism between $\pi_i(O(p))$ and $\pi_i(O(p + 1))$ is compatible with the action. Hence $\pi_i(O(p))((\mathbb{Z}/2) \approx \pi_i(O(p + 1))/(\mathbb{Z}/2) \approx \pi_i(O(p + 1)) \approx \pi_i(O(p))$. From this discussion we see that the problem of classification of real vector bundles of rank $p$ over $S^p$ is completely solved for $p > n$. As in the complex situation, the case where $p \leq n$ is still open in general.

3.14. The case of vector bundles over the sphere may be generalized in the following way. If $X$ is a paracompact space one considers the double cone over $X$: it is defined as the quotient of $X \times [-1, 1]$ by the equivalence relation which identifies $X \times \{1\}$ with a single point, and $X \times \{-1\}$ with another single point.
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We write $C^+(X)$ (resp. $C^-(X)$) for the image of $X \times [0, 1]$ (resp. $X \times [-1, 0]$) in the quotient and let $S(X) = C^+(X) \cup C^-(X)$. The space $S(X)$ (which is paracompact) is also called the suspension of $X$. The argument used to parametrize $S^*_q$ in 3.9 shows that $S(S^{n-1})$ is homeomorphic to $S^n$.

Let $f : X \to \text{GL}_p(k)$ be a continuous map. Then one may define a bundle $E_f$ over $S^*(X)$ by clutching the trivial bundles $E_1 = C^+(X) \times k^p$ and $E_2 = C^-(X) \times k^p$ with the transition function $g_{12} = f$. As in 3.9, one can prove that $E_{f_1}$ is isomorphic to $E_{f_2}$, when $f_0$ is homotopic to $f_1$. If we choose a base point $e$ in $X$, let $[X, \text{GL}_p(k)]$ denote the set of homotopy classes of maps $f$ such that $f(e) = 1$. Then as in 3.10 $\Phi^*(S^*(X))$ contains the quotient of $[X, \text{GL}_p(k)]$ by the action of $\pi_0(\text{GL}_p(k))$. This result will be strengthened later (7.6).
We are now going to use the clutching theorems to define the tangent bundle of a manifold. First we briefly review some basic ideas and definitions in order to acquaint the reader with the notation (cf. Lang [2]).

3.15. Let $A$ be an open set in $\mathbb{R}^n$ and let $TA = A \times \mathbb{R}^n$, regarded as the trivial bundle over $A$. If $B$ is another open set in $\mathbb{R}^n$, and if $f: A \rightarrow B$ is a differentiable map of class $C^m$, for $m \geq 1$, we can associate $f$ with a general morphism of vector bundles (in the sense of 1.6)

$$
\begin{array}{c}
TA \\
\downarrow Tf \\
TB \\
\downarrow \\
A \\
\quad f \\
B
\end{array}
$$

by the formula $(Tf)_x(v) = f'(x)(v)$. In this formula, $f': A \rightarrow \mathcal{T}(\mathbb{R}^n, \mathbb{R}^n)$ is the differential of $f$ and $v$ is a vector of $\mathbb{R}^n$.
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If $g: B \rightarrow C$ is another differentiable map of class $C^m$ between $B$ and an open set $C$ in $\mathbb{R}^n$, one has $T(g \circ f) = T(g) \circ T(f)$ (composition of general morphisms) following from the theorem which gives the derivative of the composition of two differentiable maps. Hence the reader can easily verify that the correspondence $A \mapsto TA$ is a "functor" from the category of differentiable maps to the category of trivial bundles.

3.16. **Definition of a manifold of class $C^m$.** Let $M$ be a topological space and let $(U_i)$ for $i \in I$ be an open cover of $M$. For each $i \in I$ let $\varphi_i$ be a homeomorphism of $U_i$ with an open set $A_i$ of $\mathbb{R}^n$. We write $U_{ij} = U_i \cap U_j$ and $A_{ij} = \varphi_j(U_i \cap U_j)$.
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We say that \((U_i, A_i, \varphi_i)\) is an atlas of class \(C^m\) for \(m \geq 1\), if \(\theta_{ij} = \varphi_j \circ \varphi_i^{-1}|_{A_{ij}}\) is a diffeomorphism from \(A_{ij}\) to \(A_{ij}\) of class \(C^m\). Two atlases are equivalent if their union in the obvious sense is again an atlas. A **differentiable structure of class \(C^m\)** on \(M\) is given by a "class" of atlases. To avoid logical difficulties [the covers of a space are not the elements of a set!], we shall always consider that the index set \(I\) is contained in some fixed set, for example \(\bigcup_{U \in \mathcal{S}} F(U, \mathbb{R}^n)\), where \(S\) is the set of open subsets of \(M\) and where \(F(U, \mathbb{R}^n)\) is the set of all continuous maps from \(U\) to \(\mathbb{R}^n\). There is a canonical way to associate a differentiable structure \((U_i, A_i, \varphi_i)\) on \(M\) with an atlas (this atlas is called **maximal**). It is defined as the set of all \((V, B, \varphi)\), where \(V\) is open in \(M\), \(B\) is open in some \(\mathbb{R}^n\), and \(\varphi: V \to B\) is a homeomorphism, which satisfy the following condition. For each index \(i\), let us put \(V_i = V \cap U_i\) and \(B_i = \varphi(V_i)\); then \(\varphi_i|_{V_i} \cdot \varphi^{-1}|_{B_i}\) must be a diffeomorphism of class \(C^m\) from \(B_i\) to \(\varphi_i(B_i)\). It is easy to verify that two atlases are equivalent if and only if the maximal atlases associated with them are equal. A **chart** of a differentiable manifold \(M\) is simply an element \(\varphi: V \to B\) of the maximal atlas.

3.17. Examples. Let \(F: \mathbb{R}^n \to \mathbb{R}\) be a differentiable function such that \(\partial F/\partial x_1, \ldots, \partial F/\partial x_n\) are not all zero simultaneously. Then \(M = F^{-1}(0)\) is a differentiable manifold (at each point \(x\) of \(M\), consider the orthogonal projection of a neighborhood of \(x\) onto the hyperplane defined by \(\sum_{i=1}^n \partial F/\partial x_i(x)(X-x) = 0\)). The projective spaces \(P_n(\mathbb{C})\) and \(P_n(\mathbb{R})\) are also classical examples of differentiable manifolds (Godbillon [2], Spivak [1]).

3.18. The tangent bundle of a differentiable manifold. Let \(\mathcal{A} = (U_i, A_i, \varphi_i)\) be an atlas on \(M\). We want to define a bundle \(TM\) on \(M\) by clutching the trivial bundles \(TU_i = U_i \times \mathbb{R}^n\) over the covering \((U_i)\). Let \(\tilde{\varphi}_i: U_i \times \mathbb{R}^n \to A_i \times \mathbb{R}^n\) be the isomorphism from \(TU_i\) to \(TA_i\) defined by \(\tilde{\varphi}_i(x, v) = (\varphi_i(x), v)\). Let \(g_{ij}: TU_i |_{U_i \cap U_j} \to TU_j |_{U_i \cap U_j}\) be the isomorphism which makes the diagram

\[
\begin{array}{ccc}
TU_i |_{U_i \cap U_j} & \xrightarrow{\tilde{\varphi}_i|_{U_i \cap U_j}} & TA_i |_{U_i} \\
\downarrow{\theta_{ij}} & & \downarrow{T(\theta_{ij})} \\
TU_j |_{U_i \cap U_j} & \xrightarrow{\tilde{\varphi}_j|_{U_i \cap U_j}} & TA_j |_{U_i}
\end{array}
\]

commutative. Since \(\theta_{ij}(x) = \varphi_j \circ \varphi_i^{-1}|_{U_i \cap U_j}\) (for \(x \in \varphi_i(U_i \cap U_j)\)), we have \(T(\theta_{ij}) = T(\varphi_j) \circ T(\varphi_i^{-1})\) when we restrict ourselves to \(\varphi_i(U_i \cap U_j)\) according to 3.15. Therefore \(g_{ij} = g_{ji}^{-1}\) on \(U_i \cap U_j\). The isomorphisms \(g_{ij}\) define the transition functions for \(TM\). Let us prove that this definition does not depend (up to isomorphism) on the atlas \(\mathcal{A}\) which was chosen. If \(\mathcal{A} = (V_i, B_i, \psi_i)\) is an equivalent atlas, we also have transition functions \(h_{ij}\) (resp. \(g_{ij}'\)) over \(V_i \cap V_j\) (resp. \(U_i \cap U_j\)) such that \(g_{ij}' = h_{ij} \circ g_{ij}\), or equivalently \(h_{ij} = g_{ij}' \circ (g_{ij})^{-1}\) over \(U_i \cap U_j \cap V_i \cap V_j\). The assertion follows from the definition of \(H^1(M; G)\) applied to each connected component of \(M\), and from Theorem 3.6. We call \(TM\) the **tangent bundle** of \(M\).
3.19. The Functor $T$. In order to make the above construction functorial, one must choose, once and for all, an atlas for each manifold $M$ (for example the maximal atlas). Now let $M$ and $N$ be two differentiable manifolds of class $C^k$, $(U_i, A_i, \phi_i)$ the atlas of $M$, and $(V_i, B_i, \psi_i)$ the atlas of $N$. Let $f: M \to N$ be a continuous map. We say that $f$ is of class $C^k$, $1 \leq k \leq p$, if $\forall i, \forall x \in U_i$ and for $f(x) \in V_i$, the map $f'_i = \psi_i \circ f \circ \phi_i^{-1}$ is differentiable of class $C^k$ on a neighbourhood of $\phi_i(x)$ which is small enough to have the composition of the three functions, $\psi_i \circ f \circ \phi_i^{-1}$, make sense. We want to define a general morphism $Tf: TM \to TN$ over $f: M \to N$, which generalizes the general morphism defined in 3.15 for open sets in Euclidean spaces. On $TU_i$ we define $Tf$ over a neighbourhood of $x$, for $x \in U_i$, so that the following diagram commutes

\[
\begin{array}{ccc}
TU_i & \xrightarrow{\theta_i} & TA_i \\
\downarrow Tf & & \downarrow T(f'_i) \\
TV_i & \xrightarrow{\theta_i} & TB_i,
\end{array}
\]

where $T(f'_i)$ is defined as in 3.15. We must show that this definition is compatible with the transition functions $\theta_{ij}$ and $h_{ij}$ defined on $M$ and $N$, respectively. We have the identities $f'_i = (\psi_j \cdot \phi_j^{-1}) \circ (\psi_i \circ f \circ \phi_i^{-1}) \cdot (\phi_j \cdot \phi_i^{-1}) = \theta_{ij}^M \cdot f'_i \cdot \theta_{ij}^N$, where $\theta_{ij}^M : B_j \to A_i$ and $\theta_{ij}^N : A_i \to B_j$ (all morphisms are defined on suitable neighbourhoods). From these identities we see that $T(f'_i) = T(\theta_{ij}^M) \cdot T(f'_i) \cdot T(\theta_{ij}^N)$, and hence the commutativity of the diagram

\[
\begin{array}{ccc}
TA_i & \xrightarrow{\theta_{ij}^M} & TA_j \\
\downarrow T(f'_i) & & \downarrow T(f'_j) \\
TB_i & \xrightarrow{\theta_{ij}^N} & TB_j,
\end{array}
\]

since $T(\theta_{ij}^M) = g_{ij}^M$ and $T(\theta_{ij}^N) = g_{ij}^N$ (where $g_{ij}^M$ and $g_{ij}^N$ are the transitions functions of $TM$ and $TN$ respectively). According to Theorem 3.1, this shows that $Tf$ is well-defined. Moreover, if $g: N \to P$ is another differentiable map, it can be verified that $T(g \circ f) = T(g) \cdot T(f)$.

3.20. Example. Let $f: M \to \mathbb{R}^p$ be an imbedding (Lang [2]). Then $M$ is given locally at a neighbourhood of every point $a \in M$ by equations

\[
\begin{align*}
f_1(x_1, \ldots, x_p) &= 0 \\
f_2(x_1, \ldots, x_p) &= 0 \\
& \vdots \\
f_n(x_1, \ldots, x_p) &= 0, \quad n \leq p,
\end{align*}
\]
where the matrix

\[
\left( \begin{array}{cccc}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_1} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_1}{\partial x_p} & \cdots & \frac{\partial f_m}{\partial x_p}
\end{array} \right)
\]

is of rank \( n \) on a neighbourhood of the point \( a = (a_1, \ldots, a_p) \). Moreover \( T_a(M) \) is the subspace of \( T_a(\mathbb{R}^p) \) of dimension \( n - p \) which is orthogonal to the "gradient vectors" \( V_1, \ldots, V_n \) where \( V_i = (\frac{\partial f_i}{\partial x_1}(a), \ldots, \frac{\partial f_i}{\partial x_p}(a)) \).

*Exercises* (Section 1.9) 7, 8, 28.

4. Operations on Vector Bundles

As is the common practice in this book we use \( \mathcal{E} \) to denote the category of finite dimensional vector spaces, and \( \mathcal{E}(X) \) to denote the category of vector bundles over \( X \). When we want to make the basic field \( k = \mathbb{R} \) or \( \mathbb{C} \) precise, we write \( \mathcal{E}_k \) or \( \mathcal{E}_k(X) \).

4.1. **Definition.** A functor \( \varphi \colon \mathcal{E} \to \mathcal{E} \) is called *continuous* if for each pair \((M, N)\) of objects in \( \mathcal{E} \), the natural map \( \varphi_{M,N} \colon \mathcal{E}(M, N) \to \mathcal{E}(\varphi(M), \varphi(N)) \) is continuous (with respect to the usual topology on finite dimensional vector spaces).

4.2. **Examples.** There are many well known examples of such functors:

a) \( \varphi(M) = M \bigoplus \cdots \bigoplus M \), b) \( \varphi(M) = M \bigotimes_i \bigoplus_i M \), c) \( \varphi(M) = \mathcal{E}(M) \) (\( i \)th exterior power), d) \( \varphi(M) = S^i(M) \) (\( i \)th symmetric power). To see that all these functors are continuous, we choose basis on \( M \) and \( N \), and notice that \( \varphi_{M,N}(\alpha) \) is given by a matrix which depends continuously on the matrix of \( \alpha \). As an example of a functor which is not continuous, one may take a discontinuous automorphism of the complex numbers \( \mathbb{C} \). This induces a functor \( \mathcal{E} \to \mathcal{E} \) which is not continuous.

4.3. The purpose of this section is to associate any such functor \( \varphi \) with a functor \( \varphi' = \varphi(X) \colon \mathcal{E}(X) \to \mathcal{E}(X) \), which coincides with \( \varphi \) when \( X \) is reduced to a point. If \( \xi = (E, \pi, X) \) is a vector bundle over \( X \), we first define the set \( E' = \varphi(X) \) to be the disjoint union \( \bigcup_{x \in X} \varphi(E_x) \), provided with the obvious projection \( \pi' \colon E' \to X \). In order to supply \( \varphi'(E) \) with a topology so that it becomes a vector bundle, we need the following lemma.

4.4. **Lemma.** Let \( U \) and \( V \) be open subsets of \( X \) and let \( \beta \colon E_U \to U \times M \) and \( \gamma \colon E_V \to V \times N \) be trivializations of \( E \) over \( U \) and \( V \) respectively. Let \( \beta' \colon E' \to U \times \varphi(M) \) and \( \gamma' \colon E' \to V \times \varphi(N) \) be the bijections induced by functoriality on each fiber. If we
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give $E_U$ and $E_V$ the topologies induced by these bijections, these two topologies agree on $E_U \cap E_V = E_U \cap E_V$, and $E_U \cap E_V$ is open in both $E_U$ and $E_V$.

Proof. We have the commutative diagram

\[
\begin{array}{ccc}
E_{U \cap V} & \xrightarrow{\beta^\ast|_{U \cap V}} & (U \cap V) \times \varphi(M) \\
\downarrow & & \downarrow \delta \\
E_U \cap E_V & \xrightarrow{\varphi(N)} & (U \cap V) \times \varphi(N),
\end{array}
\]

where $\delta$ is the composition of the continuous maps

\[
U \cap V \xrightarrow{\delta} \varphi(M, N) \xrightarrow{\delta \circ \varphi(N)} \delta(\varphi(M), \varphi(N))
\]

with $\delta = \varphi(U \cap V) \beta^\ast|_{U \cap V}$. Since $\delta$ is continuous, $\delta$ also is continuous (1.12). For the same reason $\delta^{-1}$ is continuous, and this shows that the two topologies on $E_{U \cap V}$ agree. Moreover, the projection $\pi_0: E_U \to U$ is continuous, with respect to the topology induced by $\beta$. Hence $E_{U \cap V} = \pi_0^{-1}(U \cap V)$ is open in $E_U$, and similarly $E_{U \cap V}^\ast$ is open in $E_V$. \[\square\]

4.5. We are now able to define the topology on $E = \varphi(E)$. Let $(U_i)$ be an open cover of $X$, and let $\beta_i: E_{U_i} \to U_i \times M_i$ be a trivialization of $E$ over $U_i$ for each $i$. By functorality, the isomorphisms $\beta_i$ induce a bijection $E_i \to U_i \times \varphi(M_i)$, and in this way $E_{U_i}$ may be provided with a topology. Now we provide $E'$ with the largest topology making the inclusions $E_{U_i} \to E'$ continuous. This is possible because according to the previous lemma for each pair $(i, j)$ the topologies on $E_{U_i}$ and $E_{U_j}$ agree on $E_{U_i \cap U_j}$, making it an open subset of $E_{U_i}$ and $E_{U_j}$.

This topology does not depend on the choice of covering, nor on the choice of trivializations. In fact, if $(V_i)$ is another covering and if $\psi_i: E_{V_i} \to V_i \times N_i$ are other trivializations, the same argument as before shows that the two possible topologies on $E_{U_i \cap V_i}$ coincide and that $E_{U_i \cap V_i}$ is open in both $E_{U_i}$ and $E_{V_i}$. Hence the two topologies on $E'$ coincide. Finally $E'$ is locally trivial since $E_{U_i} \approx U_i \times \varphi(M_i)$ is a trivial bundle, for each $i$.

4.6. In order to completely define the functor $\varphi'$, we have to define what $f' = \varphi'(f): \varphi'(E) \to \varphi'(F)$ must be when $f: E \to F$ is a morphism of vector bundles. We simply define $f'$ on each fiber by $f'_x = \varphi(f_x): \varphi(E_x) \to \varphi(F_x)$ which is linear. To prove that $f'$ is continuous, we look at the commutative diagrams

\[
\begin{array}{ccc}
E_U & \xrightarrow{\beta} & U \times M \\
\downarrow f & & \downarrow 0 \\
F_U & \xrightarrow{\delta} & U \times N
\end{array}
\quad\text{and}\quad
\begin{array}{ccc}
E'_U & \xrightarrow{\beta'} & U \times \varphi(M) \\
\downarrow f' & & \downarrow 0' \\
F'_U & \xrightarrow{\delta'} & U \times \varphi(N),
\end{array}
\]
where \( \beta', \delta', \) and \( g' \) are again induced from \( \beta, \delta, \) and \( g \) respectively by functoriality on each fiber. The map \( g' \), induced from \( g' \), is the composition of the continuous maps

\[
U \xrightarrow{g} \mathcal{C}(M, N) \rightarrow \mathcal{C}(\varphi(M), \varphi(N)).
\]

According to Theorem 1.12 the map \( g' \) is continuous, and hence \( f' \) is continuous.

4.7. Generalization. Let \( \mathcal{C} \) be the category

\[
\begin{array}{c}
\mathcal{C}_0 \times \cdots \times \mathcal{C}_0 \\
p_1 & p_2 & q_1 & q_2
\end{array}
\]

and let \( \mathcal{C}' \) be the category

\[
\begin{array}{c}
\mathcal{C}_0 \times \cdots \times \mathcal{C}_0 \\
p'_1 & p'_2 & q'_1 & q'_2
\end{array}
\]

where the notation \( ^0 \) means the opposite category (same objects but arrows reversed). A functor \( \phi: \mathcal{C} \rightarrow \mathcal{C}' \) is called continuous if for each pair \((R, S)\) of objects of \( \mathcal{C} \), the map \( \mathcal{C}(R, S) \rightarrow \mathcal{C}'(\phi(R), \phi(S)) \) is continuous. Then the same method as before shows how to define a functor \( g' = \phi(X): \mathcal{C}(X) \rightarrow \mathcal{C}'(X) \) where

\[
\mathcal{C}(X) = \mathcal{C}_R(X) \times \cdots \times \mathcal{C}_R(X) \times \mathcal{C}_E(X) \times \cdots \times \mathcal{C}_E(X)
\]

and

\[
\mathcal{C}'(X) = \mathcal{C}'_R(X) \times \cdots \times \mathcal{C}'_R(X) \times \mathcal{C}'_E(X) \times \cdots \times \mathcal{C}'_E(X)
\]

If the composition \( \phi_2 \cdot \phi_1 \) is well defined, we have \( (\phi_2 \cdot \phi_1)(X) \approx \phi_2(X) \cdot \phi_1(X) \). Finally, if \( \phi_1 \) and \( \phi_2 \) are isomorphic functors, then \( \phi_1(X) \) and \( \phi_2(X) \) are also isomorphic.

4.8. Examples. a) The functor \( \phi: \mathcal{C} \times \mathcal{C} \rightarrow \mathcal{C} \) given by \( \phi(M, N) = M \oplus N \) induces \( \phi(X): \mathcal{C}(X) \times \mathcal{C}(X) \rightarrow \mathcal{C}(X) \). If \( E \) and \( F \) are vector bundles on \( X \), then the bundle \( \phi(X)(E, F) \) is denoted by \( E \oplus F \), and is called the Whitney sum of the bundles.
E and F. It is easy to see that \( E \oplus F \) is isomorphic to the fiber product \( E \times_X F \). Moreover, the classical identities for vector spaces imply canonical isomorphisms \((E \oplus F) \oplus G \cong E \oplus (F \oplus G)\) and \(E \oplus F \cong F \oplus E\) from 4.7.

b) Let \( \varphi : \mathcal{E}_k \times \mathcal{E}_k \to \mathcal{E}_k \) be the functor defined by \( \varphi(M, N) = M \otimes_k N \). Then \( \varphi(X)(E, F) = E \otimes F \) is the tensor product of \( E \) and \( F \). Again we have canonical isomorphisms \((E \otimes F) \otimes G \cong E \otimes (F \otimes G)\) and \(E \otimes F \cong F \otimes E\).

c) If \( \varphi : \mathcal{E}^0 \times \mathcal{E} \to \mathcal{E} \) is the functor \( (M, N) \mapsto \delta(M, N) \), then the object \( \varphi(X)(E, F) = \text{HOM}(E, F) \) is called the vector bundle of homomorphisms between \( E \) and \( F \). (the fiber over a point \( x \) of \( X \) is \( E(x, F_x) = \text{Hom}(E_x, F_x) \)).

d) The “duality functor” \( \mathcal{E} \to \mathcal{E}^* \) from \( \mathcal{E}^0 \) to \( \mathcal{E}_k \) induces another duality functor \( E \to E^* \) from \( E^0(X) \) to \( E_k(X) \). Of course, we have the identity \( \text{HOM}(E, F) \approx E^* \otimes_k F \).

e) We also have the conjugate functor \( t \) from \( \mathcal{E}_k(X) \) to \( E_k(X) \), induced by the functor \( M \to M \) which associates each complex vector space with its conjugate. Let \( c : \mathcal{E}_k(X) \to \mathcal{E}_k(X) \) be the “complexification functor”, induced by the functor \( \delta^0 \to \delta \) defined by \( M \mapsto M \otimes_k \mathbb{C} \). Let \( r : \mathcal{E}_k(X) \to \mathcal{E}_k(X) \) be the “realification functor”, which is induced by the functor \( \delta^0 \to \delta_k \) which associates each complex vector space with its underlying real vector space. Then \( (rc)(E) \) is naturally isomorphic to \( E \oplus \overline{E} \) and \( (cr)(E) \) is naturally isomorphic to \( E \oplus \overline{E} \).

f) Examples c) and d) in 4.2 enable us to define operations \( t^l \) and \( S^l \) in the category of vector bundles. These operations are very important in the application of K-theory described in the last chapter of this book.

4.9. Let \( E \) and \( F \) be vector bundles with bases \( X \) and \( Y \) respectively. We define the “external Whitney sum” of \( E \) and \( F \) as the vector bundle \( E \oplus F \) on \( X \times Y \), where \( E \oplus F = \pi_1^*(E) \oplus \pi_2^*(F) \) with \( \pi_1 : X \times Y \to X \) and \( \pi_2 : X \times Y \to Y \). Obviously we have \( E \oplus F = E \times F \) and \( (E \oplus F)_{(x,y)} = E_x \oplus F_y \). In the same way, the “external tensor product” of \( E \) and \( F \) is the vector bundle \( E \otimes F \) on \( X \times Y \), where \( E \otimes F = \pi_1^*(E) \otimes \pi_2^*(F) \). Similarly \( (E \otimes F)_{(x,y)} = E_x \otimes F_y \).

Exercises (Section 1.9) 9–12, 30.

5. Sections of Vector Bundles

5.1. Definition. Let \( \mathcal{E} = (E, \pi, X) \) be a vector bundle. Then a section of \( \mathcal{E} \) is a map \( s : X \to E \) such that \( \pi \circ s = \text{Id}_X \). A section \( s \) is called continuous if \( s \) is a continuous map (very often sections will refer to continuous sections since we do not consider other types of sections in this book).

5.2. Example. Let \( s : Y \to E \) be the map which associates each point \( y \) of \( Y \) with the vector \( 0 \) of the vector space \( E_x \). If \( \beta : E \to U \times M \) is a trivialization of \( E \) over an open set \( U \), we have \( (\beta \cdot s)(x) = (x, 0) \) for \( x \in U \). It follows that \( s \) is a continuous section of \( E \). This section is called the zero section of the vector bundle.
5.3. Example. Let us suppose that \( E \) is the trivial bundle \( X \times M \). Then a continuous section of \( E \) may be written as \( x \mapsto (x, s_i(x)) \), where \( s_i : X \to M \) is a continuous map. Conversely, any such continuous map induces a continuous section of \( E \). In this way, we see that the notion of a section of a vector bundle is, in some sense, a generalization of the notion of a continuous map with values in a vector space.

5.4. Let \( s_1, \ldots, s_n \) be \( n \) (continuous) sections of the vector bundle \( E \). Let \( \alpha : X \times k^n \to E \) be the morphism defined by \( \alpha(x, \lambda_1, \ldots, \lambda_n) = \sum_{i=1}^{n} \lambda_i s_i(x) \) (where the sum is taken in the vector space \( E \)). These sections are called linearly independent if \( s_1(x), \ldots, s_n(x) \) are linearly independent for each point \( x \). If the rank of \( E \) is equal to \( n \), then \( \alpha \) induces an isomorphism on each fiber and hence is an isomorphism by 2.7.

5.5. Example. Let us consider once more the vector bundle \( E = TS^{n-1} \) of 2.3 (with a slight change of notation). In 2.2 we prove that \( TS^{n-1} \) admits exactly \( \rho(n)-1 \) linearly independent sections and not \( \rho(n) \), where \( \rho(n) \) is the arithmetic function of \( n \) defined by \( \rho(n) = 2^i + 8 \delta \), where \( n = k(2^i + 8 \delta) \), for \( k \) odd and \( 0 \leq \delta < 3 \). In particular, for \( n-1 \) even, there is no section \( \neq 0 \) everywhere, and \( TS^{n-1} \) is a trivial bundle if and only if \( n-1 = 1, 3, \) or 7.

\[
\begin{array}{c|cccccccccc}
\rho(n)-1 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 \\
n-1 & 1 & 0 & 3 & 0 & 1 & 0 & 7 & 0 & 1 & 0 & 3 \\
\end{array}
\]

On the other hand, if \( \theta_i \) is the trivial bundle of rank one on \( S^{n-1} \), then \( TS^{n-1} \oplus \theta_i \) is isomorphic to the trivial bundle \( \theta_n \) of rank \( n \) over \( S^{n-1} \). The isomorphism \( TS^{n-1} \oplus \theta_i \to \theta_n \) is given by \( ((x, v), \lambda) \mapsto (x, v + \lambda x) \), where \((x, v) \in TS^{n-1} \) and \( TS^{n-1} \oplus \theta_i \) is identified with \( TS^{n-1} \times \mathbb{R} \). Hence \( TS^{n-1} \oplus \theta_i \) admits \( n \) continuous linearly independent sections.

5.6. Let \( E \) be a vector bundle with base \( X \). We denote the set of continuous sections of \( E \) by \( \Gamma(X, E) \). It is obviously a vector space under the operations \((s + t)(x) = s(x) + t(x) \) and \((\lambda s)(x) = \lambda s(x) \). Now let \( i : Y \to X \) be a continuous map. By composition with \( i \), a section \( s \) of \( E \) induces a section of the induced bundle \( i^*(E) = Y \times_X E \) by the formula \((y, s)(y) = (y, s_i(y)) \). The map \( \Gamma(X, E) \to \Gamma(Y, i^*(E)) \) is obviously \( k \)-linear. In particular, if \( Y \) is a subspace of \( X \), the section \( i \) is the “restriction” of \( s \) to \( Y \), and we denote it by \( s|_Y \) or simply \( s_Y \).

5.7. Theorem. If \( X \) is paracompact and \( Y \) is closed in \( X \), the restriction homomorphism \( \Gamma(X, E) \to \Gamma(Y, E_Y) \) is surjective.

Proof: The proof of this theorem splits into three parts:

a) Suppose \( E = X \times M \). From Example 5.3, we see that the space of sections \( \Gamma(X, E) \) may be identified with the vector space \( \mathcal{F}(X; M) \) of continuous maps
$s_\gamma: \mathcal{X} \rightarrow M$. From this point of view, the restriction homomorphism $\Gamma(X, E) \rightarrow \Gamma(Y, E_\gamma)$ may be interpreted as the restriction homomorphism of functions

$$F(X, M) \rightarrow F(Y, M),$$

which is surjective due to the Tietze extension theorem (Bourbaki [1], Kelley [1]).

b) Suppose $E$ is isomorphic to $X \times M$. Let us consider an isomorphism $E \approx F = X \times M$. Then we have the commutative diagram

$$\Gamma(X, E) \approx \Gamma(X, F)$$

$$\downarrow \hspace{1cm} \downarrow$$

$$\Gamma(Y, E_\gamma) \approx \Gamma(Y, F_\gamma)$$

and the assertion follows from a).

c) General case. Let $(U_\alpha)$, $\alpha \in \mathcal{I}$, be a locally finite open cover of $X$ such that $E_{U_\alpha}$ is trivial and let $(V_\alpha)$ be an open cover of $X$ such that $V_\alpha \subset U_\alpha$. Let $T_i = V_i \cap Y$. If $t$ is a section of $E_Y$, we let $t_i = t|_{T_i}$; then by b) we can choose a section $s_i$ of $E|_{U_\alpha}$ such that $s_i|_{T_i} = t_i$. If $(a_i)$ is a partition of unity associated with the cover $(V_\alpha)$, we set $s_i(x) = a_i(x)s_i(x)$ for $x \in V_\alpha$, and $s_i(x) = 0$ otherwise. Then $s_i$ is a continuous section which is zero over all but a finite number of the $V_\alpha$. Therefore, the sum $\sum_{i \in I} s_i(x)$ (taken in each fiber) is actually a finite sum on a neighbourhood of each point $x$, and defines a continuous section $s$ of $E$. For $x \in Y$, we have

$$s(x) = \sum_{i \in I} a_i(x)s_i(x) = \sum_{i \in I} a_i(x)t(x) = (\sum_{i \in I} a_i(x))t(x) = t(x).$$

Hence $s|_Y = t$. $\square$

5.8. If $E$ and $F$ are vector bundles over $X$, let us write $\text{Hom}(E, F)$ for the set of morphisms from $E$ to $F$. This set is obviously a vector space under the operations $(f + g)_x = f_x + g_x$ and $(\lambda f)_x = \lambda f_x$. The correspondence $(E, F) \mapsto \text{Hom}(E, F)$ induces a functor from $\delta_0(X) \times \delta_0(X)$ to the category of $k$-vector spaces (of arbitrary dimension). On the other hand, the correspondence $(E, F) \mapsto \Gamma(Y, \text{Hom}(E, F))$ (cf. 4.8 c) also induces a functor from $\delta_0(X) \times \delta_0(X)$ to the same category.

5.9. Theorem. The functors $(E, F) \mapsto \text{Hom}(E, F)$ and $(E, F) \mapsto \Gamma(X, \text{Hom}(E, F))$ are isomorphic.

Proof. Let $\alpha: E \rightarrow F$ be a morphism. Then the map $x \mapsto \alpha_x$ defines a section $s$ of the vector bundle $\text{Hom}(E, F)$. To see that $s$ is continuous, let us consider trivializations $\beta: E_0 \rightarrow U \times M$ and $\gamma: F_0 \rightarrow U \times N$, where $U$ is an open set in $X$. 

Then we have the commutative diagram

\[
\begin{array}{ccc}
U \times M & \xrightarrow{\beta} & U \times N \\
\downarrow & & \downarrow \\
E_u & \xrightarrow{\alpha_u} & F_u
\end{array}
\]

which defines a continuous map \( g \) by 1.12. Carrying the structure, we see that \( \text{HOM}(E, F)|_{\beta} \approx \text{HOM}(E_u, F_u) \approx U \times \mathcal{E}(M, N) \). Thus \( \alpha_u \) may be identified with the section of the trivial bundle \( U \times \mathcal{E}(M, N) \) defined by \( x \mapsto (x, g(x)) \). Hence \( s \) is continuous.

Conversely, if \( s \) is a continuous section of \( \text{HOM}(E, F) \), then \( s \) defines a map \( \alpha: E \to F \) by the formula \( \alpha_x = s(x) \). The same method as before shows that \( \alpha \) is continuous. \( \square \)

5.10. Theorem. Let \( E \) and \( F \) be vector bundles over a paracompact space \( X \), let \( Y \) be a closed subset of \( X \), and let \( \alpha: E_{\gamma} \to F_{\gamma} \) be a morphism of vector bundles. Then there exists a morphism \( \tilde{\alpha}: E \to F \) such that \( \tilde{\alpha}|_Y = \alpha \) (\( \tilde{\alpha} \) is called an “extension” of \( \alpha \) to \( X \)).

Proof. This theorem follows from Theorem 5.7 applied to the vector bundle \( \text{HOM}(E, F) \), due to the commutativity of the diagram

\[
\begin{array}{ccc}
\text{Hom}(E, F) & \cong & \Gamma(X, \text{HOM}(E, F)) \\
\downarrow & & \downarrow \\
\text{Hom}(E_{\gamma}, F_{\gamma}) & \cong & \Gamma(Y, \text{HOM}(E_{\gamma}, F_{\gamma}))
\end{array}
\]

which follows from 5.9. \( \square \)

5.11. Corollary. With the notation of Theorem 5.10, let us suppose that \( \alpha \) is an isomorphism. Then there exists a neighbourhood \( V \) of \( Y \) and an isomorphism \( \alpha': E_{\gamma} \to F_{\gamma} \) such that \( \alpha'|_Y = \alpha \).

Proof. Let \( \tilde{\alpha}: E \to F \) be an extension of \( \alpha \) and let \( V \) be the set of points \( x \) of \( X \) such that \( \tilde{\alpha}_x \) is an isomorphism. Let us prove first that \( V \) is an open neighbourhood of \( Y \). In fact, if \( x \in V \), we can find an open neighbourhood \( W_x \) of \( x \) such that \( E|_{W_x} \approx F|_{W_x} \approx W_x \times k^n \). Inducing the vector bundle structure, we see that \( \tilde{\alpha}_x = \tilde{\alpha}|_{W_x} \) is a morphism from \( W_x \times k^n \) to \( W_x \times k^n \) which is represented by a continuous map \( \beta_x : W_x \to \mathcal{E}(k^n, k^n) \). Hence \( V \cap W_x \) may be identified with the set of points \( v \) of \( W_x \) such that \( \beta_x(v) \in \text{Iso}(k^n, k^n) \). Since \( \text{Iso}(k^n, k^n) \) is an open subset of \( \mathcal{E}(k^n, k^n) \), we see that \( V \cap W_x \) is open in \( W_x \) and hence in \( X \). It follows that \( V = \bigcup_{x \in V} V \cap W_x \) is an open subset of \( X \) which contains \( Y \). Finally \( \alpha' = \tilde{\alpha}|_V \) is an isomorphism by 2.7. \( \square \)
5.12. For an application, one may read in advance, 7.1 to 7.6.

5.13. Theorem. Let $X$ be a paracompact space, let $E$ and $F$ be vector bundles over $X$, and let $\alpha: E \to F$ be a morphism such that $\alpha_x: E_x \to F_x$ is surjective for each point $x$ of $X$. Then there exists a morphism $\beta: F \to E$ such that $\alpha \beta = 1_{d_F}$.

Proof. Let $x$ be a point of $X$, and let $U$ be a neighbourhood of $x$ such that $E_U$ and $F_U$ are trivial. Then we may identify $E_U$ and $F_U$ with $U \times M$ and $U \times N$ respectively. Under this identification, the morphism $\alpha_U: U \times M \to U \times N$ may be written as $\tilde{\theta}$, where $\theta: U \to \mathcal{D}(M, N)$ is a continuous map. If we write $M$ in the form $N \oplus \ker(\theta(x))$, then the map $\theta(y): N \oplus \ker(\theta(x)) \to N$ may be represented by the matrix

$$(\theta_1(y), \theta_2(y)),$$

where $\theta_1$ and $\theta_2$ are continuous functions of $y$ such that $\theta_1(x) = 1$ and $\theta_2(x) = 0$. Since $\text{Aut}(N)$ is open in $\text{End}(N)$, there exists a neighbourhood $V_x$ of $x$ such that $\theta_1$ is an isomorphism for $y \in U_x$. Let us now consider the map $\beta_x: V_x \to \mathcal{D}(N, M)$, which is represented by the matrix

$$\beta_x(y) = \begin{pmatrix} \theta_1(y)^{-1} & 0 \\ 0 & 1 \end{pmatrix}.$$

Then $\theta_1$ induces a morphism $\hat{\theta}_1: E_{V_x} \to E_{V_y}$ such that $\alpha_{V_x} \hat{\theta}_1 = 1$. Varying the point $x$, we construct a locally finite open cover $(V_x)$ of $X$ and morphisms $\beta_i: E_{V_x} \to E_{V_y}$, such that $\alpha_{V_x} \beta_i = 1_{d F_{V_x}}$. Let $(\eta_i)$ be a partition of unity associated with the cover $(V_x)$, and let $\beta: F \to E$ be the map defined by $\beta(e) = \sum \eta_i(x) \beta_i(e)$ for $e \in E_x$. In this formula we use the convention that $\eta_i(x) \beta_i(e) = 0$ for $x \notin V_x$. Therefore, in a suitable neighbourhood of $x$, we have $\eta_i(x) \beta_i(e) = 0$ except for a finite number of indices $i$, and thus $\beta$ is continuous. Finally,

$$(\alpha \beta)(e) = \sum_{i \in I} \eta_i(x) (\alpha \beta_i)(e) = \sum_{i \in I} \eta_i(x) (\alpha \beta_i(e)) = e.$$ 

5.14. Theorem. Let $X$ be a paracompact space, let $E$ and $F$ be two vector bundles over $X$, and let $\alpha: E \to F$ be a morphism such that $\alpha_x: E_x \to F_x$ is injective for each point $x$. Then there exists a morphism $\beta: F \to E$ such that $\alpha \beta = 1_{d_E}$.

Proof. The proof of this theorem is completely analogous to the proof above and is left as an exercise for the reader. □

Exercises (Section 1.9) 13–15, 27.
6. Algebraic Properties of the Category of Vector Bundles

6.1. Theorem. The category $\mathcal{E}(X)$ of vector bundles with base $X$ is an additive category.

Proof. If $E$ and $F$ are vector bundles, we already know that $\text{Hom}(E, F) = \mathcal{E}(X)(E, F)$ is a vector space, and for vector spaces, an abelian group (5.8). It is clear that the map

$$\text{Hom}(M, N) \times \text{Hom}(N, P) \longrightarrow \text{Hom}(M, P)$$

given by the composition of morphisms, is bilinear, and that there exists a zero object which is the trivial bundle of rank 0, $\mathcal{E}(X) = (X, \text{Id}_X, X)$. The main point of the proof is to show that the Whitney sum $E_1 \oplus E_2$ of $E_1$ and $E_2$ is actually the "sum" of $E_1$ and $E_2$ in the category $\mathcal{E}(X)$. For this, we need the canonical morphisms $i_a: E_a \hookrightarrow E_1 \oplus E_2$ for $a = 1, 2$, given by the obvious homomorphisms $(E_a)_x \to (E_1)_x \oplus (E_2)_x$. Let $f_a: E_a \to F$ be arbitrary morphisms in $\mathcal{E}(X)$. We must prove that there exists a unique morphism $f: E_1 \oplus E_2 \to F$ which makes the diagram

\[
\begin{array}{ccc}
E_1 & \xrightarrow{f_1} & F \\
\downarrow{i_1} & & \downarrow{f} \\
E_1 \oplus E_2 & \xrightarrow{f} & F \\
\downarrow{i_2} & & \downarrow{f_2} \\
E_2 & \xrightarrow{f_2} & F
\end{array}
\]

commutative.

a) Uniqueness of $f$. Over each point $x$ of $X$, we must have $(f_x)_x = f_x \cdot (i_1)_x$. This implies $f_a(e_1, e_2) = (f_1)_x(e_1) + (f_2)_x(e_2)$ for each $(e_1, e_2) \in (E_1)_x \oplus (E_2)_x = (E_1)_x \times (E_2)_x$.

b) Existence of $f$. Let us define a map $f: E_1 \oplus E_2 \to F$ by the formula above. To verify that $f$ is continuous, we consider an open set $U$ such that $E_1|_U \approx U \times M_1$ and $F|_U \approx U \times N$. Inducing the vector bundle structure, $f|_U$ becomes $\hat{g}_a$ where $\hat{g}_a: U \to \mathcal{E}(M, N)$ is a continuous map (1.12 again). In the same way, $f|_U$ becomes the map from $U \times (M_1 \oplus M_2)$ to $U \times N$ defined by $(x, (m_1, m_2)) \mapsto (x, g_1(m_1) + g_2(m_2))$, which is clearly continuous. Hence $f$ is continuous.

6.2. Remarks and application. Since $\mathcal{E}(X)$ is an additive category, $E_1 \oplus E_2$ is also the product of $E_1$ and $E_2$ in $\mathcal{E}(X)$ (but not in the category of topological spaces unless $X$ is a point or $\varnothing$). If $E_1, \ldots, E_n$ and $F_1, \ldots, F_p$ are vector bundles over $X$, a morphism from $\bigoplus E_i$ to $\bigoplus F_j$ may be represented by a matrix $(a_{i,j})$ where $a_{i,j} \in \text{Hom}(E_i, F_j)$.

The following theorem will be very useful in this book.

6.3. Theorem. Let $E$ be a vector bundle over $X$, and let $p$ be a projector of $E$ (i.e. an endomorphism of $E$ such that $p^2 = p$). Then the quasi-vector bundle $\text{Ker} p = \bigcap_{e \in E} \text{Ker} p_e$ (provided with the topology induced by the topology of $E$) is locally trivial.
Proof. Since the question is "local", we may suppose that $E$ is the trivial bundle $X \times M$. Let $x_0$ be a point of $X$ and let $f : X \times M \rightarrow \mathcal{E}(M, M)$ be the map defined by $f(x) = 1 - p_x - p_{x_0} + 2p_x p_{x_0}$. Since $p_{x_0} f(x) \neq f(x) p_x$, we have the commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & \text{Ker } p \\
\downarrow & & \downarrow f \\
0 & \longrightarrow & X \times \text{Ker } p_x \\
\end{array}
\begin{array}{ccc}
\longrightarrow & \longrightarrow & X \times M \\
& & f \\
\longrightarrow & \longrightarrow & X \times M
\end{array}
\]

where $p_0 = \text{Id}_X \times p_{x_0}$. Since $f(x_0) = 1$, there exists a neighbourhood $V(x_0)$ of $x_0$ such that $f(x)$ is an automorphism for $x \in V(x_0)$ (because $\text{Aut}(M)$ is open in $\text{End}(M)$). Over $V(x_0)$, $f$ induces a homeomorphism between $\text{Ker } p$ and $V(x_0) \times \text{Ker } p_{x_0}$, since one can define a continuous map $(f_{|V(x_0)})^{-1} - (f_{|V(x_0)})$ by 1.12. $\Box$

6.4. Remarks. It is easy to verify that the vector bundle $\text{Ker } p$, which is defined in this way, is the kernel of $p$ in the categorical sense. If $p^2 \neq p$, the kernel of $p$ does not exist in general.

* The more advanced reader will notice that the proof of Theorem 6.3 also holds for Banach bundles (Lang [2]).

6.5. Theorem. Let $E$ be a vector bundle with compact base $X$. Then there exists a vector bundle $E'$ such that $E \oplus E'$ is trivial.

Proof. Let $(U_i)$ for $i = 1, \ldots, r$ be a finite open cover of $X$ such that $E_{U_i} \cong U_i \times k^n$, and let $(\eta_i)$ be a partition of unity associated with the cover $(U_i)$. According to 5.4, there exist $n_i$ linear independent sections $s_1^i, s_2^i, \ldots, s_{n_i}^i$ of $E_{U_i}$. The sections $\eta_i s_1^i, \eta_i s_2^i, \ldots, \eta_i s_{n_i}^i$, extended by 0 outside $U_i$, are also $n_i$ linearly independent sections of $E_{|V_i}$, where $V_i = \eta_i^{-1}((0, 1])$. Let $\sigma_j^i$ be the sections $\eta_i s_j^i$, for $1 \leq j \leq n_i$. Then the vectors $\sigma_j^i(x)$ generate $E_x$ as a vector space, and by 5.4, we have a morphism

$$
\alpha : T = X \times k^n \longrightarrow E
$$

for $n = \sum_{i=1}^r n_i$, such that $\alpha_x : T_x \rightarrow E_x$ is surjective for each point $x$ of $X$. According to Theorem 5.13, there exists a morphism $\beta : E \rightarrow T$ such that $\alpha \cdot \beta = \text{Id}_E$. Let $E'$ be the kernel of the projector $p = \beta \cdot \alpha$. Now we may conclude the proof in two slightly different ways:

(i) Since $\mathcal{E}(X)$ is an additive category and since $E \cong \text{Ker } (1 - p)$, we have $E \oplus E' \cong T$.

(ii) We define a morphism from $E \oplus E'$ to $T$ by the sum of the inclusion of $E'$ in $T$ and the map $\beta$. This morphism induces an isomorphism on each fiber because $E'_x \cong \text{Ker } p_x$ and $E_x \cong \text{Ker } (1 - p_x)$. Hence the morphism is an isomorphism by 2.7. $\square$
6.6. Remark. According to Hurewicz and Wallmann [1], a topological space $X$ of dimension $\leq p$, if for every finite open cover $\mathcal{U}$ of $X$, there exists a finer cover $(V_i)$, such that each point of $X$ belongs to at most $(p + 1)$ sets of the cover $(V_i)$. A space is of dimension $p$ if it is of dimension $\leq p$ and not of dimension $\leq p - 1$. A differential manifold modelled on $\mathbb{R}^p$ is of dimension $p$. A CW-complex with cells contained in $\mathbb{R}^p$ is also of dimension $\leq p$. If $E$ is a vector bundle over a compact connected space of dimension $p$, there exists a finite cover $(V_i)$, $i = 1, \ldots, p$, such that $E_{|V_i}$ is trivial. Hence $E$ is a direct factor of a trivial bundle of rank $\leq p \times \text{rank}(E)$.

6.7. Definition. Let $\mathcal{C}$ be an additive category. Then $\mathcal{C}$ is called pseudo-abelian, if for every object $E$ of $\mathcal{C}$ and for every morphism $p : E \to E$ such that $p^2 = p$, the kernel of $p$ exists.

6.8. Examples. As we have just shown, the category $\mathcal{E}(X)$ is pseudo-abelian. From another point of view, if $A$ denotes an arbitrary ring with unit, the category $\mathcal{P}(A)$ of finitely generated projective modules over $A$ is pseudo-abelian since a direct factor of a projective module is again projective. The category $\mathcal{P}(A)$ of finitely generated free modules is not pseudo-abelian in general (ex: $A = k \times k$, $M_2(k)$, \ldots).

6.9. Proposition. Let $\mathcal{C}$ be a pseudo-abelian category, let $E$ be an object of $\mathcal{C}$ and let $p : E \to E$ be such that $p^2 = p$. Then the object $E$ splits into the direct sum $E = \text{Ker}(p) \oplus \text{Ker}(1 - p)$. Relative to this decomposition, the endomorphism $p$ takes the matrix form

$$p = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

(i.e. $p = 0_{\text{Ker}(p)} \oplus \text{Id}_{\text{Ker}(1 - p)}$).

Proof. Let $i_1 : \text{Ker}(p) \to E$ and $i_2 : \text{Ker}(1 - p) \to E$ be the canonical inclusions. By a well-known lemma in the theory of additive categories (cf. Mitchell [1]), we must show the existence of $j_1 : E \to \text{Ker}(p)$ and $j_2 : E \to \text{Ker}(1 - p)$ such that $j_1 \circ i_1 = \text{Id}_{\text{Ker}(p)}$, $j_2 \circ i_2 = \text{Id}_{\text{Ker}(1 - p)}$, $j_1 \circ i_2 = 0$, $j_2 \circ i_1 = 0$ and finally $i_1 \circ j_1 + i_2 \circ j_2 = \text{Id}_E$. We define $j_1$ and $j_2$ as the unique morphisms which make the diagrams

$$\begin{array}{ccc}
\text{Ker}(p) & \xrightarrow{i_1} & E \\
\downarrow{\text{Id}} & & \downarrow{p} \\
\text{Ker}(p) & \xrightarrow{j_1} & E \\
\end{array} \quad \text{and} \quad \begin{array}{ccc}
\text{Ker}(1 - p) & \xrightarrow{i_2} & E \\
\downarrow{\text{Id}} & & \downarrow{1 - p} \\
\text{Ker}(1 - p) & \xrightarrow{j_2} & E \\
\end{array}$$

\[^2\text{Here we are considering right } A\text{-modules.}\]
commutative. By the universal property of kernels, \( i_1 i_1' = i_1 \) and \( i_2 i_2' = i_2 \); hence, \( j_1 = \text{id}_{\text{Ker}(p)} \) and \( j_2 = \text{id}_{\text{Ker}(1-p)} \). Moreover, the universal property of kernels also shows that the following diagrams are commutative.

\[
\begin{array}{ccc}
\text{Ker}(p) & \xrightarrow{i_1} & E \\
\downarrow & & \downarrow \text{id}_E & \downarrow \text{id}_E \\
\text{Ker}(1-p) & \xrightarrow{i_2} & E
\end{array}
\quad
\begin{array}{ccc}
\text{Ker}(p) & \xrightarrow{i_1} & E \\
\downarrow & & \downarrow \text{id}_E & \downarrow \text{id}_E \\
\text{Ker}(1-p) & \xrightarrow{i_2} & E
\end{array}
\]

Hence \( j_1 i_2 = 0 \) and \( j_2 i_1 = 0 \). Finally \( i_1 + i_2 j_2 = p + (1-p) = 1 \). Since \( p = i_2 j_2 \), the matrix of \( p \) is necessarily of the form stated. \( \square \)

Now we are going to describe a universal procedure of imbedding an additive category in a pseudo-abelian category. Its main application is Theorem 6.18.

6.10. Theorem. Let \( \mathcal{C} \) be an additive category. Then there exists a pseudo-abelian category \( \mathcal{C}^{\sim} \), and an additive functor \( \varphi: \mathcal{C} \rightarrow \mathcal{C}^{\sim} \) which is fully faithful and which satisfies the following universal property: For every pseudo-abelian category \( \mathcal{D} \) and for every additive functor \( \psi: \mathcal{C} \rightarrow \mathcal{D} \), there exists an additive functor \( \tilde{\psi}: \mathcal{C}^{\sim} \rightarrow \mathcal{D} \), which is unique up to isomorphism and which makes the following diagram commutative up to isomorphism. Moreover, the pair \( (\varphi, \mathcal{C}^{\sim}) \) is unique up to equivalence of categories.

**Proof.** It is clear that the pair \( (\varphi, \mathcal{C}^{\sim}) \), as the solution of a "universal problem", is unique up to equivalence of categories (exercise left to the reader). Thus it suffices to explicitly construct \( \mathcal{C}^{\sim} \) and \( \varphi \).

The objects of \( \mathcal{C}^{\sim} \) are the pairs \((E, p)\) where \( E \in \text{Ob}(\mathcal{C}) \) and \( p \) is a projector in \( E \) (when \( \mathcal{C} \) is a category of modules for instance, one may think of this pair as the "image" of \( p \)). The morphisms from source \((E, p)\) with target \((F, q)\) are the \( \mathcal{C} \)-morphisms \( f: E \rightarrow F \) such that \( f_{\ast} p = q \cdot f = f \) (to understand "why" we make this definition, again one may think of \((E, p)\) as the image of \( p \) so that in the decompositions \( E = \text{Im} p \oplus \text{Im}(1-p) \), \( F = \text{Im} q \oplus \text{Im}(1-q) \), the map \( f \) appears as a matrix

\[
\begin{pmatrix}
  f_{\ast} & 0 \\
  0 & 0
\end{pmatrix}
\]

and hence actually defines a morphism \( f_{\ast} \) from \( \text{Im} p \) to \( \text{Im} q \).
The composition of morphisms in \( \mathcal{C} \) is induced by the composition of morphisms in \( \mathcal{C} \), the identity morphisms of \((E, p)\) is \( p \), and the sum of two objects \((E, p) \) and \((F, q)\) is the object \((E \oplus F, p \oplus q)\). With these definitions it is clear that \( \mathcal{C} \) is an additive category. Let us show that \( \mathcal{C} \) is pseudo-abelian. If \( f \) is a projector of the object \((E, p)\), we have the following commutative diagram (where \( F, q, g, \) and \( h \) are defined below).

![Diagram](image)

The pair \((E, (1-f) \cdot p)\) is an object of \( \mathcal{C} \), and \( p - f \) defines a morphism from this object to the object \((E, p)\). In fact, the pair formed by the object \((E, (1-f) \cdot p)\) and the morphism \( p - f \) is a kernel of \( f \) in the categorical sense. To see this, let us consider a third object \((F, q)\), and a morphism \( g: (F, q) \rightarrow (E, p) \) such that \( f \cdot g = 0 \). If \( h: (F, q) \rightarrow (E, (1-f) \cdot p) \) is a morphism which makes the diagram commutative, we must have \( h = (1-f) \cdot ph = p(1-f) \cdot ph = pg = g \), which shows the uniqueness of \( h \). Conversely, if we let \( h = g \), then the diagram is obviously commutative.

Let us now define the functor \( \varphi: \mathcal{C} \rightarrow \mathcal{D} \) by the formulas \( \varphi(E) = (E, \text{Id}_E) \) and \( \varphi(f) = f \), on the objects and morphisms respectively. The above computation shows that \((E, p)\) is the kernel of \( 1 - p \), interpreted as a morphism from \( \varphi(E) \) to \( \varphi(E) \). Hence \( \varphi(E) \approx (E, p) \oplus (E, 1 - p) \). If \( \psi: \mathcal{C} \rightarrow \mathcal{D} \) (resp. \( \psi': \mathcal{C} \rightarrow \mathcal{D} \)) is an additive functor from \( \mathcal{C} \) (resp. \( \mathcal{D} \)) to a pseudo-abelian category \( \mathcal{D} \), such that the diagram

![Diagram](image)

is commutative up to isomorphism, we have \( \psi'(\text{Ker} f) \approx \text{Ker}(\psi f) \) for every projector \( f \). Hence \( \psi(E, p) = \text{Ker} \psi(1 - p): \psi(E) \rightarrow \psi(E) \) and \( \psi(f) = \psi(f)_{\text{Ker}(1 - p)} \) on the objects and morphisms respectively. Conversely, these formulas define \( \psi' \) (up to isomorphism). \( \square \)

6.11. Notation. We call \( \mathcal{D} \) the pseudo-abelian category associated with \( \mathcal{C} \).

6.12. Theorem. Let \( \mathcal{C} \) be an additive category, \( \mathcal{D} \) a pseudo-abelian category, and \( \psi: \mathcal{C} \rightarrow \mathcal{D} \) an additive functor which is fully faithful such that every object of \( \mathcal{D} \) is a direct factor of an object in the image of \( \psi \). Then the functor \( \psi' \) defined in 6.9 is an equivalence between the categories \( \mathcal{C} \) and \( \mathcal{D} \).
Proof. Let us first show that \( \psi' \) is essentially surjective. If \( G \) is an object of \( \mathcal{D} \), there exists by hypothesis an object \( E \) of \( \mathcal{C} \) and a projector \( q : \psi(E) \to \psi(E) \), such that \( G \cong \text{Ker}(q) \). Since \( \psi \) is fully faithful, we may write \( q \) as \( \psi(p) \), where \( p \) is a projector of \( E \). Then \( G \) is isomorphic to \( \psi(E, 1 - p) \) according to the formula for kernels given in 6.10 (substitute \( 1 - p \) for \( p \)).

To prove that \( \psi' \) is fully faithful, let us consider two objects \( H \) and \( H' \) of \( \mathcal{C} \) which are direct factors of \( \psi(E) \) and \( \psi(E') \) respectively. Then the diagram

\[
\begin{array}{ccc}
\mathcal{D}(\psi(E), \psi(E')) & \to & \mathcal{D}(H, H') \\
\downarrow \psi_{E,E'} & & \downarrow \psi_{H,H'} \\
\mathcal{D}(\psi(E), \psi(E')) & \to & \mathcal{D}(\psi'(H), \psi'(H'))
\end{array}
\]

where the horizontal arrows are induced by the direct sum decompositions \( \psi(E) = H \oplus H' \) and \( \psi(E') = H' \oplus H' \), shows that \( \psi_{E,E'} \) is an isomorphism, since \( \psi_{E,E'} \) is an isomorphism by the hypothesis. Hence \( \psi' \) is a category equivalence. \( \square \)

6.13. Theorem. Let \( \mathcal{E}_{\mathcal{F}}(X) \) be the full subcategory of \( \mathcal{E}(X) \) whose objects are the trivial bundles. Then if \( X \) is compact, the pseudo-abelian category \( \mathcal{C} \) associated with \( \mathcal{E} \) is equivalent to the category \( \mathcal{E}_p(X) \) of all vector bundles over \( X \).

Proof. Let \( \mathcal{E} \) be the category \( \mathcal{E}(X) \), and let \( \psi : \mathcal{C} \to \mathcal{E} \) be the inclusion functor. According to Theorem 6.5, every object of \( \mathcal{D} \) is a direct factor of some \( \psi(G) \). Hence, by Theorem 6.12, the functor \( \psi' \) induces an equivalence \( \mathcal{E}_p(X) \to \mathcal{E}(X) \). \( \square \)

6.14. Remark. Theorem 6.12 gives us a purely algebraic way to describe vector bundles over a compact space \( X \) as images of projection operators. It is possible to prove all the main theorems of \( K \)-theory in Chapters II and III from this point of view. However, the vector bundles that we are generally interested in (for example the tangent bundle of a differentiable manifold) are not defined in this way. Nevertheless, this point of view will sometimes be convenient for theoretical purposes.

6.15. Remark. It follows from Remark 6.6, that Theorem 6.13 can be refined for \( X \) connected of finite dimension.

6.16. Theorem. Let \( A \) be an arbitrary ring with unit, and let \( \mathcal{E} = \mathcal{P}(A) \) be the category considered in 6.8. Then \( \mathcal{E} \) is equivalent to the category \( \mathcal{P}(A) \) of finitely generated projective \( A \)-modules.

Proof. This theorem is another consequence of Theorem 6.12 applied to the categories \( \mathcal{E} = \mathcal{P}(A) \), since every object of \( \mathcal{P}(A) \) is a direct factor of some \( A^n \). \( \square \)

6.17. Let \( A = C(X) \) be the ring of continuous functions on a compact space \( X \) with values in \( k \). If \( E \) is a \( k \)-vector bundle with base \( X \), the set \( \Gamma(X, E) \) of continuous sections of \( E \) is an \( A \)-module under the operation \( (s \cdot \lambda)(x) = s(x) \lambda(x) \) where \( \lambda \in A \).
and \( s \in \Gamma(X, E) \). If \( E \) is the trivial bundle \( X \times k^s \), then \( \Gamma(X, E) \) may be identified with \( A^s \) as an \( A \)-module. If \( E \) is an arbitrary vector bundle, and if \( E \cong X \times k^s \), then \( \Gamma(X, E) \cong \Gamma(X, E') \cong \Gamma(X, E \otimes E') \cong A^s \) as \( A \)-modules. Hence \( \Gamma(X, E) \) is an object of \( \mathcal{P}(A) \), and the correspondence \( E \mapsto \Gamma(X, E) \) induces an additive functor denoted by \( \Gamma \) from \( \mathcal{E}(X) \) to \( \mathcal{P}(A) \).

### 6.18. Theorem (Serre [2]–Swan [1])

Let \( A = C_c(X) \) be the ring of continuous functions on a compact space \( X \) with values in \( k \). Then the section functor \( i \) induces an equivalence of categories \( \mathcal{E}(X) \sim \mathcal{P}(A) \).

**Proof.** The functor \( \Gamma \) induces a functor \( \Gamma_\mathcal{E} : \mathcal{E}(X) \to \mathcal{P}(A) \), where \( \mathcal{E}(X) \) is defined in 6.13. Since \( A^s \cong \Gamma_\mathcal{E}(E) \) with \( E = X \times k^s \), \( \Gamma_\mathcal{E} \) is essentially surjective. If \( F = X \times k^p \) and \( f : E \to F \) is a morphism, then \( \Gamma_\mathcal{E}(f) \) is represented by the matrix \( M(x) = (a_{ij}(x)) \), for \( i = 1, \ldots, n \) and \( j = 1, \ldots, p \), and the map \( x \mapsto M(x) \) coincides with \( f : X \to \mathcal{E}(k^n, k^p) \) using the notation of 1.12. Moreover, Theorem 1.12 shows that \( \Gamma_\mathcal{E} \) is fully faithful, and hence a category equivalence.

Let \( \psi \) be the inclusion of \( \mathcal{E}(X) \) in \( \mathcal{P}(A) \), and let \( \psi' \) be the composition of \( \Gamma_\mathcal{E} \) and the inclusion factor of \( \mathcal{E}(X) \) in \( \mathcal{P}(A) \). Since the diagram

\[
\begin{array}{ccc}
\mathcal{E}(X) & \xrightarrow{\psi} & \mathcal{P}(A) \\
\downarrow & & \downarrow \\
\mathcal{P}(A) & \xrightarrow{\theta} & \mathcal{E}(X)
\end{array}
\]

is commutative, \( \Gamma \) may be identified with \( \psi' \) of Theorem 6.10. From Theorem 6.12, it now follows that \( \Gamma \) is a category equivalence.

### 6.19. Remark

Let \( X \) be a closed subspace of \( X \). Then, by restriction of functions, \( B = C_c(Y) \) is a \( C_c(X) \)-module. If we identify \( \mathcal{E}_c(X) \) (resp. \( \mathcal{E}_c(Y) \)) with \( \mathcal{P}(A) \) (resp. \( \mathcal{P}(B) \)), the restriction functor \( \mathcal{E}_c(X) \to \mathcal{E}_c(Y) \) may be interpreted as the "extension of scalars" functor \( \mathcal{P}(A) \to \mathcal{P}(B) \), defined by \( M \mapsto M \otimes_A B \).

### 6.20. Let \( E \) be a vector bundle with base \( X \). We now define a Banach space topology on the vector space \( \Gamma(X, E) \). If \( E = X \times k \), then \( \Gamma(X, E) = A \) is actually a Banach algebra under the norm

\[
\|s\| = \sup_{x \in X} |s(x)|
\]

If \( E \) is arbitrary, we may regard \( \Gamma(X, E) \) as a module over \( A \). Let \( u : A^n \to \Gamma(X, E) \) be a surjective \( A \)-module homomorphism and let us give \( E \) the quotient topology. Then the topology induced on \( \Gamma(X, E) \) by this projection is independent of the choice of \( u \). Suppose \( u' : A^n \to \Gamma(X, E) \) is another choice. Since \( \Gamma(X, E) \) is projective,
there exist \( A \)-linear maps \( v: A^n \to A^n \) and \( v': A^m \to A^m \) such that the diagram

\[
\begin{array}{ccc}
A^n & \xrightarrow{v} & A^n \\
\downarrow{u} & & \downarrow{u'} \\
\Gamma(X, E) & \xrightarrow{v} & \Gamma(X, E)
\end{array}
\]

is commutative. Moreover \( v \) and \( v' \) are \( A \)-linear hence given by matrices, and thus continuous since \( A \) is a Banach algebra. Thus the diagram shows that the topology on \( \Gamma(X, E) \) is independent of the choice of \( u \).

A vector bundle morphism \( f: E \to F \) induces an \( A \)-module homomorphism \( \Gamma(X, f): \Gamma(X, E) \to \Gamma(X, F) \). If \( u: A^n \to \Gamma(X, E) \) and \( v: A^m \to \Gamma(X, F) \) are surjective \( A \)-linear maps, one can find \( f: A^n \to A^m \) which makes the diagram

\[
\begin{array}{ccc}
A^n & \xrightarrow{f} & A^m \\
\downarrow & & \downarrow \\
\Gamma(X, E) & \xrightarrow{\Gamma(X, f)} & \Gamma(X, F)
\end{array}
\]

commutative.

Since \( f \) is continuous, \( f \) is continuous as an \( A \)-module homomorphism.

6.21. It is possible to interpret the topology of \( \Gamma(X, E) \) in another way. Let \((U_i)\) be a finite cover of \( X \) of closed subsets \( U_i \). Each continuous section \( s \) of \( E \) induces continuous sections \( s_i \) of \( E_i = E_{|U_i} \), such that \( s_i|_{U_i \cap U_j} = s_j|_{U_i \cap U_j} \). Conversely, let \( s_i \) be continuous sections of \( E_i \) such that \( s_j|_{U_i \cap U_j} = s_i|_{U_i \cap U_j} \). Then, applying the same method as in 3.1, it can be shown that there exists a unique continuous section \( s \) of \( E \), such that \( s|_{U_i} = s_i \). In other words, we have the exact sequence

\[
0 \to \Gamma(X, E) \xrightarrow{\prod_i \Gamma(U_i, E_i)} \prod_i \Gamma(U_i \cap U_j, E_{ij}) \xrightarrow{\prod_j (r_1 + r_2)} \prod_i \Gamma(U_i \cap U_j, E_{ij})
\]

where \( E_{ij} = E_{|U_i \cap U_j} \), and \( r_1 \) and \( r_2 \) are induced by the restrictions \( \Gamma(U_i, E_i) \to \Gamma(U_i \cap U_j, E_{ij}) \) and \( \Gamma(U_j, E_j) \to \Gamma(U_i \cap U_j, E_{ij}) \) respectively. According to 6.20, \( r_1 \) and \( r_2 \) are continuous, thus \( \text{Ker}(r_1 - r_2) \) is a closed subspace of the Banach space \( \prod_i \Gamma(U_i, E_i) \), and the canonical map \( \Gamma(X, E) \to \text{Ker}(r_1 - r_2) \) is bijective. By applying the Banach theorem or using a partition of unity to define a map from \( \text{Ker}(r_1 - r_2) \) to \( \Gamma(X, E) \), we see that the Banach spaces \( \Gamma(X, E) \) and \( \text{Ker}(r_1 - r_2) \) are isomorphic. In particular, if the vector bundles \( E_i \) are trivial, then \( \Gamma(U_i, E_i) \cong C_0(U_i) \times k^n \) and \( \Gamma(X, E) \) appears as a closed subspace of \( \prod_i C_0(U_i) \times k^n \).

6.22. Let \( A \) be an arbitrary Banach algebra, and let \( M \) and \( N \) be objects of \( \mathcal{O}(A) \). Then the vector space \( \text{Hom}_A(M, N) \) can be provided with a Banach space topology.
In fact, $M$ and $N$ can be provided with the norms induced by arbitrary $A$-linear surjections $A^m \to M, A^n \to N$. By the argument used in 6.20, the Banach space topology obtained on $M$ and $N$ is independent of the choice of these surjections. Moreover, $\text{Hom}_A(M, N)$ is a closed subspace of $\mathcal{L}(M, N)$, the space of $\mathbb{R}$-linear continuous maps from $M$ to $N$ with the usual topology. Since $M$ and $N$ are projective and finitely generated, the choice of decompositions $M \oplus M' \cong A^m$ and $N \oplus N' \cong A^n$ enables us to identify $\text{Hom}_A(M, N)$ with a closed subspace of $\text{Hom}_A(A^m, A^n) \cong A^{m+n}$, Finally, if $P$ is a third object of $\mathcal{P}(A)$, then the map

$$\text{Hom}_A(M, N) \times \text{Hom}_A(N, P) \to \text{Hom}_A(M, P),$$

given by the composition of morphisms, is $k$-bilinear and continuous ($A$ is a Banach algebra over $k = \mathbb{R}$ or $\mathbb{C}$) since it is induced by the map

$$\mathcal{L}(M, N) \times \mathcal{L}(N, P) \to \mathcal{L}(M, P).$$

In particular, let $E$, $F$ and $G$ be vector bundles with compact base $X$. If we choose $A = C_c(X)$, we see that $\text{Hom}(E, F) \cong \text{Hom}_A(\Gamma(X, E), \Gamma(X, F))$, $\text{Hom}(F, G) \cong \text{Hom}_A(\Gamma(X, F), \Gamma(X, G))$, and $\text{Hom}(E, G) \cong \text{Hom}_A(\Gamma(X, E), \Gamma(X, G))$. Hence $\text{Hom}(E, F), \text{Hom}(F, G), \text{Hom}(E, G)$ are naturally Banach spaces, and the map

$$\text{Hom}(E, F) \times \text{Hom}(F, G) \to \text{Hom}(E, G)$$

is $k$-bilinear and continuous.

6.23. **Remark.** The isomorphism $\Gamma(X, \text{Hom}(E, F)) \cong \text{Hom}(E, F)$ given in 5.9, is compatible with the natural Banach structure put on the two factors (Hint: write $E$ and $F$ as direct factors of trivial bundles).

6.24. To conclude this section let us consider the pseudo-abelian category $\mathcal{E}^*(X)$ associated with $\mathcal{E}_p(X)$, for any topological space $X$. The same ideas as those used in the proof of Theorem 6.12 may be applied to show that $\mathcal{E}^*(X)$ is equivalent to the full subcategory of $\mathcal{E}(X)$, whose objects are direct factors of trivial bundles. We will denote this category by $\mathcal{E}^*(X)$. In general $\mathcal{E}^*(X)$ is not equivalent to $\mathcal{E}(X)$. However, we will see that some of the properties of $\mathcal{E}(X)$ are also present in the subcategory $\mathcal{E}^*(X)$. More precisely, we prove the following proposition:

6.25. **Proposition.** Let $(U_i)$, for $i=1, \ldots, n$, be a finite open cover of a topological space $X$, such that there exists a partition of unity associated with $(U_i)$, and let $E_i \in \text{Ob } \mathcal{E}(U_i)$. Let

$$g_{ji} : E_i|_{U_i \cap U_j} \to E_j|_{U_i \cap U_j}$$

be isomorphisms such that $g_{ii} = g_{ki} \cdot g_{kj}$ over $U_i \cap U_j \cap U_k$. Then the vector bundle obtained by clutching the $E_i$ using the $g_{ji}$ (cf. 3.2), is an object of $\mathcal{E}(X)$. 
Proof. Let us identify $\delta'(Y)$ with $\delta'^{(Y)}$ for each space $Y$, so that $E_i$ may be written as $(M_i, p_i)$, where $M_i$ is a trivial bundle and $p_i$ is a projection operator. Then we consider $E=(M, p)$, where $M = M_1 \oplus \cdots \oplus M_n$ and $p$ is the projection operator represented by the matrix $(p_{ij})$ defined as follows. Let $(\alpha_k)$ be a partition of unity associated with $(U_i)$, and let $\beta_k = \sqrt{\alpha_k}$. Then we define

$$p_{ij} = \beta_k \beta_l g_{kl} p_{ij},$$

where as usual we use the convention that $g_{kl} = 0$ outside $U_k \cap U_l$. We define $g_i: (M_i, p_i) \to (M, p)$ as the column matrix $(g_i)_k = \beta_k g_{kl} p_{ij}$, and $f_i: (M, p) \to (M_i, p_i)$ as the row matrix $(f_i)_k = \beta_k g_{kl} p_{ij}$. Then, a direct computation shows that $f_i$ and $g_i$ are inverse homomorphisms over $U_i$. We have $g_j^* f_i g_i = g_j$ over $U_i \cap U_j$. From 3.3 it follows that $(M, p)$ is the bundle obtained by clutching the bundles $E_i$.

6.26. Example. Let $X$ be a locally compact space, let $X_1$ be open relatively compact, and let $X = X_1 \cup X_2$ where $X_2$ is open. Let $K$ be the compact space $X_1$, and let $(\alpha_1, \alpha_2)$ be a partition of unity associated with the cover of $K$ defined by $X_1$ and $X_2 \cap K$. Then $\alpha_2|_{X_1 \cap K} = 1$ and may be extended by 1 on $X$ outside $K$. If $\alpha_2$ denotes this extension, then the pair $(\alpha_1, \alpha_2)$ defines a partition of unity associated with $(X_1, X_2)$. In particular if $E_1 \in \text{Ob}\, \delta'(X_1)$, $E_2 \in \text{Ob}\, \delta'(X_2)$, and $\alpha: E_1|_{X_1 \cap K} \to E_2|_{X_2 \cap K}$ is an isomorphism, then the clutching of $E_1$ and $E_2$ using $\alpha$ is a direct factor of a trivial bundle.

7. Homotopy Theory of Vector Bundles

7.1. Theorem. Let $X$ be a compact space and let $E$ be a vector bundle over $X \times I$ where $I=\{0,1\}$. Let $\alpha: X \to X \times I$ and $\Pi: X \times I \to X$ be the maps defined by $\alpha(x) = (x, t)$ and $\Pi(x, u) = x$, for $x \in X$ and $(t, u) \in I^2$. Then the vector bundles $E_0 = \alpha_0^*(E)$ and $E_1 = \alpha_1^*(E)$ are isomorphic.

Proof. Let $E_i = \alpha_i^*(E)$. Then the vector bundles $E_i$ and $\Pi_i^*(E_i)$ are isomorphic over the subset $X \times \{t\}$ of $X \times I$. According to 5.11, there exists a neighbourhood $V$ of $X \times \{t\}$ in $X \times I$ such that $E_i|_V$ and $\Pi_i^*(E_i)|_V$ are isomorphic. Since $X$ is compact, $V$ must contain a subset of the form $X \times U$ where $U$ is a neighbourhood of $t$ in $I$. Hence, for $t$ fixed, there is a neighbourhood $U$ of $t$ such that $E_i \approx E_i|_U$ for $u \in U$. Now the connectivity of $I$ implies that $E_0$ and $E_1$ must be isomorphic.

7.2. Theorem. Let $X$ be a compact space, and let $f_0, f_1: X \to Y$ be two continuous maps which are homotopic. If $E$ is a vector bundle over $Y$, then the vector bundles $f_0^*(E)$ and $f_1^*(E)$ are isomorphic (see 2.6 for the definition of $f^*$ in general).
Proof. Let \( F : X \times I \to Y \) be a continuous map such that \( f_t = F \circ \alpha_t \), for \( t = 0, 1 \). Then \( f^*_p(E) = (F \circ \alpha_0)^*(E) = x_0^*(F^*(E)) \) and \( f^*_1(E) = (F \circ \alpha_1)^*(E) = x_1^*(F^*(E)) = (F^*(E)) \). Now we apply the above theorem to the bundle \( F^*(E) \) over \( X \times I \). \( \square \)

7.3. Theorem. With the notation of 7.1, the bundles \( E \) and \( \Pi^*E_0 \) are isomorphic.

Proof. Let \( p : X \times I \to X \times I \) be the map defined by \( p(x, t, u) = (x, tu) \). Then \( E' = p^*(E) \) is a bundle over \( X' \times I \), where \( X' = X \times I \). But \( E_0 \approx \Pi^*E_0 \) and \( E_1 \approx E \). Hence \( E \) and \( \Pi^*E_0 \) are isomorphic by Theorem 7.1 applied to bundles over \( X' \times I \). \( \square \)

7.4. Theorem. Let \( X \) be a contractible compact space. Then every bundle over \( X \) is trivial.

Proof. Let \( x_0 \) be a point of \( X \) such that \( i : X \to \{x_0\} \) and \( j : \{x_0\} \to X \) are the obvious maps, then the map \( j \circ i \) is homotopic to the identity of \( X \). Now \( E \approx i^*(j^*(E)) \) for any vector bundle \( E \) over \( X \). Since the bundle \( F = j^*(E) \) is trivial, the bundle \( E = i^*(F) \) is also trivial. \( \square \)

7.5. Remark. With much more sophisticated arguments, it is possible to prove the above theorems with the weaker hypothesis, \( X \) paracompact (cf. Husemoller [1]).

7.6. Theorem. The maps

\[
\pi_n \circ \iota^* (\Gamma_p(k))/\pi_0(\Gamma_p(k)) \to \Phi^*_\mu(S^n)
\]

and

\[
[X, \Gamma_p(k)]/\pi_0(\Gamma_p(k)) \to \Phi^*_\mu(S'(X))
\]

defined in 3.10 and 3.14 respectively, are bijective if \( X \) is compact.

Proof. Since the second map is a generalization of the first, let us consider only the second map. According to 3.14, it suffices to show that any bundle over \( S'(X) \) is isomorphic to a bundle of the form \( E_f \), where \( f : X \to \Gamma_p(k) \) is a continuous map such that \( f(e) = 1 \). If \( E \) is a bundle over \( S'(X) \), its restrictions over \( C^+X \) and \( C^-X \) are trivial since \( C^+X \) and \( C^-X \) are contractible. Let \( E_1 = C^+X \times k^p \) and \( E_2 = C^-X \times k^p \), and let \( g_1 : E_1 \to E_{1,-X} \) and \( g_2 : E_2 \to E_{2,-X} \) be isomorphisms. According to 3.2, \( E \) is isomorphic to the bundle obtained by clutching the bundles \( E_1 \) and \( E_2 \) using the transition function \( g_{21} : E_{1,[X \times \{0\}] \to E_{2,[X \times \{0\}] \} \) defined by \( g_{21} = (g_2^{-1})^{-1}g_1^{-1} \) where \( X \approx X \times \{0\} \). Let \( f : X \to \Gamma_p(k) \) be the map defined by \( f(x) = g_{21}(x) \cdot (g_{21}(e))^{-1} \). Then \( E \) is isomorphic to \( E_f \) by the computation made in 3.9 adapted to \( S'(X) \). \( \square \)
7.7. Proposition. Let $p$ and $p'$ be two projectors of a vector bundle $T$ of base $X$ such that $\text{Im } p \cong \text{Im } p'$, and let $\bar{p}$ and $\bar{p}'$ be the projectors of $T \otimes T$ defined by $\bar{p} = p \otimes 0_T$ and $\bar{p}' = p' \otimes 0_T$. Then there exists an automorphism $\delta$ of $T \otimes T$ which is isotopic to the identity such that $\bar{p}' = \delta \cdot \bar{p} \cdot \delta^{-1}$.

Proof. Let us put $T_1 = \text{Im } p$, $T_2 = \text{Im } (1 - p)$, $\bar{T}_1 = \text{Im } p'$, and $\bar{T}_2 = \text{Im } (1 - p')$. We write $T \otimes T$ in the form $T_1 \otimes T_2 \oplus \bar{T}_1 \otimes \bar{T}_2$, and notice that any isomorphism $\alpha : T_1 \rightarrow \bar{T}_1$ induces an automorphism $\delta$ of $T \otimes T$, defined by the matrix

$$
\delta = \begin{pmatrix}
0 & 0 & -\alpha^{-1} & 0 \\
0 & 1 & 0 & 0 \\
\alpha & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
$$

Moreover, in this matrix decomposition, $\bar{p}$ and $\bar{p}'$ take the form of matrices

$$
\bar{p} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad \bar{p}' = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
$$

and a simple computation shows that $\bar{p}' = \delta \cdot \bar{p} \cdot \delta^{-1}$. On the other hand, on the factor $T_1 \otimes T_2$ of $T \otimes T$, the automorphism

$$
\delta' = \begin{pmatrix}
0 & \alpha^{-1} \\
\alpha & 0
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & -\alpha^{-1} \\
\alpha & 1
\end{pmatrix}
$$

is isotopic to the identity: consider the product

$$
\begin{pmatrix}
1 & \alpha^{-1} \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
\alpha & 1
\end{pmatrix} = \begin{pmatrix}
1 & \alpha^{-1} \\
0 & 1
\end{pmatrix}, \quad t \in I.
$$

Hence $\delta = \delta' \otimes \text{Id}_{T_1 \otimes T_2}$ is also isotopic to the identity. $\Box$

7.8. Let us denote by $\text{Proj}_n(k^N)$, for $N \geq n$, the space of projection operators $q$ on $k^N$, such that $\text{Dim}(\text{Im } q) = n$. A continuous map $g : Y \rightarrow \text{Proj}_n(k^N)$ defines a projector $p = \hat{q}$ of the trivial bundle $T = Y \times k^N$, hence a vector bundle $\xi = \text{Im } p$ of rank $n$ over $Y$. If $f : X \rightarrow Y$ is a continuous map, we clearly have $\xi_f = f^*(\xi_q)$. In particular, if we put $Y = \text{Proj}_n(k^N)$, and $g = \text{Id}_{Y}$, the bundle $\xi_n = \xi_q$ is called the canonical bundle over $\text{Proj}_n(k^N)$. If $f : X \rightarrow \text{Proj}_n(k^N)$, then the vector bundle $\xi_f$ is simply $f^*(\xi_q)$ according to the formula above. Moreover, when $X$ is compact,
Theorem 7.2 shows that up to isomorphism the bundle $\xi_f = f^* (\xi_{n,N})$ only depends on the homotopy class of the map $f$. Hence, the correspondence $f \mapsto \xi_f$ defines a map 

$$C_{n,N}: [X, \text{Proj}_n(k^n)] \rightarrow \Phi_n^*(X).$$

For $N \geq N$, we have the injective map $i_{N',N}: \text{Proj}_n(k^{N'}) \rightarrow \text{Proj}_n(k^N)$ defined by $q \mapsto q \oplus 0$, regarding $k^N$ as $k^N \oplus k^{N - N'}$. Hence, by taking the direct limit, we see that the $C_{n,N}$ induce a map 

$$C_n: \text{inj lim}[X, \text{Proj}_n(k^n)] \rightarrow \Phi_n^*(X).$$

7.9. Theorem. For every compact space $X$, the map $C_n$ defined above is bijective.

Proof. a) $C_n$ is surjective. Let $\xi$ be a vector bundle over $X$. Since $X$ is compact, $\xi \cong \text{Im } p$, where $p: T \rightarrow T$ is a projection operator on a trivial bundle $T = X \times k^N$ (6.5). Hence $\xi \cong \xi_p$, where $p$ is the map from $X$ to $\text{Proj}_n(k^n)$ which is canonically associated with $p$ (1.12).

b) $C_n$ is injective. It is enough to verify the following fact: Let $f_0, f_1: X \rightarrow \text{Proj}_n(k^n)$ be continuous maps such that $f_0 \simeq f_1$. Then the maps $f_x = f_x X, f_x X$ for $x \in X$ are homotopic. To see this, consider the projectors $p_x = f_x^* f_x$ of $T = X \times k^N$ which are associated with the $f_x$ (1.12). According to Proposition 7.7, there exists an automorphism $\delta$ of the trivial bundle $T \oplus T$, isotopic to the identity, such that $\bar{p}_1 = \delta \cdot \bar{p}_0 \cdot \delta^{-1}$, where $\bar{p}_x = p_x \oplus 0$. Therefore, $\bar{p}_0$ is homotopic to $\bar{p}_1$ among the projectors of $T \oplus T$, and $\bar{f}_0 = \bar{f}_1$ is homotopic to $f_1 \mapsto \bar{f}_1$, among the maps from $X$ to $\text{Proj}_n(k^n^N)$.

7.10. Corollary. Let us define $BGL_n(k) = \text{inj lim } \text{Proj}_n(k^n)$. Then the maps $C_n$ induce a functor isomorphism 

$$[X, BGL_n(k)] \cong \Phi_n^*(X),$$

when $X$ is a compact space.

Proof. Since $X$ is compact, and since $\text{Proj}_n(k^n)$ is closed in $\text{Proj}_n(k^n)$ for $N \geq N$, $\text{inj lim}[X, \text{Proj}_n(k^n)] \cong [X, \text{inj lim } \text{Proj}_n(k^n)] = [X, BGL_n(k)]$ (Karoubi [1]).

7.11. Remark. The corollary also holds when $X$ is paracompact.

7.12. Let us put the usual bilinear form (resp. hermitian form) on $\mathbb{R}^n$ (resp. $\mathbb{C}^n$) defined by $\phi(x, y) = \sum_{i=1}^n x_i y_i$ (resp. $\sum_{i=1}^n x_i \bar{y}_i$). A $n$-dimensional subspace $M$ of $k^n$ defines a self-adjoint projection operator $p$ on $k^n$ ($k = \mathbb{R}$ or $\mathbb{C}$), given by Im$(p) = M$ and Im$(1 - p) = M^\perp$. If we let $G_n(k^n)$ denote the set of $n$-dimensional subspaces of
we establish a bijective correspondence between $G_\alpha(k^n)$ and the subspace of $\text{Proj}_\alpha(k^n)$ consisting of self-adjoint projection operators. We give $G_\alpha(k^n)$ the topology induced by this bijection (in fact, it is easy to provide $G_\alpha(k^n)$ with the structure of a differentiable manifold: it is the "Grassmann manifold").

7.13. Proposition. The Grassmann manifold $G_\alpha(k^n)$ is a deformation retract of $\text{Proj}_\alpha(k^n)$.

Proof. If $h$ is a self-adjoint positive operator in $k^n$ it has a unique positive self-adjoint square root $\sqrt{h}$ which depends continuously on $h$. Let

$$F: \text{Proj}_\alpha(k^n) \times I \to \text{Proj}_\alpha(k^n)$$

be the map defined by $F(p, t) = \alpha \cdot p \cdot \alpha^{-1}$, where $\alpha = \sqrt{1 + tJ^*J}$ for $J = 2p - 1$. Then $F(p, 0) = p$ if $p \in G_\alpha(k^n)$, $F(p, 0) = p$, and $F(p, 1) \in G_\alpha(k^n)$ since $\alpha^2 \cdot p \cdot \alpha^{-2} = p$ when $t = 1$.

7.14. Theorem. Let us define $BO(n) = \text{inj } \lim G_\alpha(\mathbb{R}^n)$ and $BU(n) = \text{inj } \lim G_\alpha(\mathbb{C}^n)$. Then the maps $C_\alpha$ induce functor isomorphisms

$$[X, BO(n)] \cong \Phi^R_n(X) \quad \text{and} \quad [X, BU(n)] \cong \Phi^C_n(X).$$

for every compact space $X$.

Proof. This is a direct consequence of 7.9 and 7.13. \[\square\]

7.15. Another description of the spaces $\text{Proj}_\alpha(k^n)$ and $G_\alpha(k^n)$ may be given in terms of homogeneous spaces. We write $O_\alpha(k)$ for $O(k)$ if $k = \mathbb{R}$, and for $U(k)$ if $k = \mathbb{C}$. Let $\rho_0$ be the projector of $k^n = k^n \oplus k^{n-x}$ defined by $\text{Id}_k \oplus 0_{\alpha \cdot (k)}$. Let

$$\rho: \text{GL}_\alpha(k) \to \text{Proj}_\alpha(k^n) \quad \text{and} \quad \sigma: O_\alpha(k) \to G_\alpha(k^n)$$

be the maps defined by $\rho(\alpha) = \alpha \cdot \rho_0 \cdot \alpha^{-1}$ and $\sigma = \rho_{\alpha \cdot (k)}$.

7.16. Proposition. The maps $\rho$ and $\sigma$ induce homeomorphisms

$$\overline{\rho}: \text{GL}_\alpha(k)/\text{GL}_\alpha(k) \times \text{GL}_{n-x}(k) \to \text{Proj}_\alpha(k^n) \quad \text{and} \quad \overline{\sigma}: O_\alpha(k)/O_\alpha(k) \times O_{n-x}(k) \to G_\alpha(k^n)$$

Proof. We define a transitive continuous action of $\text{GL}_\alpha(k)$ on $\text{Proj}_\alpha(k^n)$ by the formula $(\alpha, p) \cdot \alpha \cdot p^{-1}$. Thus $\text{Proj}_\alpha(k^n)$ may be identified (as a $\text{GL}_\alpha(k)$-set) with the homogeneous space $\text{GL}_\alpha(k)/G_\alpha$, where $G_\alpha$ is the subgroup of $\text{GL}_\alpha(k)$ consisting
of matrices \( \alpha \) such that \( \alpha \cdot p_0 \cdot \alpha^{-1} = p_0 \). This subgroup is \( \text{GL}_n(k) \times \text{GL}_{n-\alpha}(k) \) imbedded in \( \text{GL}_n(k) \) via the map

\[
(\alpha_1, \alpha_2) \mapsto \begin{pmatrix} \alpha_1 & 0 \\ 0 & \alpha_2 \end{pmatrix}
\]

From this discussion we obtain a continuous bijective map

\[
\bar{\varphi} : \text{GL}_n(k) / \text{GL}_n(k) \times \text{GL}_{n-\alpha}(k) \to \text{Proj}_\alpha(k^n).
\]

and in a completely analogous way, a continuous bijective map

\[
\bar{\sigma} : \text{O}_n(k) / \text{O}_n(k) \times \text{O}_{n-\alpha}(k) \to \text{G}_\alpha(k^n),
\]

which is actually the restriction of \( \bar{\varphi} \). All that remains to be shown is that \( \bar{\varphi} \) is an open map. For this, we construct a continuous section of \( p \) on a neighborhood of each point \( p \) of \( \text{Proj}_\alpha(k^n) \). If \( \varphi \) is an element of \( \text{GL}_n(k) \) such that \( p(\varphi) = p \), then the map \( s(q) = (1 - p - q + 2qp) \alpha \) from \( \text{Proj}_\alpha(k^n) \) to \( \text{GL}_n(k) \) (for \( q \) near \( p \)) is the required section. In fact,

\[
s(q) \cdot p_0 = (1 - p - q + 2qp) \alpha \cdot p_0 = (1 - p - q + 2qp) \cdot \alpha \cdot p = q(1 - p - q + 2qp) \cdot \alpha = q \cdot s(q). \]

Exercises (section 1.9) 16, 27, 39, 31–33.

8. Metrics and Forms on Vector Bundles

Let \( \lambda \mapsto \lambda \) denote a continuous involution of \( k = \mathbb{R} \) or \( \mathbb{C} \). Classical results show that the only such involutions are the identity and complex conjugation (if \( k = \mathbb{C} \)).

8.1. Definition. Let \( E \) be a \( k \)-vector bundle over \( X \). A sesquilinear form on \( E \) is a continuous map \( \varphi : E \times_X E \to k \) which has the following property. The map \( \varphi_x : E_x \times E_x \to k \) induced on each fiber is "sesquilinear" with respect to the \( k \)-vector space structure of \( E_x \). In other words, \( \varphi_x \) is \( k \)-bilinear and \( \varphi_x(\lambda e, e') = \varphi_x(e, \lambda e') = \lambda \varphi_x(e, e') \) for \( \lambda \in k \), \( e, e' \in E_x \).

8.2. If \( E \) is the trivial bundle \( X \times k^n \), each sesquilinear form \( \varphi \) induces a continuous map \( \phi : X \to M_n(k) \) by the formula \( \phi(x) = (a_{ij}(x)) \), where \( a_{ij}(x) = \varphi_x(e_i, e_j) \), and \( (e_i) \) is the canonical basis of \( k^n \). Conversely, each continuous map \( \theta : X \to M_n(k) \) induces a sesquilinear form \( \theta \) on \( E \) as follows: over each point \( x \) of the base, \( \theta \) is
defined by the matrix $\theta(x) = (a_{ij}(x))$. Explicitly, we have the formula

$$\theta(x) = \left( \sum_{i=1}^{n} \lambda_i e_i, \sum_{j=1}^{n} \mu_j e_j \right) = \sum_{i,j} a_{ij}(x) \lambda_i \mu_j,$$

showing that $\theta$ is continuous if $\theta$ is continuous.

8.3. If $E$ is an arbitrary vector bundle, let $E^\ast$ denote its dual bundle $E^* \times E$ if the involution of $k$ is trivial, and its "antidual" $E^\ast$ if $k = \mathbb{C}$ and the involution is complex conjugation (4.8 d) and e). Then each sesquilinear form $\varphi$ induces a morphism $\psi$ from $E$ to $E^\ast$ in the following way. On each fiber $E_x$, the morphism $\psi_x: E_x \to (E_x)^\ast \cong E_x$ is induced by the form $\varphi_x$ by the formula $\psi_x(e)(\varepsilon) = \varphi_x(e, \varepsilon)$. In order to prove that $\psi$ is continuous, consider an open subset $U$ of $X$, over which $E_U \cong U \times k^n$. In this case, $E^\ast$ may also be identified with $U \times k^n$, and on each fiber $E_x \cong k^n$, $\psi$ induces the linear map defined by the matrix $\psi(x)$. Hence $\psi$ is continuous according to 8.2 and 1.12. Conversely, each morphism from $E$ to $E^\ast$ defines a sesquilinear form on $E$ by an analogous argument. The sesquilinear form $\varphi$ is called non-degenerate if the induced morphism $E \to E^\ast$ is an isomorphism.

8.4. Let $\varepsilon = \pm 1$. A sesquilinear form $\varphi$ on $E$ is called $\varepsilon$-symmetric if $\varphi_x(e, e') = \overline{\varphi_x(e', e)}$, where $e$ and $e'$ are vectors of the same fiber $E_x$. This is equivalent to having $\psi = \psi^t$, where $\psi^t$ is the composition $E^\ast \to (E^\ast)^\ast \to E$, where $\psi^t$ is the transposition of $\psi$. When $\varepsilon = 1$ (resp. $\varepsilon = -1$) and the involution is trivial, such forms will be called symmetric (resp. skew-symmetric). When $\varepsilon = 1, k = \mathbb{C}$, and the involution is complex conjugation, such forms will be called Hermitian (in this situation one does not generally consider forms with $\varepsilon = -1$, because such forms are obtained from Hermitian forms by multiplication with $i = \sqrt{-1}$).

8.5. Definition. Let $E$ be a real vector bundle (resp. a complex vector bundle). A metric on $E$ is a symmetric bilinear form (resp. a Hermitian form) on $E$ such that $\varphi_x(e, e) > 0$ for every non-zero vector $e$ of $E_x$. Two such metrics $\varphi_0$ and $\varphi_1$ are called homotopic if there exists a metric $\psi$ on $E$ such that $\psi_x = \varphi_{\alpha}$, for $\alpha = 0, 1$. Finally, two metrics $\varphi_0$ and $\varphi_1$ are called isomorphic if there exists an automorphism $f$ of the vector bundle $E$ such that $\varphi_1(f(e), f(e')) = \varphi_0(e', e)$. 

8.6. Remarks. It is clear that metrics on vector bundles are always nondegenerate. We will use metrics on vector bundles to split them into direct sums (9.35).

8.7. Theorem. If the base of the vector bundle $E$ is paracompact, then there exists a metric on $E$. In particular $E \cong E^\ast$. Moreover, for any base (not necessarily paracompact), any two metrics $\varphi_0$ and $\varphi_1$ are homotopic.

Proof. Let us prove the second part of the theorem first. We may identify $\pi^* E \times X \times \pi^* E$, for $\pi: X \times \pi^* E \to X$, with $(E \times X) \times E$, and define a metric $\varphi$ on $\pi^* E$.
by the formula $\varphi(e, e', t) = t\varphi_0(e, e') + (1 - t)\varphi_1(e, e')$ for $e$ and $e'$ belonging to the same fiber. We have $\varphi(e, e, 0) = 0$ for $e \neq 0$, which shows that $\varphi$ is a metric.

The proof of the first part of the theorem breaks into three parts:

a) $E = X \times k^n$. Then $E \times E \cong X \times k^n \times k^n$, and we define a metric $\varphi$ on $E$ by the formula $\varphi(x, \lambda_1, \ldots, \lambda_n, \mu_1, \ldots, \mu_n) = \sum_{j=1}^{n} \lambda_j \bar{\mu}_j$.

b) $E$ is isomorphic to $X \times k^n$. Let $f: E \rightarrow T = X \times k^n$ be an arbitrary isomorphism and let $f_i : E \times E \rightarrow T \times T$ be the isomorphism induced by $f$. If $\varphi$ is the metric defined in a) on $T$, it is clear that $\varphi \circ f_i$ is a metric on $E$.

c) $E$ is arbitrary. Let $(U_i)$, for $i \in I$, be a locally finite open cover of $X$ such that $E_{U_i}$ is trivial, let $(\sigma_i)$ be a partition of unity associated with $(U_i)$, let $\sigma_i$ be a metric on $E_{U_i}$, and let $\varphi_i : E \times E \rightarrow k$ be the map defined by the formula

$$\varphi_i(e, e') = \sigma_i(x) \varphi_i(e, e') \quad \text{for } x \in U_i, \ e \text{ and } e' \in E_x,$$

and

$$\varphi_i(e, e') = 0 \quad \text{for } x \notin U_i, \ e \text{ and } e' \in E_x.$$

Then $\varphi_i$ is continuous because the support of $\sigma_i$ is contained in $U_i$. Thus we have defined a form $E$ which is symmetric (resp. Hermitian) if $k = \mathbb{R}$ (resp. $k = \mathbb{C}$). Now let $\varphi : E \times E \rightarrow k$ be the map defined by $\varphi(e, e') = \sum_{i \in I} \varphi_i(e, e')$ for $e$ and $e'$ belonging to the same fiber. Then this sum is well defined and represents a continuous map, because in a neighborhood of $\pi^{-1}\{x\}$, where $\pi : E \rightarrow X$, $\varphi_i(e, e') = 0$ except for a finite number of indices. On the other hand $\varphi$ is a metric, since if $e$ is a non-zero vector of $E_{U_i}$ and $i \in I$ such that $\varphi_i(x) > 0$, we have $\varphi(e, e) \geq \sigma_i(x)\varphi_i(e, e) > 0$.

8.8. Theorem. Let $\varphi_0$ and $\varphi_1$ be two metrics on a vector bundle $E$ with arbitrary base $X$. Then $\varphi_0$ and $\varphi_1$ are isomorphic.

Proof. Let $\psi_0 : E \rightarrow E$ and $\psi_1 : E \rightarrow E$ be the isomorphisms canonically associated with $\varphi_0$ and $\varphi_1$ (8.3). Then $\psi_0^{-1}\psi_1 = h$ is an automorphism of $E$ which is self-adjoint and positive with respect to the metric $\varphi_0$ on each fiber. If $f$ is its self-adjoint positive square root, we have

$$\varphi_0(f(e), f(e')) = \varphi_0(f^2(e), e') = \psi_0(\psi_0^{-1}\psi_1(e))(e') = \psi_1(e)(e') = \varphi_1(e, e').$$

8.9. Corollary. Let $E$ be a vector bundle over $X \times I$, for $X$ compact, which is provided with a metric $\varphi$. Then the vector bundles $E_0 = E_{|X \times \{0\}}$ and $E_1 = E_{|X \times \{1\}}$ are isometric (i.e. there exists an isomorphism between $E_0$ and $E_1$ which is compatible with the metric).

Proof. According to Theorem 7.1, the vector bundles $E_0$ and $E_1$ are isomorphic. If $f : E_0 \rightarrow E_1$ is such an isomorphism, let $E_0$ denote the vector bundle $E_0$ provided
with the metric \(g_1\). Then \(f\) induces an isometry also denoted by \(f\) between \(E_0\) and \(E_1\). By 8.8, we have an isometry \(g: E_0 \to E_0\), and \(g \cdot f\) is an isometry between \(E_0\) and \(E_1\).

8.10. Let \(E\) be a real vector bundle provided with a non-degenerate symmetric bilinear form \(\theta\). Over each point \(x\) of \(X\), \(\theta\) induces a form \(\theta_x\), and classical theorems on real quadratic forms show that \(E_x\) may be written as an orthogonal sum \(V'^+ \oplus V'^-\), where \(\theta_x\) restricted to \(V'^+\) (resp. \(V'^-\)) is positive (resp. negative). The integers \(p(x) = \dim(V'^+)\) and \(q(x) = \dim(V'^-)\) do not depend on the decomposition and are locally constant functions of \(x\).

8.11. Theorem. Let \(E\) be a real vector bundle on a compact base \(X\), provided with a non-degenerate symmetric bilinear form \(\theta\). Then \(E\) may be written as an orthogonal sum \(E'^+ \oplus E^-'\), where the restriction of \(\theta\) to \(E'^+\) (resp. \(E'^-\)) is positive (resp. negative). Moreover, this decomposition is unique up to isomorphism.

Proof. Let \(\varphi\) be a metric on \(E\) (8.7), let \(\psi: E^* \to E^+\) be the isomorphism associated with \(\varphi\), and let \(\chi: E \to E^\perp\) be the isomorphism associated with \(\theta\). Then \(\omega = \psi^{-1}\chi\) is a self-adjoint automorphism of \(E\) with respect to the metric \(\varphi\). Hence \(\omega\) may be written as \(h - u\), where \(h = \sqrt{\omega^2}\) (which is positive) and \(u = h^{-1} \omega\). Explicitly, if \(\omega_{ij}\) is a diagonal matrix \(\text{Diag}(\lambda_1, \ldots, \lambda_n)\) in an orthonormal basis, then \(h_{ij}\) is the diagonal matrix \(\text{Diag}(|\lambda_1|, \ldots, |\lambda_n|)\). The automorphisms \(h\) and \(u\) commute, and we have \(u^2 = i\omega^{-1} o h^{-1} = \omega^2 h^{-2} = 1\). Let \(p = (1 - u)/2\); then \(p\) is a projection operator (cf. 6.3) and we may write \(E = E'^+ \oplus E'^-\), where \(E'^+ = \text{Ker}(p)\) and \(E'^- = \text{Ker}(1 - p)\). If \(e \in E'_e\), we have \(\theta(e, e) = \varphi(\omega(e), e) = \varphi(h(e), e) > 0\) if \(e \neq 0\). In the same way \(\theta(e, e) < 0\) if \(e \in E^-\). Moreover \(E'^+\) and \(E'^-\) are orthogonal with respect to both forms, \(\theta\) and \(\varphi\).

Conversely, let us suppose that \(E\) may be written as \(E'^+ \oplus E'^-\), where \(\theta\) restricted to \(E'\) (resp. \(E'^-\)) is positive (resp. negative), and where \(E'^+\) and \(E'^-\) are orthogonal. Then by the preceding method, this decomposition is associated with the metric \(\varphi\) defined by

\[
\varphi(e, e') = 0, \quad \text{if } e \text{ and } e' \text{ belong to } E'_e, \\
\varphi(e, e') = -\theta(e, e'), \quad \text{if } e \text{ and } e' \text{ belong to } E_e, \\
\varphi(e, e') = 0, \quad \text{if } e \in E'_e, e' \in E^-_e \text{ or } e \in E^-_e, e' \in E'_e.
\]

In fact, \(h\) is just the identity in this context.

Finally, let \(E = E'_0 \oplus E'_1\) and \(E = E'^+_1 \oplus E'^-_1\) be two orthogonal decompositions of \(E\). By what we have just said, they are associated with well defined metrics \(\varphi_0\) and \(\varphi_1\). Since the metrics are homotopic (8.7), there exists a bundle \(F\) over \(X \times I\) provided with a metric \(\varphi\) and the symmetric bilinear form \(\Pi^*\theta\), with \(\Pi: X \times I \to X\), such that \((F, \varphi, \Pi^*\theta)|_{x \times \{0\}} \approx (E, \varphi_0, 0)\) and \((F, \varphi, \Pi^*\theta)|_{x \times \{1\}} \approx (E, \varphi_1, 0)\). Hence there exists a bundle \(F'\) (resp. \(F^-'\)) over \(X \times I\) such that \(F'_{x \times \{0\}} \approx E'_0\), and \(F'_{x \times \{1\}} \approx E'_1\) (resp. \(F^-'_{x \times \{0\}} \approx E^'_0\), and \(F^-'_{x \times \{1\}} \approx E^'_1\)). According to Theorem 7.1, this implies that the bundles \(E'_0\) and \(E'_1\) (resp. \(E'_0\) and \(E'_1\)) are isomorphic. □
8.12. In the case of real bundles provided with skew-symmetric forms or complex bundles provided with symmetric, skew-symmetric or Hermitian forms, we have analogous theorems which are covered in the exercises 9.18–21.
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9. Exercises

9.1. Prove that $TS^1$ and $TS^3$ are trivial bundles.

9.2. A Cayley number is a pair $(q_1, q_2)$ where $q_1$ and $q_2$ are elements of $\mathbb{H}$, the field of quaternions. We provide the set $C$ of Cayley numbers with a (non-associative) algebra structure by defining

$$(q_1, q_2) + (q_1', q_2') = (q_1 + q_1', q_2 + q_2')$$

and

$$(q_1, q_2) \cdot (q_1', q_2') = (q_1 q_1' - q_2 q_2', q_1 q_2 + q_2 q_1').$$

where $\overline{q} = a - bi - cj - dk$ if we write $q = a + bi + cj + dk$

1) Prove that $C$ has no zero divisors (i.e. the equation $c \cdot c' = 0$ implies $c = 0$ or $c' = 0$).

2) Prove that $TS^7$ is a trivial bundle.

3) More generally, prove that $TS^{n-1}$ is a trivial bundle if $\mathbb{R}^n$ may be provided with an $\mathbb{R}$-algebra structure without zero divisors.

9.3. Let $E^+ \mapsto$ the vector bundle considered in 1.9, and let $f: S^1 \mapsto S^1$ be the map defined by $f(x) = x^2$. Prove that $f^*(E)$ is a trivial bundle.

9.4. Prove that $\underbrace{E^n \oplus E^n \oplus \cdots \oplus E^n}_n$ is trivial if and only if $n$ is even (where $E^n$ is the bundle defined in 1.9).

9.5. Let $E$ and $F$ be vector bundles over $X$, and let $f: E \mapsto F$ be a morphism.

a) Prove that $\dim(\ker f_x)$ is a lower-semicontinuous function of $x$.

b) We assume that $f$ is chosen so that $\dim(\ker f_x)$ is a continuous function of $x$.

Prove that the quasi-vector bundle defined by $\ker f = \bigcup_{x \in X} \ker f_x \subseteq E$ is a vector bundle. Is $\ker f$ the kernel of $f$ in the category $\mathcal{E}(X)$?

Prove the analogous forms of a) and b) for $\operatorname{coker}(f)$.

* 9.6. Prove that the tangent bundle to a Lie group is trivial.*

9.7. Make the differential structure on the sphere $S^n$ explicit in such a way that the vector bundle $TS^n$ defined in 1.3 is the tangent bundle to $S^n$. 
9.8. Prove that $\Phi^B_1(X)$ is naturally isomorphic to the set of isomorphism classes of double covers over $X$ if $X$ is paracompact.

9.9. Let $(e_1, e_2, e_3)$ be the canonical basis of $\mathbb{R}^3$, and let $x$ be a vector in $\mathbb{R}^3$ of norm 1. For $\epsilon = \pm 1$ and $x \neq -\epsilon e_3$, we write $\mathbb{R}(x, \epsilon e_3)$ for the rotation in $\mathbb{R}^3$ which transforms $\epsilon e_3$ into $x$ and fixes the vectors orthogonal to $x$ and $\epsilon e_3$.

a) Give the matrix of $R(x, \epsilon e_3)$, and show that it depends continuously on $x(x \neq -\epsilon e_3)$.

b) Compute the matrix $R(x, -\epsilon e_3)^{-1} R(x, e_3)$ when $x$ is a vector of $S^1 \subset S^2$, i.e. a vector whose coordinates $(x_1, x_2, x_3)$ satisfy the relation $(x_1)^2 + (x_2)^2 - 1 = x_3 = 0$.

c) Prove that $TS^2$ is isomorphic to the nontrivial vector bundle $E_x$, (3.4) associated with the continuous function $f : S^1 \to GL_2(\mathbb{R})$, defined by

$$f(e^{2\theta}) = \begin{pmatrix} \cos 2\theta & -\sin 2\theta \\ \sin 2\theta & \cos 2\theta \end{pmatrix}.$$ 

d) Prove that the function $g : S^1 \to GL_3(\mathbb{R})$, defined by

$$g(e^{2\theta}) = \begin{pmatrix} \cos 2\theta & -\sin 2\theta & 0 \\ \sin 2\theta & \cos 2\theta & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

is homotopic to a constant map (note that $TS^2 \oplus \theta_1$ is a trivial bundle, where $\theta_1$ is the trivial bundle of rank one).

9.10. Let $RP_n$ be the projective space of the real vector space $\mathbb{R}^{n+1}$.

a) Show that $T(RP_n)$ is isomorphic to the quotient of $TS^n$ by the equivalence relation $(x, v) \sim (\epsilon x, \epsilon v)$, for $\epsilon = \pm 1$, $x \in S^n$, and $v \perp x$.

b) If $\xi$ is the canonical line bundle over $RP_n$, show that $T(RP_n) \oplus \theta_1 \simeq \bigoplus_{j=1}^{n+1} \xi \oplus \cdots \oplus \xi$, where $\theta_1$ is the trivial bundle of rank 1.

9.11. Let $CP_n$ be the projective space of the complex vector space $\mathbb{C}^{n+1}$.

a) Show that $T(CP_n)$ may be identified with the quotient of $TS^{2n+1}$ by the equivalence relation $(x, v) \sim (\lambda x, \lambda v)$ if $x \in S^{2n+1}$, $v \perp x$, and $\lambda$ a complex number of norm 1. Provide $T(CP_n)$ with a complex structure.

b) Show that $T(CP_n) \oplus \eta_1$ is isomorphic to $\xi^* \oplus \cdots \oplus \xi^*$, where $\xi^*$ is the dual of the canonical line bundle and $\eta_1$ is the complex trivial bundle of rank one.
9.12. Let $V$ and $W$ be vector bundles. Prove the formulas

\[ a) \quad \lambda^i(V \oplus W) \approx \bigoplus_{i+j=n} \lambda^i(V) \otimes \lambda^j(W), \]
\[ b) \quad S^n(V \oplus W) \approx \bigoplus_{i+j=n} S^i(V) \otimes S^j(W), \]

and
\[ c) \quad V \otimes V \approx \lambda^2(V) \otimes S^2(V). \]

9.13. Let $\pi: O(n)/O(n-k) \rightarrow O(n)/O(n-1)$ be the obvious surjective map. Show that the following properties of the pair $(n, k)$ are equivalent:

(i) There exists a continuous map $s: O(n)/O(n-1) \rightarrow O(n)/O(n-k)$ such that $\pi \circ s = \text{Id}$.

(ii) The vector bundle $TS^{n-1}$ admits $(k-1)$ linearly independent sections (note that $S^{n-1} \approx O(n)/O(n-1)$).

9.14. Let $X$ be a CW-complex of dimension $n$, and let $E$ be a real (resp. complex) vector bundle over $X$ of rank $n + p$ (resp. $\geq n/2 + p$). Show that $E$ admits $p$ linearly independent sections.

9.15. Let $X$ be a paracompact space and let $E$ be a real vector bundle over $X$. Show that $\Gamma(X, E)$ may be provided with a Frechet space structure which depends functorially on $E$.

**9.16.** Let $H$ be an infinite dimensional Hilbert space over $k$, and let $\text{Proj}_q(H)$ be the space of continuous endomorphisms $q$ such that $q^2 = q$ and $\dim(\text{Im} q) = n$.

a) Show that $\text{Proj}_q(H)$ has the same homotopy type as the space $\Gamma_k(H)$ of endomorphisms $D$, which have the following two properties:

(i) The spectrum of $D$ does not meet the axis $\Re(z) = 1/2$.

(ii) The endomorphism $D$.

\[ p = \frac{1}{2\pi i} \int \frac{dz}{z - D}, \]

where $\gamma$ is a differentiable curve in the half plane $\Re(z) > 1/2$ which contains the spectrum of $D$ in this half plane, belongs to $\text{Proj}_q(H)$.

b) Using Kuiper's theorem [1] ($GL(H)$ contractible), show that $\text{Proj}_q(H)$ has the homotopy type of $BGL(n, k)$.

9.17. Compute $\Phi^\pi_0(X)$ and $\Phi^\pi_1(X)$ for $X = S^1, S^2, S^3$.

9.18. Let $E$ be a real vector bundle with compact base provided with a non-degenerate skew-symmetric form $\theta$. Show that there exists a unique complex structure on $E$ (up to isomorphism) and a metric $\varphi$ on $E$, such that $\theta(e, e') = \varphi(ie, e')$.

9.19. Let $E$ be a complex vector bundle with compact base provided with a non-degenerate Hermitian form $\theta$. Show that $E$ may be written as the orthogonal sum
$E^+ \oplus E^-$, where the restriction of $\vartheta$ to $E^+$ (resp. $E^-$) is positive (resp. negative). Moreover, show that this decomposition is unique up to isomorphism.

9.20. Let $E$ be a complex vector bundle with compact base provided with a non-degenerate skew-symmetric bilinear form $\vartheta$. Prove the existence and uniqueness (up to isomorphism) of a real vector bundle $\bar{E} = E_{\mathbb{R}}$ such that
   (i) $E$ is the complexification of $\bar{E}$, and
   (ii) the restriction of $\vartheta$ to $E$ is a real metric.

9.21. Let $E$ be a complex vector bundle with compact base, provided with a non-degenerate skew-symmetric form $\vartheta$. Show the existence and uniqueness up to isomorphism of a pair $(J, \varphi)$, where
   (i) $J$ is an automorphism of $E_{\mathbb{R}}$ such that $J^2 = -1$ and $iJ = -Ji$; and
   (ii) $\vartheta(e, e') = \varphi(Je, e')$ where $\varphi$ is a metric on $E$.

9.22. Let $\Phi^k(X)$ denote the set of isomorphism classes of $k$-vector bundles over the compact space $X$ ($k = \mathbb{R}, \mathbb{C}$ or $\mathbb{H}$).
   a) Prove that the Whitney sum of vector bundles provides $\Phi^k(X)$ with the structure of an abelian monoid.
   b) Let $k = \mathbb{R}$ or $\mathbb{C}$, and let
      1) $\text{Sym}^k(X)$ be the set of isomorphism classes of $k$-vector bundles provided with a nondegenerate symmetric bilinear form.
      2) $\text{Sym}^k(X)$ be the set of isomorphism classes of $k$-vector bundles provided with a nondegenerate skew-symmetric form.
      3) $\text{Herm}^k(X)$ be the set of isomorphism classes of $\mathbb{C}$-vector bundles provided with a nondegenerate Hermitian form.
   With these definitions, prove that the Whitney sum of vector bundles induces an abelian monoid structure on $\text{Sym}^k(X)$, $\text{Sym}^k(X)$, and $\text{Herm}^k(X)$.
   c) Prove the following isomorphisms:
      
      $\text{Sym}^k(X) \cong \Phi^k(X) \times \Phi^k(X)$ (use 8.11)
      $\text{Sym}^k(X) \cong \Phi^k(X)$ (use 9.18)
      $\text{Sym}^k(X) \cong \Phi^k(X)$ (use 9.20)
      $\text{Sym}^k(X) \cong \Phi^k(X)$ (use 9.21)
      $\text{Herm}^k(X) \cong \Phi^k(X) \times \Phi^k(X)$ (use 9.19)

9.23. a) Let $O_{n,p}(k)$ be the subgroup of $\text{GL}_{n+p}(k)$, $k = \mathbb{R}$ or $\mathbb{C}$, which consists of isometries of $k^{n+p}$ provided with the form $\sum_{i=1}^{n} x_i y_i - \sum_{i=n+1}^{n+p} x_i y_i$. Prove that there exists a deformation retraction of $O_{n,p}(k)$ onto $O(n) \times O(p)$ if $k = \mathbb{R}$, and onto $U(n) \times U(p)$ if $k = \mathbb{C}$.
   b) Let $Sp_{2n}(k)$ be the subgroup of $\text{GL}_{2n}(k)$ which consists of isometries of $k^{2n}$, provided with the skew-symmetric form $\sum_{i=1}^{n} x_i y_{i+n} - \sum_{i=n+1}^{2n} x_i y_i$. Prove that $Sp_{2n}(\mathbb{R})$
admits $\text{U}(n)$ as a deformation retract. Prove that $\text{Sp}_{2n}(\mathbb{C})$ has the same homotopy type as $\text{GL}_n(\mathbb{H})$.

c) Let $O_+(\mathbb{C})$ be the subgroup of $\text{GL}_n(\mathbb{C})$ which consists of isometries of $\mathbb{C}^n$, provided with the quadratic form $\sum_{i=1}^n (x_i)^2$. Prove that $O_+(\mathbb{C})$ admits $\text{O}(n)$ as a deformation retract.

9.24. Let $E$ be a vector bundle. Define a bijective correspondence between the vector space of symmetric bilinear forms on $E$ and the space of sections of $S^2(E^*)$. Characterize the sections which correspond to nondegenerate bilinear forms. Do the same work for skew-symmetric forms and sections of $\Lambda^2(E^*)$.

9.25. Let $E$ and $F$ be vector bundles provided with a metric, and let $f: E \to F$ be a morphism which induces an isomorphism on each fiber.

a) Show that the map $f^*: F \to E$ defined on each fiber by $(f^*)_x = (f_x)^*$ is a vector bundle morphism.

b) Show that $f \circ f^*$ is a vector bundle isomorphism which is isotopic to the identity.

9.26. Prove that $\Phi_\mathbb{F}(X) \approx H^2(X; \mathbb{F})$ and $\Phi_\mathbb{Z}(X) \approx H^1(X; \mathbb{Z}/2)$, where $X$ is paracompact.

9.27. (Generalization of 9.9.) Let $(e_1, \ldots, e_n)$ be the canonical basis of $\mathbb{R}^{n+1}$, and let $x$ be a vector of $S^n$, $x \cdot e_{n+1}$ for $x = \pm 1$. Let $R(x, e_{n+1})$ be the rotation of $\mathbb{R}^{n+1}$ which transforms $x$ into $e_{n+1}$, and leaves the vectors orthogonal to $x$ and $e_{n+1}$ fixed.

a) Let $\rho_{n+1}: \Gamma_0(n+1) \to \text{SO}(n+1)$ be the covering of $\text{SO}(n+1)$ by the special Clifford group (IV.4). Prove that $R(x, e_{n+1}) = \rho_{n+1}((1 + x e_{n+1})/2)$, and deduce from this the continuity of $R(x, e_{n+1})$ as a function of $x$.

b) Prove the formula $R(x, -e_{n+1})^{-1} R(x, e_{n+1}) = \rho_{n+1}(x e_{n+1})$ for $x \in S^n$, $S^n \cap S^n$.

c) Show that $TS^n$ is isomorphic to the vector bundle $i_*$ associated with the continuous function $f: S^{n-1} \to \text{GL}_n(\mathbb{R})$, defined by $f(x) = \rho_*(x e_1)$, where we identify $S^{n-1}$ with a subset of $\Gamma_0(n)$.

d) Explicitly compute the matrix $\rho_*(x e_1)$ for $n = 2, 3, \ldots$.

9.28. Let $\pi: P \to X$ be a surjective continuous map. We say that $(P, \pi, X)$ is a principal fibration with topological group $G$, if $G$ acts on the right on $P$, fiber by fiber, such that $\forall x \in X$, there exists a neighborhood $U$ of $x$ and an equivariant homeomorphism $\pi^{-1}(U) \to U \times G$ such that the following diagram commutes:

$$
\pi^{-1}(U) \longrightarrow U \times G \\
\downarrow \quad \quad \quad \downarrow \\
U
$$
Now let $F$ be a topological space on which $G$ acts continuously on the left. Then we associate with $P$ and $F$, the space $E = P \times_G F$ which is the quotient of $P \times F$ by the equivalence relation $(p, v) \sim (p \cdot g, g^{-1} \cdot v)$ for $g \in G$. Let $\pi : E \to X$ be the projection defined by $(p, v) \mapsto \pi(p)$.

a) Show that for every point $x$ of $X$, there exists a neighbourhood $U$ of $x$, and a homeomorphism $\varphi_U : \pi^{-1}(U) \cong U \times F$ which is compatible with the projection on $U$.

b) More precisely, show that there exists an open cover $(U_i)$ of $X$, and homeomorphisms $\varphi_{U_i} : \pi^{-1}(U_i) \cong U_i \times F$ such that $\varphi_{U_i} \cdot \varphi_{U_j} : (U_i \cap U_j) \times F \to (U_i \cap U_j) \times F$ is of the form $(x, v) \mapsto (x, g_{ij}(x) \cdot v)$, where the $g_{ij} : U_i \cap U_j \to G$ form a $G$-cocycle.

c) In particular, if $F = k^n$ and $G$ acts on $F$ by linear transformations, show that $E$ is a $k$-vector bundle. Conversely, if $E'$ is an arbitrary vector bundle of rank $n$, show the existence of a principal bundle $P$ of group $G = \text{GL}_n(k)$, such that $E' \cong P \times_G k^n$.

d) Show that $O(n+1)$ is a principal bundle over $O(n+1)/O(n) \simeq S^n$ with group $G = O(n)$, and that $TS^n \cong O(n+1) \times_{O(n)} \mathbb{R}^n$.

9.29. Show that Theorem 7.2 is also true for $X$ paracompact (Husemoller [1]).

9.30. Let $G$ be a finite group acting on the left on a space $X$. A $G$-vector bundle over $X$ is given by a vector bundle $E$, on which $G$ acts on the left, making the diagram

$$
\begin{array}{ccc}
G \times E & \overset{\theta}{\longrightarrow} & E \\
\downarrow & & \downarrow \\
G \times X & \longrightarrow & X
\end{array}
$$

commutative, and such that the map $e \mapsto \theta(g, e)$ from $E_x$ to $E_{g \cdot x}$ is $k$-linear. If $E$ and $F$ are $G$-vector bundles with the same base, then a morphism between $E$ and $F$ is a vector bundle morphism which is equivariant. We write $\mathcal{S}_G(X)$ or simply $\mathcal{S}_G(X)$ for the category of $G$-vector bundles over $X$.

a) If $G$ acts freely on $X$, show that $E/G$ is a vector bundle over $X/G$ and that $E \cong \pi^*(E/G)$, where $\pi : X \to X/G$. Prove that the categories $\mathcal{S}_G(X)$ and $\mathcal{S}(X/G)$ are equivalent under $\pi^*$.

b) Let $n$ be the number of irreducible representations of $G$ ordered from 1 to $n$ (Serre [1]). If the basic field $k$ is $\mathbb{C}$, and if $G$ acts trivially on $X$, show that every $G$-vector bundle $E$ may be uniquely decomposed as $E_1 \oplus E_2 \oplus \cdots \oplus E_n$, where $E_j = T_j \oplus F_j$ for $F_j$ an ordinary vector bundle, and $T_j$ the space of the $j$th irreducible representation of $G$.

c) Give the explicit decomposition of $E$ (as in b)) for $G = \mathbb{Z}/n$.

9.31 (continuing from 9.30). Let $E$ and $F$ be $G$-vector bundles, and let $f : E \to F$ be a morphism between the underlying vector bundles. Let $\overline{f} : E \to F$ be the map defined by $\overline{f}(e) = \frac{1}{|G|} \sum_{g \in G} g^{-1}f(g \cdot e)$.
a) Show that $f(g \cdot e) = g \cdot f(e)$ (in other words $f$ is a $G$-vector bundle morphism).

b) If $f$ is a $G$-vector bundle morphism, then $f = 1_d$.

c) Let $h : F \to E$ be a $G$-vector bundle morphism such that $h \cdot f = 1_d$. Then $h \cdot f = 1_d$.

d) Deduce from c) that every $G$-vector bundle is a direct factor of a $G$-vector bundle of the form $X \times M$, where $M$ is a $G$-module of finite dimension.

e) Let $A$ be the algebra of continuous functions on $X$ with values in $k$, and let $B = A[G]$, i.e. the free $A$-module with basis the elements of $G$. And with multiplication defined by the rule $(\lambda \cdot g)(x \cdot g') = (\lambda g \cdot x \cdot g')$, where $(g \cdot x)(x) = x(g^{-1})x$.

Show that the category of $G$-vector bundles over $X$ is equivalent to the category of finitely generated projective modules over $B$.

f) Let $E$ be a $G$-vector bundle over $X \times I$ where $X$ is compact. Show that $E_0 = E|_{X \times \{0\}}$ and $E_1 = E|_{X \times \{1\}}$ are isomorphic.

g) Generalize a)-d) and f) for $G$ a compact group.

9.32 (Milnor's construction). For each group $G$, let us consider the subset $E'_G$ of the infinite product $I \times G \times I \times G \times \cdots$, whose elements are sequences $S = (t_0, x_0, t_1, x_1, \ldots)$ where $x_i \in G$ and where $t_i \in [0, 1)$, such that $t_i = 0$ except for a finite number of indices, and $\sum t_i = 1$.

In $E'_G$ we consider the following equivalence relation: the sequence $S$ is equivalent to the sequence $T'$ if and only if 1) $t_i = t'_i$, and 2) $x_i = x'_i$ if $t_i = t'_i > 0$. The quotient of $E'_G$ by this relation is denoted by $E_G$, or $G * G * G * \cdots$ ("infinite join"). The class of $S$ is denoted by $(t_0 x_0, t_1 x_1, \ldots)$.

a) We now suppose that $G$ is a topological group. Show the existence of the coarsest topology on $E_G$ making the maps $t_i : E_G \to [0, 1]$ and $x_i : t_i^{-1}(0, 1) \to G$ continuous.

b) For this topology, show that $G$ acts freely on $E_G$ under the operation $(t_0 x_0, t_1 x_1, \ldots) \cdot g = (t_0 x_0 g, t_1 x_1 g, \ldots)$.

c) Prove that $E_G$ is a principal bundle over $B_G = E_G / G$ (9.28).

d) Let $X$ be a paracompact space, and let $E$ be a $G$-principal bundle over $X$. Prove the existence of an open cover $(U_n)$, $n \in \mathbb{N}$ of $X$ such that $E|_{U_n}$ is trivial.

e) Using a partition of unity, construct a general morphism (in an obvious sense) between $E$ and $E_G$ which is compatible with the action of $G$.

* f) If $\mathcal{P}_G(X)$ denotes the set of isomorphism classes of $G$-principal bundles over the paracompact space $X$, show that $\mathcal{P}_G(X) \cong \{X, B_G\}$.

* g) Give a simple description of the spaces $E_G$ and $B_G$ when $G = \mathbb{Z}/2$, $\mathbb{Z}$, or $U(1)$.

* h) Prove that $B_G$ has the same homotopy type as $BGL_n(k)$ when $G = GL_n(k)$ (7.10).

*9.33. Show that the main results in the first chapter of this book still hold if we replace the basic field $k$ by a Banach algebra $A$ (where the fibers are finitely generated projective $A$-modules with the natural topology cf. 6.20). Show that $\xi_{C(X,Y)}(X) \sim \xi_S(X \times Y)$ if $X$ and $Y$ are compact.
9.34. Let $E$ be the canonical line bundle over $P(V)$ considered in 2.4 and 2.5.

In the real case, show that $E_p = E \otimes \cdots \otimes E$ may be identified with the quotient of $S^* \times \mathbb{R}$ by the equivalence relation $(x, t) \sim (\lambda x, \lambda^p t)$ with $\lambda \neq 1$. Hence $E_p$ is trivial if $p$ is even and isomorphic to $E$ if $p$ is odd.

In the complex case, show that $E_p$ may be identified with the quotient of $S^{*q-1} \times \mathbb{C}$ by the equivalence relation $(x, t) \sim (\lambda x, \lambda^{-p} t)$, where $\lambda \in U$.

In the same way, compute the dual vector bundle $E_p^*$.

9.35. Let $E$ be a vector bundle provided with a metric and let $i: E \to F$ be a vector bundle morphism such that $i_x: E_x \to F_x$ is injective. We provide $E$ with the induced metric.

a) Show that the map $i^*: F \to E$, defined by $(i^*)_x = i_x^*$ is a vector bundle morphism such that $i^* \cdot i = \text{id}_E$.

b) Show that $i^*$ and the quotient map $E \to \text{Coker}(i)$ (9.5) define a direct sum decomposition $E \cong F \oplus \text{Coker}(i)$.

10. Historical Note

Almost all of the material presented in this section is classical; hence we have only selected what we need for topological $K$-theory from the general theory of bundles. For this general theory, the reader is referred to Siebenrod [1] and to Husemoller [1], where more complete results are obtained for bundles over paracompact spaces (for our purposes compact spaces will suffice). The notion of operations on vector bundles is taken from Atiyah [3] and Lang [2]. The proof of the homotopy invariance of $\Phi^*_q(X)$ (Section 7) is also taken from Atiyah [3]. Finally, the proofs we presented of the Serre–Swan theorem (6.18) and of the representability of the functor $\Phi^*_q(X)$, were inspired by the author’s thesis [2].
1. The Grothendieck Group of a Category. The Group \( K(\mathcal{X}) \)

1.1. Let us first consider an abelian monoid \( M \), i.e. a set provided with a composition law (denoted \( + \)) which satisfies all the properties of an abelian group except possibly the existence of inverses. Then we can associate an abelian group \( S(M) \) with \( M \) and a homomorphism of the underlying monoids \( s: M \to S(M) \), having the following universal property. For any abelian group \( G \), and any homomorphism of the underlying monoids \( f: M \to G \), there is a unique group homomorphism \( \tilde{f}: S(M) \to G \) which makes the following diagram commutative.

\[
\begin{array}{ccc}
M & \xrightarrow{s} & S(M) \\
\downarrow{f} & & \downarrow{\tilde{f}} \\
G & & \\
\end{array}
\]

1.2. There are various possible constructions of \( s \) and \( S(M) \). Of course they all give the same result up to isomorphism. Consider the free abelian group \( \mathcal{F}(M) \) with basis the elements \([m]\) of \( M \). Then the group \( S(M) \) is the quotient of \( \mathcal{F}(M) \) by the subgroup generated by linear combinations of the form \([m+n] - [m] - [n]\), and the image under \( s \) of \( m \) in \( S(M) \) is the class of \([m]\). We could also consider the product \( M \times M \) and form the quotient under the equivalence relation

\[
(m, n) \sim (m', n') \iff m + n + p = n + m' + p.
\]

The quotient monoid is a group and \( s(m) \) is the class of the pair \((m, 0)\). Finally, a third construction is to consider the quotient of \( M \times M \) by the equivalence relation

\[
(m, n) \sim (m', n') \iff (m, n) + (p, q) = (m', n') + (q, q),
\]

with \( s(m) \) the class of \((m, 0)\) once again. In each of these three constructions, we notice that every element of \( S(M) \) can be written as \( s(m) - s(n) \) where \( m, n \in M \). However, in general, the map \( s \) is not injective (see Example 1.5 below).

1.3. Example. One of the most natural examples to consider is \( M = \mathbb{N} \). Then, as is well known, \( S(M) \cong \mathbb{Z} \).
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1. The Grothendieck Group of a Category. The Group $K(X)$

1.1. Let us first consider an abelian monoid $M$, i.e. a set provided with a composition law (denoted $+$) which satisfies all the properties of an abelian group except possibly the existence of inverses. Then we can associate an abelian group $S(M)$ with $M$ and a homomorphism of the underlying monoids $s: M \to S(M)$, having the following universal property. For any abelian group $G$, and any homomorphism of the underlying monoids $f: M \to G$, there is a unique group homomorphism $f': S(M) \to G$ which makes the following diagram commutative.

\[
\begin{array}{ccc}
M & \xrightarrow{s} & S(M) \\
\downarrow{f} & & \downarrow{f'} \\
G & & G
\end{array}
\]

1.2. There are various possible constructions of $s$ and $S(M)$. Of course they all give the same result up to isomorphism. Consider the free abelian group $\mathcal{F}(M)$ with basis the elements $[m]$ of $M$. Then the group $S(M)$ is the quotient of $\mathcal{F}(M)$ by the subgroup generated by linear combinations of the form $[m] + [n] = [m + n]$, and the image under $s$ of $m$ in $S(M)$ is the class of $[m]$. We could also consider the product $M \times M$ and form the quotient under the equivalence relation

\[(m, n) \sim (m', n') \iff \exists p \text{ such that } m + n' + p = n + m' + p.\]

The quotient monoid is a group and $s(m)$ is the class of the pair $(m, 0)$. Finally, a third construction is to consider the quotient of $M \times M$ by the equivalence relation

\[(m, n) \sim (m', n') \iff \exists p, q \text{ such that } (m, n) + (p, q) = (m', n') + (q, q),\]

with $s(m)$ the class of $(m, 0)$ once again. In each of these three constructions, we notice that every element of $S(M)$ can be written as $s(m) - s(n)$ where $m, n \in M$. However, in general, the map $s$ is not injective (see Example 1.5 below).

1.3. Example. One of the most natural examples to consider is $M = \mathbb{N}$. Then, as is well known, $S(M) \cong \mathbb{Z}$.
1.4. Example. Let us take $M \approx \mathbb{Z} - \{0\}$, an abelian monoid with respect to multiplication. Then $S(M) \approx \mathbb{Q} - \{0\}$.

1.5. Example. Let $M$ be an abelian monoid with the following property: there exists an element $\infty$ of $M$ such that $m + \infty = \infty$ for every element $m$ of $M$. Then $S(M) = 0$ because each element of $S(M)$ can be written as $s(m) = s(m) - s(\infty) = s(m) - s(\infty) = s(\infty) - s(\infty) = 0$. Examples of monoids with this property are $\mathbb{Z}$ (with multiplication; then $\infty = 0!$), $\mathbb{R}^{\times} \cup \{\infty\}$, etc.

1.6. Remark. The group $S(M)$ depends "functorially" on $M$ in an obvious way: if $f : M \to N$, the universal property enables us to define a unique homomorphism $S(f) : S(M) \to S(N)$ which makes the diagram

$$
\begin{array}{ccc}
M & \xrightarrow{f} & N \\
\downarrow & & \downarrow \\
S(M) & \xrightarrow{S(f)} & S(N)
\end{array}
$$

commutative. Moreover, $S(g \circ f) = S(g) \cdot S(f)$ and $S(\text{id}_M) = \text{id}_{S(M)}$. The group $S(M)$ is called the symmetrization of the abelian monoid $M$.

1.7. As a fundamental example, let us now consider an additive category $\mathcal{C}$. If $E$ is an object of $\mathcal{C}$, we denote its isomorphism class by $[E]$. Then the set $\Phi([E])$ of such $E$ can be provided with the structure of an abelian monoid if we define $[E] + [F]$ to be $[E \oplus F]$. This operation is well-defined since the isomorphism class of $E \oplus F$ depends only on the isomorphism classes of $E$ and $F$. Moreover, the relations $[E] \oplus (F \oplus G) \approx (E \oplus F) \oplus G$, $E \oplus F \approx F \oplus E$, and $E \oplus 0 \approx E$ give the required algebraic identities on $\Phi([E])$. In this situation the group $S(M)$, where $M$ is $\Phi([E])$, is called the Grothendieck group of $\mathcal{C}$, and is written $K(\mathcal{C})$. If $\phi : \mathcal{C} \to \mathcal{C}'$ is an additive functor, $\phi$ naturally induces a monoid homomorphism $\Phi E \to \Phi \phi([E])$, hence a group homomorphism $K(\mathcal{C}) \to K(\mathcal{C}')$ denoted by $\phi_*$. If $\mathcal{C}$ is a third category and $\psi : \mathcal{C}' \to \mathcal{C}''$ an additive functor, we have the formula $(\psi \cdot \phi)_* = \psi_* \cdot \phi_*$ from 1.6. Of course if $\mathcal{C} = \mathcal{C}$ and $\phi = \text{id}_{\mathcal{C}}$, then $\phi_* = \text{id}_{K(\mathcal{C})}$.

1.8. Example. Let $F$ be an arbitrary field not necessarily commutative and let $\mathcal{C}$ be the category whose objects are finite dimensional $F$-vector spaces (on the right for example), and whose morphisms are linear maps. Then from the classical theory of dimension of vector spaces we know that $\Phi([E]) \approx \mathbb{N}$. Thus Example 1.3 implies that $K(\mathcal{C}) \approx \mathbb{Z}$.

1.9. Example. Let $\mathcal{C}$ be an additive category provided with an additive functor $\tau : \mathcal{C} \to \mathcal{C}$, and a natural isomorphism $\tau + \text{id}_\mathcal{C} \approx \tau$. Then $K(\mathcal{C}) = 0$ because the identity above implies $s(\tau(E)) + s(E) = s(\tau(E))$, hence $s(E) = 0$. For example, let $\mathcal{C}$ be the category whose objects are $F$-vector spaces (not necessarily finite dimensional) and whose morphisms are linear maps. We choose as $\tau$ the functor $E \mapsto E \oplus E \oplus \cdots \oplus E \oplus \cdots$. Another example is the category $\mathcal{K}$ with Hilbert spaces as objects,
and continuous linear maps as morphisms. Then \(\tau(E) = E \oplus E \oplus \cdots \oplus E \oplus \cdots\) (Hilbert sum with the \(L^2\)-norm).

1.10. Example (generalization of Example 1.8). Let \(A\) be an arbitrary ring with unit, and let \(\mathcal{P}(A)\) be the category with finitely generated projective right \(A\)-modules as objects, and the \(A\)-linear maps as morphisms. By abuse of notation we write \(K(A)\) for the Grothendieck group of \(\mathcal{P}(A)\). One of the main purposes of "algebraic K-theory" is to compute \(K(A)\) for interesting rings \(A\) (Bass [1]).

1.11. Example. In this book we are mainly concerned with the category \(\mathcal{E}(X)\) of vector bundles over a compact space \(X\). We denote the Grothendieck group of \(\mathcal{E}(X)\) by \(K(X)\). If the basic field \(k\) is \(\mathbb{R}\) (resp. \(\mathbb{C}\)) we write \(K_0(X)\) (resp. \(K_1(X)\)) for the group \(K(X)\) whenever there is some risk of confusion. The object of "topological K-theory" is to compute \(K(X)\) for interesting spaces \(X\). In this presentation, topological K-theory arises as a special case of algebraic K-theory. Theorem 1.6.17 shows that the category \(\mathcal{E}(X)\) is equivalent to the category \(\mathcal{P}(A)\) where \(A\) is the ring of continuous functions on \(X\). Hence the groups \(K(\mathcal{E}(X))\) and \(K(\mathcal{P}(A))\) are isomorphic. In fact, many of the techniques in algebraic K-theory are inspired by the techniques of topological K-theory which we will develop in this book.

1.12. Remark. We have seen in 1.7 that the group \(K(\mathcal{E})\) depends covariantly on \(\mathcal{E}\). In the same way, the group \(K(A)\) depends covariantly on the ring \(A\). More precisely, if \(u: A \to B\) is a ring homomorphism, there is a functor \(\mathcal{B}(A) \to \mathcal{B}(B)\) associated with \(u\), defined by \(E \mapsto E \otimes_A B\); \(u\) is called the "extension of scalars" functor (regarding \(B\) as a left \(A\)-module via the homomorphism \(u\)). For example, if \(E\) is the image of the projection operator \(p = (p_E): A^* \to A^*\), \(\tau(E)\) is the image of the projection operator \(q = (q_E): B^* \to B^*\). However, the group \(K(X)\) depends contravariantly on \(X\). More precisely, if \(f: Y \to X\) is a continuous map, \(f\) induces a functor \(f^*: \mathcal{E}(X) \to \mathcal{E}(Y)\) (1.2.6), hence a homomorphism \(K(X) \to K(Y)\), again called \(f^*\). From 1.2.6, we have the identities \((g \cdot f^*) = (f^* \cdot g^*) = \text{Id} = \text{Id}\).

1.13. Remark about notation. It is unfortunate that the letter \(K\) is simultaneously used to denote the "\(K\)-group" of a category, ring, or compact space. So while following conventional notation, to avoid confusion we reserve the first letters of the alphabet \(A, B, C, \ldots\) for rings and the last letters \(X, Y, Z, \ldots\) for spaces. Similarly, categories will be denoted by script letters \(\mathcal{A}, \mathcal{B}, \mathcal{C}, \ldots\).

1.14. Returning to the definition of the group \(K(\mathcal{E})\), we see that we have made very little use of the additive structure of \(\mathcal{E}\). Sometimes it is useful to consider categories provided with a composition law \(\mathcal{E} \times \mathcal{E} \to \mathcal{E}\), denoted by \((E, F) \mapsto E \perp F\), with natural isomorphisms \(E \perp (F \perp G) \approx (E \perp F) \perp G\), \(E \perp F \approx F \perp E\), \(E \perp (E \perp F) \approx E \perp F\) which are "coherent" under iteration. The functor \(\perp\) induces an abelian monoid structure on \(\Phi(\mathcal{E})\); thus we can define a group \(K(\mathcal{E})\) depending on the composition law \(\perp\). A typical example is the category of vector bundles provided with nondegenerate symmetric bilinear forms (then \(E \perp F\) is induced by the Whitney sum of underlying bundles). The details of this example are dealt with in the exercises.
1.15. Proposition. Let $\mathcal{C}$ be an additive category, and let $[E] = s(E)$ denote the class of an object $E$ of $\mathcal{C}$ in the Grothendieck group $K(\mathcal{C})$. Then every element of $K(\mathcal{C})$ can be written in the form $[E] = [F]$. Moreover, $[E] - [F] = [E'] - [F']$ in $K(\mathcal{C})$ if and only if there exists an object $G$ of $\mathcal{C}$ such that $E \oplus F' \cong G \cong E' \oplus F$.

Proof. According to I.2, every element of $K(\mathcal{C})$ is the class of a pair $(E, F)$ which can be written as $s(E) - s(F) = [E] - [F]$. Moreover, two such pairs $(E, F)$ and $(E', F')$ define the same element of $K(\mathcal{C})$ if and only if we can find an object $G$ of $\mathcal{C}$ such that $E + F' + G = E' + F + G$, i.e., $E \oplus F' \oplus G \cong E' \oplus F \oplus G$.

1.16. Corollary. Let $E$ and $F$ be objects of $\mathcal{C}$. Then $[E] = [F]$ if and only if there exists an object $G$ of $\mathcal{C}$ such that $E \oplus G \cong F \oplus G$.

1.17. Proposition. Let $\theta_n$ denote the trivial bundle of rank $n$ over a compact space $X$. Then every element $x$ of $K(X)$ can be written as $[E] = \left[ \theta_n \right]$ for some $n$, and some vector bundle $E$ over $X$. Moreover, $[E] = \left[ \theta_{n-1} \right] = [F] - [\theta_n]$ if and only if there exists an integer $q$ such that $E \oplus \theta_{n+q} \cong F \oplus \theta_{n+q}$.

Proof. We will apply the Proposition 1.15 to the category $\mathcal{C} = \mathcal{E}(X)$. By this proposition we already know that each element $x$ of $K(X)$ can be written as $E_1 \oplus F_1$, where $E_1$ and $F_1$ are two vector bundles over $X$. According to I.6.5, there is a vector bundle $F_2$ such that $E_1 \oplus F_2$ is a trivial bundle, say $\theta_n$. Then $[E_1] - [F_1] = [E_1] + [F_2] - [F_1] = [E_1] - [F_1] = [E] - \left[ \theta_n \right]$ where $E = E_1 \oplus F_2$. Now suppose that $[E] = \left[ \theta_{n-1} \right] = [F] - [\theta_n]$. By the second part of Proposition 1.15, we can find a vector bundle $G$ such that $E \oplus \theta_{n+q} \cong G \oplus \theta_{n+q}$. Let $G_1$ be a vector bundle such that $G \oplus G_1 \approx \theta_{n+q}$ (I.6.5). Then we have $E \oplus \theta_{n+q} \cong E \oplus \theta_n \oplus G \oplus G_1 \approx F \oplus \theta_{n+q} \oplus G \oplus G_1 \approx F \oplus \theta_{n+q}$. The converse is obvious.

1.18. Corollary. Let $E$ and $F$ be vector bundles. Then $[E] = [F]$ in $K(X)$ if and only if $E \oplus \theta_n \cong F \oplus \theta_n$ for some $n$.

1.19. Example. Let $E$ be the tangent bundle of $S^p$ and $F = \theta_p$ (I.2.3). Then, from I.5.5, we have $E \oplus \theta_p \cong \theta_{p+1}$. Hence $[E] = \left[ \theta_p \right]$ in $K(S^p)$. However, in general $E$ is not trivial (V.2). This gives a nontrivial example of when the map $\Phi(\mathcal{E}) \to K(\mathcal{E})$ is not injective for $\mathcal{E} = \mathcal{E}(S^p)$, $p \neq 1, 3, 7$. We will give a homotopic explanation of this phenomenon later (I.32).

1.20. Since the functor $K$ is contravariant on the category of compact spaces (I.12), the projection of $X$ onto a point $P$ induces a homomorphism $\alpha: \mathcal{K} \cong K(P) \to K(X)$, whose cokernel is denoted by $\tilde{K}(X)$ and called the reduced $K$-theory of $X$. When we want to specify the basic field $k = \mathbb{R}$ or $\mathbb{C}$, we write $\tilde{K}_k(X)$ or $\tilde{K}_c(X)$.

1.21. Proposition. If $X \neq \emptyset$, we have an exact sequence

\[ 0 \to \mathcal{Z} \xrightarrow{\beta} K(X) \xrightarrow{\tilde{K}} \tilde{K}(X) \to 0. \]
The choice of a point $x_0$ in $X$ defines a canonical splitting so that

$$\tilde{K}(X) \cong \text{Ker}[K(X) \to K(\{x_0\}) \cong \mathbb{Z}] \quad \text{and} \quad K(X) \cong \mathbb{Z} \oplus \tilde{K}(X).$$

**Proof.** Let us choose $P = \{x_0\}$. Then the inclusion of $\{x_0\}$ in $X$ induces a homomorphism from $K(\{x_0\})$ to $K(\{x_0\}) \cong \mathbb{Z}$ which is a left-inverse for $\alpha$. $\square$

1.22. Let $\Phi(X)$ ($\Phi^k(X)$ when we want to specify the basic field $k$) denote the abelian monoid of isomorphism classes of vector bundles over $X$, and let $\gamma$ denote the composition $\Phi(X) \rightarrow K(X) \rightarrow \tilde{K}(X)$.

1.23. **Proposition.** The homomorphism $\gamma$ is surjective. Moreover, $\gamma(E) = \gamma(F)$ if and only if $E \oplus \theta_u \approx F \oplus \theta_v$ for some trivial bundles $\theta_u$ and $\theta_v$.

**Proof.** Since the class of $\theta_v$ in $\tilde{K}(X)$ is zero, and since any element of $K(X)$ can be written as $E - \theta_v$ (1.17), we have $\beta([E] - [\theta_v]) = \beta([E]) - \gamma\beta([E]) - \gamma\beta([E])$, thus proving the first part of the proposition. On the other hand, the identity $\gamma(E) = \gamma(F)$ is equivalent to $[E] - [F] = [\theta_u] - [\theta_v]$ for some $q$ and $r$. By 1.18, this implies $E \oplus \theta_u \oplus \theta_v \approx F \oplus \theta_q \oplus \theta_v$ for some $t$, hence $E \oplus \theta_u \approx F \oplus \theta_v$, where $n = r + t$ and $p = q + t$. The converse is obvious. $\square$

1.24. **Remark.** This proposition gives a conveniently direct definition of $\tilde{K}(X)$; i.e. $\tilde{K}(X)$ is the quotient of $\Phi(X)$ by the equivalence relation $E \sim F \Leftrightarrow \exists n, p$ such that $E \oplus \theta_u \approx F \oplus \theta_p$.

1.25. **Theorem.** Let $X$ and $Y$ be compact spaces, and let $f_0, f_1 : X \to Y$ be continuous maps that are homotopic. Then $f_0$ and $f_1$ induce the same homomorphisms $K(Y) \to K(X)$ and $\tilde{K}(Y) \to \tilde{K}(X)$.

**Proof.** According to 1.7.2, the maps $f_0$ and $f_1$ induce the same homomorphism $\Phi(Y) \to \Phi(X)$, hence the same homomorphism between $K(Y) = S(\Phi(Y))$ and $K(X) = S(\Phi(X))$. Since the diagram

$$
\begin{array}{ccc}
K(Y) & \xrightarrow{f_0^*} & K(X) \\
\downarrow & & \downarrow \\
K(P) & & \\
\end{array}
$$

(where $P$ is a point and $a = 0, 1$) is commutative, $f_0$ and $f_1$ also induce the same homomorphism $\tilde{K}(Y) \to \tilde{K}(X)$. $\square$

1.26. **Proposition.** Suppose $X$ is the disjoint union of open subspaces $X_1 \cup X_2 \cup \cdots \cup X_n$. Then the inclusions of the $X_i$ in $X$ induce a decomposition of $K(X)$ as a direct product $K(X_1) \times K(X_2) \times \cdots \times K(X_n) = K(X_1) \oplus K(X_2) \oplus \cdots \oplus K(X_n)$.
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Proof. Since a bundle over $X$ is characterized by its restrictions to each $X_i$, we have $\Phi(X) \approx \Phi(X_1) \times \Phi(X_2) \times \cdots \times \Phi(X_n)$. Hence $K(X) \approx K(X_1) \times K(X_2) \times \cdots \times K(X_n)$. □

1.27. Remark. This last proposition is false for the functor $\tilde{K}$. For example, if $X$ is the disjoint union of two points $P_1$ and $P_2$, then $\tilde{K}(X) \approx \mathbb{Z}$, but $\tilde{K}(P_i) = 0$, for $i = 1, 2$.

1.28. Recall that every vector bundle $E$ defines a locally constant function $r : X \to \mathbb{N}$ given by $r(x) = \dim(E_x)$ (1.2.9). If we let $H^0(X; \mathbb{N})$ denote the abelian monoid of locally constant functions on $X$ with values in $\mathbb{N}$, we see that in fact $r$ defines a monoid homomorphism, also denoted by $r$, from $\Phi(X)$ to $H^0(X; \mathbb{N})$. It is clear that the symmetrization of $H^0(X; \mathbb{N})$ is the abelian group $H^0(X; \mathbb{Z})$ locally constant functions over $X$ with values in $\mathbb{Z}$ (see Exercise 7.11 of [1]). Therefore, $r$ defines a group homomorphism (denoted again by $r$)

$$K(X) \xrightarrow{r} H^0(X; \mathbb{Z}).$$

1.29. Proposition. Letting $K'(X) = \ker(K(X) \to H^0(X; \mathbb{Z}))$, we have an exact sequence

$$0 \to K'(X) \to K(X) \xrightarrow{r} H^0(X; \mathbb{Z}) \to 0$$

which splits canonically. Moreover, if $X$ is connected, then $K'(X)$ and $\tilde{K}(X)$ are canonically isomorphic.

Proof. Let $f : X \to \mathbb{N}$ be a locally constant function. Since $X$ is compact, $f$ only takes on a finite number of values $n_1, \ldots, n_p$, and $X = X_1 \sqcup \cdots \sqcup X_p$ where $X_i = f^{-1}(\{n_i\})$. Let $E$ be the vector bundle defined over $X_i$ by $X_i \times k^{n_i}$. Then the correspondence $r \mapsto E$ defines a monoid homomorphism $r : H^0(X; \mathbb{N}) \to \Phi(X)$ such that $r \cdot f = \text{Id}$. By symmetrization, $r$ induces a group map $H^0(X; \mathbb{Z}) \to K(X)$, which is a right-inverse to $r : K(X) \to H^0(X; \mathbb{Z})$.

If $X$ is connected, we have $H^0(X; \mathbb{Z}) \approx \mathbb{Z}$, and $K'(X) \approx \text{ker}(\mathbb{Z} \to K(X))$, following from what we have just said. Now the map $\mathbb{Z} \to K(X)$ is identical to the one induced by the projection of $X$ to a point. Hence $K'(X) \approx \tilde{K}(X)$. □

1.30. Again let $\Phi_k(X)$ ($\Phi^k(X)$ when we want to specify the field $k$) be the set of isomorphism classes of vector bundles of rank $n$ over $X$. Taking the Whitney sum by trivial bundles enables us to define an inductive system of sets

$$\Phi_0(X) \to \Phi_1(X) \to \cdots \to \Phi_n(X) \to \cdots.$$
The direct limit of this system, $\Phi'(X)$, can be provided with an abelian monoid structure, using the maps

$$\Phi_p(X) \times \Phi_p(X) \to \Phi_{p+p}(X)$$

induced by the Whitney sum of vector bundles.

If $[E]$, the class of the vector bundle $E$, is an element of $\Phi_p(X)$, we have $[E] \oplus [0_n] \in \text{Ker } r : \text{K}(X) \to H^0(X; \mathbb{Z})$. The correspondence $E \mapsto [E] \oplus [0_n]$ for $E \in \Phi_p(X)$, induces a monoid homomorphism $\Phi(X) \to \text{K}(X)$.

1.31. Proposition. The homomorphism $\Phi'(X) \to \text{K}(X)$ defined above, is an isomorphism. Hence $\Phi'(X)$ is an abelian group.

Proof. If $[E] - [0_n] = [F] - [0_n]$ in $\text{K}(X)$, by 1.17 there exists an integer $q$ such that $E \oplus [0_{p+q}] \cong F \oplus [0_{p+q}]$. Hence, the map $\Phi'(X) \to \text{K}(X)$. $\text{K}(X)$ is injective. Let $u$ be an element of $\text{K}(X)$. Again by 1.17, $u$ can be written as $[E] - [0_n]$ with $r([E] - [0_n]) = 0$, i.e. $\dim(E_x) = n$ for every point $x \in X$; hence the map is surjective. \(\square\)

1.32. Proposition. Let $\text{BO}$ be the inductive limit of the system of topological spaces

$$\text{BO}(1) \to \cdots \to \text{BO}(n) \to \cdots,$$

where the map $\text{BO}(n) \to \text{BO}(n+1)$ is induced by the map between Grassmannians $G_n(\mathbb{R}^n) \to G_{n+1}(\mathbb{R}^{n+1})$ which consists of adding the subspace generated by the last vector $e_{n+1} = (0, \ldots, 1)$. Then we have a natural isomorphism of functors

$$\text{K}(X) \approx [X, \text{BO}].$$

In the same way, let $\text{BU}$ be the inductive limit of the system

$$\text{BU}(1) \to \cdots \to \text{BU}(n) \to \cdots,$$

Then we have a natural isomorphism of functors

$$\text{K}'(X) \approx [X, \text{BU}].$$

Proof. Since the spaces $\text{BO}(n)$ are paracompact [Cartan-Schwarz [1] exposé 5] and hence normal, and since $\text{BO}(n)$ is closed in $\text{BO}(n+1)$, we have $[X, \text{BO}] \cong \text{inj lim} [X, \text{BO}(n)]$ because $X$ is compact. According to theorem 1.7.15, $\Phi_k(X) \approx [X, \text{BO}(n)]$ and the map $\Phi_k(X) \to \Phi_{k+1}(X)$, induced by the addition of a trivial bundle of rank one, coincides with the map induced by the inclusion of $\text{BO}(n)$ in $\text{BO}(n+1)$. Therefore $\text{K}(X) \approx \Phi_k(X) \cong \text{inj lim} \Phi_k(X) \approx \text{inj lim} [X, \text{BO}(n)] \approx [X, \text{BO}]$. For $k = \mathbb{C}$, the proof is analogous. \(\square\)
1.33. Theorem. For every compact space \( X \) we have natural isomorphisms
\[
K_{\mathbb{R}}(X) \approx [X, \mathbb{Z} \times BO] \quad \text{and} \quad K_\mathbb{C}(X) \approx [X, \mathbb{Z} \times BU]
\]
where \( \mathbb{Z} \) is provided with the discrete topology.

Proof. We will only give a proof for the real case, since the complex case is similar. From 1.29, we have \( K_{\mathbb{R}}(X) \approx H^0(X; \mathbb{Z}) \oplus K_\mathbb{R}(X) \). Since \( H^0(X; \mathbb{Z}) \approx [X, \mathbb{Z}] \), it follows that \( K_{\mathbb{R}}(X) \approx [X, \mathbb{Z}] \times [X, BO] \approx [X, \mathbb{Z} \times BO] \).

1.34. In the case \( X = S^n \), it is possible to give a more complete interpretation of \( \tilde{K}(X) \) (hence of \( K(X) = \mathbb{Z} \oplus \tilde{K}(X) \)). It follows from Theorem 1.7.6, that \( \Phi^n(S^n) \approx \pi_{n-1}(GL_n(\mathbb{C})) \approx \pi_{n-1}(U(p)) \). Therefore \( \tilde{K}_{\mathbb{C}}(S^n) \approx \text{inj lim } \pi_{n-1}(U(p)) \approx \pi_{n-1}(U) \), where \( U = \text{inj lim } U(p) \). In fact, \( \pi_{n-1}(U) \approx \pi_{n-1}(U(p)) \) for \( p > n - \frac{1}{2} \) by 1.3.13.* In the same way \( \Phi^n(S^n) \approx \pi_{n-1}(GL_n(\mathbb{R}))/\pi_0(GL_n(\mathbb{R})) \approx \pi_{n-1}(O(p))/\mathbb{Z}/2 \). Therefore, \( \tilde{K}_{\mathbb{R}}(S^n) \approx \text{inj lim } \pi_{n-1}(O(p))/\mathbb{Z}/2 \approx \text{inj lim } \pi_{n-1}(O(p)) \) since the action of \( \mathbb{Z}/2 \) over \( \pi_{n-1}(O(p)) \) is trivial if \( p \) is odd. Thus we obtain the isomorphism \( \tilde{K}_{\mathbb{R}}(S^n) \approx \pi_{n-1}(O) \), where \( O = \text{inj lim } O(p) \). In fact, \( \pi_{n-1}(O) \approx \pi_{n-1}(O(p)) \) when \( p > n \), by 1.3.13.*

One of the main purposes of this book is to prove the isomorphisms \( K_{\mathbb{R}}(S^n) \approx K_{\mathbb{R}}(S^{n-k}) \) and \( K_{\mathbb{C}}(S^n) \approx K_{\mathbb{C}}(S^{n-2}) \) (see Chapter III). This will prove the theorems stated in 1.3.1.5. More generally, we can prove that \( \tilde{K}_{\mathbb{R}}(S^n(X)) \approx [X, O^n] \) and \( \tilde{K}_{\mathbb{C}}(S^n(X)) \approx [X, U^n] \) (homotopy classes of maps which preserve base points) in a similar manner.

Exercises (Section II.6) 1–8 and 10.

2. The Grothendieck Group of a Functor. The Group \( K(X, Y) \)

2.1. Definition. Let \( \mathcal{C} \) be an additive category. A Banach structure on \( \mathcal{C} \) is given by a Banach space structure on all the groups \( \mathcal{C}(E, F) \), where \( E \) and \( F \) run through the objects of \( \mathcal{C} \). Moreover, we assume that the map
\[
\mathcal{C}(E, F) \times \mathcal{C}(F, G) \longrightarrow \mathcal{C}(E, G)
\]
given by the composition of morphisms, is bilinear and continuous (all Banach spaces are over the basic field \( k = \mathbb{R} \) or \( \mathbb{C} \)). A Banach category is an additive category provided with a Banach structure.

2.2. Example. For \( X \) a compact space, we gave the category \( \mathcal{E}(X) \) a Banach structure in 1.6.20. More generally, if \( A \) is a Banach algebra (with unit but not necessarily commutative), we have given the category \( \mathcal{P}(A) \) a Banach structure (1.6.22).
2.3. Example. Let \( \mathcal{H} \) be the category considered in 1.9. Then \( \mathcal{H} \) becomes a Banach category by giving \( \mathcal{H}(E, F) \) the classical norm

\[
\|f\| = \sup_{x \neq 0} \frac{\|f(x)\|}{\|x\|}
\]

2.4. Example. Let \( \mathcal{H} \) be the following category. The objects are the objects of \( \mathcal{H} \). The set of morphisms \( \mathcal{H}(E, F) \) is defined by \( \mathcal{H}(E, F) = \mathcal{H}(E, F) \times \mathcal{H}(E, F) \times \mathcal{H}(E, F) \), where \( \mathcal{H}(E, F) \) is the set of completely continuous operators from \( E \) to \( F \) (i.e., limits of operators of finite rank). Then \( \mathcal{H}(E, F) \) is a Banach space and the composition of morphisms in \( \mathcal{H} \) induces a composition of morphisms in \( \mathcal{H} \).

2.5. Example. If \( \mathcal{C} \) is an arbitrary Banach category, then the associated pseudo-abelian category \( \mathcal{C} \) (1.6.9) is a Banach category because \( \mathcal{C}((E, p), (F, q)) \) is a closed subspace of \( \mathcal{C}(E, F) \).

2.6. Definitions. Let \( \mathcal{C} \) and \( \mathcal{C}' \) be additive categories, and \( \varphi : \mathcal{C} \to \mathcal{C}' \) be an additive functor. Then \( \varphi \) is called quasi-surjective if every object of \( \mathcal{C}' \) is a direct factor of an object of the form \( \varphi(E) \), where \( E \in \text{Ob}(\mathcal{C}) \); \( \varphi \) is called full if the map \( \mathcal{C}(E, F) \to \mathcal{C}'(\varphi(E), \varphi(F)) \) is surjective for \( E, F \in \text{Ob}(\mathcal{C}) \). Finally, if \( \mathcal{C} \) and \( \mathcal{C}' \) are Banach categories, the functor \( \varphi \) is called a Banach functor if the map \( \mathcal{C}(E, F) \to \mathcal{C}'(\varphi(E), \varphi(F)) \) is linear and continuous.

2.7. Example. Let \( \varphi : \mathcal{S}(X) \to \mathcal{S}(Y) \) be the functor defined by \( \varphi(E) = E_\alpha \), where \( Y \) is a closed subspace of the compact space \( X \). Then \( \alpha \) is a Banach functor which is full and quasi-surjective. By 1.5.9 we see that up to isomorphism the “restriction map” \( \mathcal{S}(X)(E, F) \to \mathcal{S}(Y)(E_\alpha, F_\alpha) \) is identical with the map \( \Gamma(X, \text{HOM}(E, F)) \to \Gamma(Y, \text{HOM}(E, F)) \). From 1.6.23, it follows that \( \varphi \) is a Banach functor. Moreover, \( \varphi \) is full (1.5.10), and also quasi-surjective because any object of \( \mathcal{S}(Y) \) is a direct factor of a trivial bundle \( \theta_\alpha = Y \times k^n \) (1.6.5), and clearly \( \theta_\alpha = \varphi(E) \) where \( E = X \times k^n \).

2.8. Example. More generally, let \( f : Y \to X \) be an arbitrary continuous map. Then the inverse image functor \( f^* : \mathcal{S}(X) \to \mathcal{S}(Y) \) (1.2.6) is a quasi-surjective Banach functor. To see this, let us consider the map \( \mu_{E, F} : \mathcal{S}(X)(E, F) \to \mathcal{S}(Y)(f^*(E), f^*(F)) \), induced by \( f^* \). If \( E = X \times k^n \) and \( F = X \times k^n \), this is essentially the map \( \mathcal{C}(X)^{op} \to \mathcal{C}(Y)^{op} \) defined by \( (\lambda_1, \ldots, \lambda_n) \mapsto (\lambda_1 f^*, \ldots, \lambda_n f^*) \), which is clearly linear and continuous. For any \( E \) and \( F \), the map \( \mu_{E, F} \) is continuous, since \( E \) and \( F \) are each a direct factor of some trivial bundle, say \( X \times k^n \) and \( X \times k^n \) respectively. Finally, \( f^* \) is quasi-surjective by the same argument as in 2.7.

2.9. Example. Let \( A \) and \( B \) be Banach algebras, and \( u : A \to B \), a continuous homomorphism. Then \( u \) induces a functor \( u_* : \mathcal{P}(A) \to \mathcal{P}(B) \), defined by \( E \mapsto E \otimes_A B \) (regarding \( B \) as a left \( A \)-module via \( u \)). We claim that \( u_* \) is a quasi-surjective Banach functor. To see this, we repeat the argument in 2.8. If \( E = A^n \) and \( F = A^n \), the map \( \mathcal{P}(A)(E, F) \to \mathcal{P}(B)(u_*(E), u_*(F)) \) is essentially \( A^{n^2} \to B^{n^2} \) which is linear and continuous. In general, the map \( \mathcal{P}(A)(E, F) \to \mathcal{P}(B)(u_*(E), u_*(F)) \) is linear and
continuous because $E$ and $F$ can be written as direct factors of free modules. The functor $u$ is full if and only if $u$ is surjective.

2.10. Example. The "quotient functor" $\mathcal{X} \to \mathcal{F}$ (2.4), which is the identity on the objects, is a Banach functor which is full and quasi-surjective.

2.11. Example. Let $\mathcal{C}$ be an arbitrary Banach category, and let $\varphi : \mathcal{C} \to \mathcal{C}$ be the functor defined by $\varphi(E) = E \oplus \cdots \oplus E$. Then $\varphi$ is a Banach functor which is quasi-surjective (but not full unless $\mathcal{C} = 0$ or $n = 1$).

2.12. Remark. Let $\varphi : \mathcal{C} \to \mathcal{C}'$ be a Banach functor which is full (resp. faithful, resp. quasi-surjective). Then the functor $\tilde{\varphi} : \mathcal{C} \to \mathcal{C}'$ between the associated pseudoabelian categories (I.6.9) is full (resp. faithful, resp. quasi-surjective).

2.13. Let $\varphi : \mathcal{C} \to \mathcal{C}'$ be a quasi-surjective Banach functor. We wish to define a "relative" group $K(\varphi)$ (which coincides with $K(\mathcal{C})$ when $\mathcal{C}' = 0$). Let $\Gamma(\varphi)$ denote the set of triples $(E, F, \alpha)$, where $E$ and $F$ are objects of $\mathcal{C}$ and $\alpha : \varphi(E) \to \varphi(F)$ is an isomorphism. Two triples $(E, F, \alpha)$ and $(E', F', \alpha')$ are called isomorphic if there exist isomorphisms $f : E \to E'$ and $g : F \to F'$ such that the following diagram commutes:

$$
\begin{array}{ccc}
\varphi(E) & \xrightarrow{\varphi(f)} & \varphi(F) \\
\varphi(E) & \xrightarrow{\varphi\gamma} & \varphi(F') \\
\end{array}
$$

A triple $(E, F, \alpha)$ is called elementary if $E \cong F$ and if $\alpha$ is homotopic to $\text{Id}_{\varphi(E)}$ within the automorphisms of $\varphi(E)$. Finally, we define the sum of two triples $(E, F, \alpha)$ and $(E', F', \alpha')$ to be $(E \oplus E', F \oplus F', \alpha \oplus \alpha')$.

Then $K(\varphi)$ is the quotient of $\Gamma(\varphi)$ by the following equivalence relation: $\sigma \sim \sigma' \iff \exists$ elementary $r$ and $r'$ such that $\sigma + r$ is isomorphic to $\sigma' + r'$. The sum of triples obviously provides the set $K(\varphi)$ with a monoid structure. We let $d(E, F, \alpha)$ denote the class of $(E, F, \alpha)$ in the monoid $K(\varphi)$. As a direct consequence of the definition, we notice that $d(E, F, \alpha) = 0$ if and only if there exist objects $G$ and $H$ of $\mathcal{C}$, and isomorphisms $\varphi(E) \to G$ and $\varphi(F) \to H$, such that $\varphi(v) : (\alpha \oplus \text{Id}_{\varphi(G)}) \cdot \varphi(u^{-1})$ is homotopic to $\text{Id}_{\varphi(H)}$ within the automorphisms of $\varphi(H)$.

2.14. Proposition. The monoid $K(\varphi)$ is an abelian group which coincides with $K(\mathcal{C})$ when $\mathcal{C}' = 0$. Moreover $d(E, F, \alpha) + d(F, E, \alpha^{-1}) = 0$.

Proof. Let $d(E, F, \alpha)$ be an arbitrary element of $K(\varphi)$. Then $d(E, F, \alpha) + d(F, E, \alpha^{-1}) = d(E \oplus F, F \oplus E, \alpha \oplus \alpha^{-1})$. The triple $(E \oplus F, F \oplus E, \alpha \oplus \alpha^{-1})$ is isomorphic to
\((E \oplus F, E \oplus F, \beta)\), where \(\beta\) is the automorphism of \(\varphi(E) \oplus \varphi(F)\) defined by the matrix
\[
\beta = \begin{pmatrix}
0 & -\alpha^{-1} \\
\alpha & 0
\end{pmatrix}
\]

In the group \(\text{Aut}(\varphi(E) \oplus \varphi(F))\) we have the identity
\[
\begin{pmatrix}
0 & -\alpha^{-1} \\
\alpha & 0
\end{pmatrix} = 
\begin{pmatrix}
1 & \alpha^{-1} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
\alpha & 1
\end{pmatrix}
\begin{pmatrix}
1 & -\alpha^{-1} \\
0 & 1
\end{pmatrix}.
\]

Now let \(\sigma : I \to \text{Aut}(\varphi(E) \oplus \varphi(F))\) be the continuous map defined by
\[
\sigma(t) = 
\begin{pmatrix}
1 & -t\alpha^{-1} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
\alpha & 1
\end{pmatrix}
\begin{pmatrix}
1 & -\alpha^{-1} \\
0 & 1
\end{pmatrix}.
\]

Since \(\sigma(0) = \iota\) and \(\sigma(1) = \beta\), the triple \((E \oplus F, E \oplus F, \beta)\) is elementary, and \(d(E, F, \alpha^{-1})\) is the opposite of \(d(E, F, \alpha)\) as required. Moreover, let \(i : K(\varphi) \to K(\xi)\) be the homomorphism defined by \(i(d(E, F, \alpha)) = [E] - [F]\). It is clear that \(i\) is an isomorphism when \(\xi = 0\), since the triple \((E, F, \alpha)\) is essentially determined by the pair \((E, F)\). \(\square\)

2.15. Proposition. Let \(d(E, F, \alpha)\) and \(d(E, F, \alpha')\) be elements of \(K(\varphi)\) such that \(\alpha\) and \(\alpha'\) are homotopic within the isomorphisms from \(\varphi(E)\) to \(\varphi(F)\). Then \(d(E, F, \alpha) = d(E, F, \alpha')\).

Proof. By 2.14, we have \(d(E, F, \alpha) - d(E, F, \alpha') = d(E, F, \alpha) + d(F, E, \alpha^{-1}) = d(E \oplus F, F \oplus E, \alpha \oplus \alpha^{-1}) = d(E \oplus F, E \oplus F, \beta')\), where \(\beta'\) is the automorphism of \(\varphi(E) \oplus \varphi(F)\) defined by the matrix
\[
\beta' = 
\begin{pmatrix}
0 & -\alpha^{-1} \\
\alpha & 0
\end{pmatrix}.
\]

Since \(\alpha'\) is homotopic to \(\alpha\) within the isomorphisms from \(\varphi(E)\) to \(\varphi(F)\), \(\beta'\) is homotopic to
\[
\beta = 
\begin{pmatrix}
0 & -\alpha^{-1} \\
\alpha & 0
\end{pmatrix}.
\]

within the automorphisms of \(\varphi(E) \oplus \varphi(F)\). As was shown in 2.14, the map \(\beta\) is homotopic to \(\text{Id}_{\varphi(E) \oplus \varphi(F)}\). It follows that \((E \oplus F, E \oplus F, \beta')\) is elementary and thus \(d(E, F, \alpha) = d(E, F, \alpha')\). \(\square\)
2.16. Proposition. Let $d(E, F, \alpha)$ and $d(F, G, \beta)$ be elements of $K(\phi)$. Then we have the relation

$$d(E, F, \alpha) + d(F, G, \beta) = d(E, G, \beta \alpha).$$

Proof. The left-hand side of the equation can be written as $d(E \oplus F, F \oplus G, \alpha \oplus \beta) = d(E \oplus F, G \oplus F, \gamma)$, where $\gamma$ is defined by the matrix

$$\gamma = \begin{pmatrix} 0 & -\beta \\ 1 & 0 \end{pmatrix}.$$ 

On the other hand, $d(E, G, \beta \alpha) = d(E \oplus F, G \oplus F, \gamma')$ where $\gamma' = \beta \gamma$ (1). The automorphism $\gamma^{-1}$ is defined by the matrix

$$\begin{pmatrix} 0 & -\beta \\ \beta & 1 \end{pmatrix},$$

which is homotopic to the identity within the automorphisms of $\phi(G) \oplus \phi(F)$. Hence $\gamma$ is homotopic to $\gamma'$ within the isomorphisms from $\phi(E) \oplus \phi(F)$ to $\phi(G) \oplus \phi(F)$, and thus $d(E \oplus F, G \oplus F, \gamma) = d(E \oplus F, G \oplus F, \gamma')$ by 2.15. \qed

2.17. Example. We return to Example 2.11 where $\mathcal{C} = \mathcal{C}_{\mathbb{R}}$, the category of finite dimensional real vector spaces, and where $n = 2$. Let $d(E, F, \alpha)$, where $\alpha : E \oplus E \rightarrow F \oplus F$, be an element of $K(\phi)$. For any isomorphism $u : F \rightarrow E$, the sign of the determinant of the composite $E \oplus E \rightarrow F \oplus F \rightarrow E \oplus E$ is independent of the choice of $u$. This defines an isomorphism $K(\phi) \approx \mathbb{Z}/2$.

2.18. Example. Let $d(E, F, \alpha)$ be an element of $K(\phi)$ with $\phi : \mathcal{C} \rightarrow \mathcal{C}$ (2.4). If $\alpha : E \rightarrow F$ is a continuous linear map such that $\phi(\alpha) = \alpha$, then the "index" of $\alpha$, i.e. $\text{Dim}(\text{Ker}(\alpha)) - \text{Dim}(\text{coker}(\alpha))$, depends only on $\alpha$. This defines an isomorphism $K(\phi) \approx \mathbb{Z}$. (Exercise 6.12.)

2.19. The example that interests us most is Example 2.7. This will be dealt with at the end of this section in terms of $K(X/Y)$, and then $K(\phi)$ will be called $K(X, Y)$.

2.20. Proposition. Let $i : K(\phi) \rightarrow K(\phi)$ (resp. $j : K(\phi) \rightarrow K(\phi)$) be the homomorphism defined by $i(d(E, F, \alpha)) = [E] - [F]$ (resp. $j([E] - [F]) = [\phi(E)] - [\phi(F)]$). Then we have an exact sequence

$$K(\phi) \rightarrow K(\phi) \rightarrow K(\phi).$$

Moreover, if there exists a functor $\psi : \mathcal{C} \rightarrow \mathcal{C}$ such that $\psi \psi \cong \text{Id}_\mathcal{C}$, then we have the split exact sequence

$$0 \rightarrow K(\phi) \rightarrow K(\mathcal{C}) \rightarrow K(\mathcal{C}) \rightarrow 0.$$
Proof. We have \((i-\iota)(d(E,F,x))=\varphi(E)\varphi(F)=0\), since \(\varphi(E)\) is isomorphic to \(\varphi(F)\) by \(x\). On the other hand, let \(x=[E]-[F]\) be an element of \(\mathcal{K}(\mathcal{E})\) such that \(\hat{g}(x)=0\). From 1.16, there exists an object \(T\) of \(\mathcal{E}\) such that \(\varphi(E)\cong \varphi(T)\). Hence the objects \(\varphi(E)\cong \varphi(E)\cong \varphi(T)\cong \varphi(T)\) are isomorphic to \(\varphi(F)\cong \varphi(F)\cong \varphi(T)\cong \varphi(T)\). Since the functor \(\varphi\) is quasi-surjective, we can find an object \(T\) of \(\mathcal{E}\) and an object \(T_1\) of \(\mathcal{E}\) such that \(\varphi(T)\cong \varphi(T)\cong \varphi(T)\). Hence the objects \(\varphi(E)\cong \varphi(E)\cong \varphi(T)\cong \varphi(T)\) and \(\varphi(F)\cong \varphi(F)\cong \varphi(T)\cong \varphi(T)\) are isomorphic. Thus we can write \(x=[E]-[F]=i(d(E,F,T,F,T,T))\), where \(i\) is any isomorphism between \(\varphi(E)\cong \varphi(T)\) and \(\varphi(F)\cong \varphi(T)\). Now suppose there exists a functor \(\psi: \mathcal{E}\to \mathcal{E}\) such that \(\psi\varphi\cong \psi\varphi\). We will prove the injectivity of \(\psi\), which is the main part of the proof. If \(i(d(E,F,T,T))\neq 0\), then there exists an object \(T\) of \(\mathcal{E}\) such that \(\varphi(E)\cong \varphi(E)\cong \varphi(T)\cong \varphi(T)\). Hence \(d(E,F,T,F,T,T)\neq 0\), and \(d(G,G,T)\neq 0\), where \(G=E\cong T\) and \(\beta\) is the composition of \(\alpha\cong 1\) and the isomorphism from \(\varphi(E)\cong \varphi(E)\cong \varphi(T)\cong \varphi(T)\). Thus we have the commutative diagram

\[
\begin{array}{c}
\varphi(G) \xrightarrow{\beta} \varphi(G) \\
\downarrow \gamma \quad \downarrow \gamma \\
(\psi\varphi)(\varphi(G)) \cong (\psi\varphi)(\varphi(G)),
\end{array}
\]

where \(\gamma\) is induced by the isomorphism \(\Id_{\psi}\cong \psi\varphi\). If we write \((\psi\varphi)(\varphi(G))\) as \(\phi\psi(\varphi(G))\), we have \(\beta^{-1}\cdot (\psi\varphi)(\beta)\cdot \gamma\) and \(d(G,G,G)\neq 0\). Applying 2.14 twice, we obtain \(d(G,G,G)\neq 0\). But \(d(G,G,G)\neq 0\) from 2.14, and \(d(\psi\varphi)(G), \psi(G),\psi(G)\neq 0\) because the triple \((\psi\varphi)(G),\psi(G),\psi(G)\) is isomorphic to \((\psi\varphi)(G),\psi(G),\psi(G)\). Therefore thanks to the commutative diagram

\[
\begin{array}{c}
\varphi(\psi\varphi)(G) \xrightarrow{(\psi\varphi)(\beta)} (\psi\varphi)(\varphi(G)) = \varphi(\psi\varphi)(G) \\
\downarrow \quad \downarrow \Id \\
\varphi(\psi\varphi)(G) \xrightarrow{\Id} \varphi(\psi\varphi)(G).
\end{array}
\]

2.21. Lemma. Let \(A\) and \(A'\) be Banach algebras (with unit but not necessarily commutative), and let \(f: A \to A'\) be a continuous surjective ring homomorphism. Let \(A^*, A'^*\) denote the group of invertible elements in \(A, A'\) respectively. Let \(\sigma: I \to A'\) be a continuous map such that \(\sigma(t)\in A'^*\) for every point \(t\in I=[0,1]\), and such that \(\sigma(0)=e\) for some \(e\in A'^*\). Then there is an element \(\beta\in A'^*\) such that \(f(\beta)=\sigma(1)\).

Proof. For any Banach algebra \(C\) we have a continuous map \(\exp: C \to C^*\) defined by \(\exp(x)=1+x+x^2/2!+x^3/3!+\cdots\), and its image contains the set \(V\) of points \(x\) such that \(\|x-1\|<1\), since the logarithm function is defined on this set. Since \(I\) is compact, we can find a finite sequence of points \(t_i\in I\) such that \(0=t_0<t_1<t_2<\cdots<t_{n-1}=1\) with \(\sigma(t_i)^{-1}\sigma(t_{i+1})\in V\) for \(i=0,\ldots, n-1\). Let \(\sigma_i=\Log(\sigma(t_i)^{-1}\sigma(t_{i+1}))\) for \(i=0,\ldots, n-1\). Then \(\sigma_i=\sigma(1)\) can be written as \(\sigma(1)\exp(x_i^0)\exp(x_i^1)\cdots\)
exp(\(\alpha_{n-1}^\prime\)). For each \(i = 0, \ldots, n-1\) choose \(\alpha_i \in A\) such that \(f(\alpha_i) = \alpha_i^\prime\). Then \\
\(\beta = \alpha_0 \cdot \exp(\alpha_0) \cdot \exp(\alpha_1) \cdots \cdot \exp(\alpha_{n-1})\) is the point required. \(\dagger\)

The next lemma and proposition will be useful in the following chapters:

2.22. Lemma. Let \(B(X)\) denote, in general, the Banach algebra of continuous functions on the compact space \(X\), with values in the Banach algebra \(B\). Then, if the homomorphism \(f\) of Lemma 2.21 induces a surjective ring homomorphism \(\tilde{f}: A(I) \to A'(I)\), there exists a continuous map \(\sigma: I \to A^*\) such that \(\sigma(0) = \alpha\) and \(f(\sigma(i)) = \sigma'(i)\).

\[\text{Proof.} \quad \text{We apply Lemma 2.21 to the situation } \tilde{f}: A(I) \to A'(I), \text{ where } \alpha \text{ is replaced by the constant function } \tilde{a} \text{ defined by } \tilde{a}(i) = \alpha, \text{ and } \sigma' \text{ is replaced by } \tilde{\sigma}' : I \to A'(I)^* \text{ defined by } \tilde{\sigma}'(i)(a) = \sigma'(a_i). \text{ Therefore, we can find } \sigma_i \in A(I)^* \text{ such that } \tilde{f}(\sigma_i(i)) = \sigma_i'(i). \text{ Then } \sigma(i) = \sigma_i(i) \sigma_i(0)^{-1} \text{ has the required properties. } \square\]

2.23. Remark. Using more functional analysis it is possible to prove that \(A(X) \to A'(X)\) is surjective when \(f\) is surjective. We could also prove that \(A^* \to A'^*\) is a locally trivial fibration (hence a Serre fibration). However, these results are not necessary for our purposes.

2.24. Proposition. Let \(X\) be a compact space, \(X'\) a closed subspace, and \(E\) a vector bundle over \(X\). Let \(\alpha: E \to E\) be an automorphism, and \(\sigma: I \to \text{Aut}(E_{|X'})\) a continuous map such that \(\sigma(0) = \alpha\). Then there exists a continuous map \(\sigma: I \to \text{Aut}(E)\) such that \(\sigma(0) = \alpha\) and \(\sigma(i)|_{X'} = \sigma'(i)\).

\[\text{Proof.} \quad \text{This is a consequence of the previous lemma applied to } \Phi : \cdot : \text{End}(E) \to A\text{-}\text{End}(E_{|X'}) (1.5.10). \quad \square\]

2.25. Proposition. Let \(\varphi: \mathcal{C} \to \mathcal{C}'\) be a full Banach functor and let \(\tau = (E, E, \alpha')\) be an elementary triple. Then \(\tau\) is isomorphic to the triple \((E, E, \text{Id}_{\varphi(E)})\).

\[\text{Proof.} \quad \text{Let } A = \text{End}(E_{|X'}) \text{ be the Banach algebra } \text{End}(E) \text{ (resp. } \text{End}(\varphi(E))\). \text{ Then } \varphi \text{ induces a continuous ring homomorphism } A \to A' \text{ which is surjective. Since the triple } (E, E, \text{Id}_{\varphi(E)}) \text{ is elementary, we can find a continuous path } \sigma: I \to A'^*, \text{ such that } \sigma(0) = 1 \text{ and } \sigma(1) = \alpha'. \text{ From Lemma 2.21, we can find an automorphism } \alpha \text{ of } E \text{ such that } \varphi(\alpha) = \alpha'. \text{ Hence the triples } (E, E, \alpha') \text{ and } (E, E, \text{Id}_{\varphi(E)}) \text{ are isomorphic, as can be seen from the commutative diagram}

\[\begin{array}{ccc}
\varphi(E) & \xrightarrow{\varphi} & \varphi(E) \\
\downarrow{\varphi(\alpha)} & & \downarrow{\varphi(\text{Id})} \\
\varphi(E) & \xrightarrow{\text{Id}} & \varphi(E) \\
\end{array}\]
\[\square\]

2.26. Corollary. Let \(\varphi: \mathcal{C} \to \mathcal{C}'\) be a Banach functor which is full and quasi-surjective, and let \(K(\varphi)\) be the monoid obtained from the definition of \(K(\varphi)\) by replacing ele-
mentary triples by triples of the form \((E, E, \text{Id}_{\epsilon(G)})\). Then the natural map from \(K(\varphi)\) to \(K(\varphi')\) is an isomorphism. Hence \(K(\varphi)\) is an abelian group.

2.27. Remark. This corollary provides a purely algebraic description of \(K(\varphi)\) when \(\varphi\) is full and quasi-surjective. We identify the groups \(K(\varphi)\) and \(K(\varphi')\) from now on.

2.28. Proposition. Let \(d(E, F, \alpha')\) be an element of \(K(\varphi')\) where \(\varphi : \mathcal{C} \to \mathcal{C}'\) is a Banach functor which is full and quasi-surjective. Then \(d(E, F, \alpha') = 0\) if and only if there exists an object \(G\) of \(\mathcal{C}\) and an isomorphism \(\beta : E \oplus G \to F \oplus G\) such that \(\varphi(\beta) = \alpha' \oplus \text{Id}_{\epsilon(G)}\).

Proof. According to the previous corollary, we can find two triples \((G, G, \text{Id}_{\epsilon(G)})\) and \((H, H, \text{Id}_{\epsilon(H)})\) such that the triples \((E \oplus G, F \oplus G, \alpha' \oplus \text{Id}_{\epsilon(G)})\) and \((H, H, \text{Id}_{\epsilon(H)})\) are isomorphic. If \(f : E \oplus G \to H\) and \(g : F \oplus G \to H\) are the required isomorphisms, we have the commutative diagram

\[
\begin{array}{ccc}
\varphi(E \oplus G) & \xrightarrow{x \oplus \text{Id}_{\epsilon(G)}} & \varphi(F \oplus G) \\
\varphi(f) & & \varphi(g) \\
\varphi(h) & \xrightarrow{h_{\text{min}}} & \varphi(h)
\end{array}
\]

Hence, \(\alpha' \oplus \text{Id}_{\epsilon(G)} = \varphi(\beta)\) where \(\beta = g^{-1} \cdot f\). The converse is obvious. \(\square\)

2.29. By 2.7, we can apply the result above to the case for \(\delta : \delta(X)\), and \(\delta' : \delta(Y)\), where \(Y\) is a closed subspace of the compact space \(X\) and \(\varphi : \delta(X) \to \delta(Y)\) is the functor induced by the restriction of bundles. In this case we will use the notation \(K(\delta)\) instead of \(K(\varphi)\), and more precisely \(K_{\delta}(X, Y)\) or \(K_{\delta}(X, Y)\) if we want to specify the basic field. Paraphrasing Corollary 2.26, we may say that every element of \(K(\delta)\) can be written as \(d(E, F, \alpha)\), where \(E\) and \(F\) are vector bundles over \(Y\) and \(\alpha : E_Y \to F_Y\) is an isomorphism. Moreover, \(d(E, F, \alpha) = d(E', F', \alpha')\) if and only if there exist triples \((G, G, \text{Id}_{\epsilon(G)})\) and \((G', G', \text{Id}_{\epsilon(G')})\), and isomorphisms \(f : E \oplus G \to E' \oplus G'\) and \(g : F \oplus G \to F' \oplus G'\), such that the following diagram commutes:

\[
\begin{array}{ccc}
(E \oplus G)_Y & \xrightarrow{\alpha \oplus \text{Id}_{\epsilon(G)}} & (F \oplus G)_Y \\
\leftarrow f_Y & & \leftarrow g_Y \\
(E' \oplus G')_Y & \xrightarrow{\alpha' \oplus \text{Id}_{\epsilon(G')}} & (F' \oplus G')_Y
\end{array}
\]

From 2.20 we have the exact sequence

\[K(X, Y) \longrightarrow K(Y) \longrightarrow K(Y).\]
If $Y$ is a retract of $X$ (i.e., if the inclusion map $i: Y \rightarrow X$ admits a left-inverse), there is a functor $\psi: \mathcal{E}(Y) \rightarrow \mathcal{E}(X)$ which is a right-inverse to the restriction functor. Then, from the second part of 2.20, we have the split exact sequence

$$0 \longrightarrow K(X, Y) \longrightarrow K(X) \longrightarrow K(Y) \longrightarrow 0.$$ 

Finally, note that $K(X, \emptyset) \cong K(X)$.  

2.30. Example. Let $X = B^2$ (resp. $Y = S^1$) be the unit ball (resp. sphere) in $\mathbb{R}^2$. Then we define an element $d(E, F, \pi)$ of $K_4(X, Y) = K_4(B^2, S^1)$ by $E = F = B^2 \times \mathbb{C}$, and $\alpha(x, v) = (x, xv)$ for $x \in S^1 \subset B^2 \subset \mathbb{C}$. This element will play a vital role in Chapter III. We shall see later that $d(E, F, \alpha)$ is a generator of $K_4(B^2, S^1) \cong \mathbb{Z}$.  

2.31. Example. More generally, let $X = B^2 \times Z$ and $Y = S^1 \times Z$, where $Z$ is an arbitrary compact space. Let $G$ be a complex vector bundle over $Z$, and let $\pi^*(G)$ be its inverse image by the projection $\pi: B^2 \times Z \rightarrow Z$. Then we define an element $d(E, F, \alpha)$ of $K_4(X, Y) = K_4(B^2 \times Z, S^1 \times Z)$ by $E = F = \pi^*(G) = B^2 \times G$, and $\alpha(x, v) = (x, xv)$ for $x \in S^1 \subset B^2 \subset \mathbb{C}$. In 1.1.1 we will see that the correspondence $G \mapsto d(E, F, \alpha)$ induces an isomorphism $K_4(Z) \cong K_4(B^2 \times Z, S^1 \times Z)$.  

2.32. Example. Let $\phi: \mathcal{E} \rightarrow \mathcal{E}^\prime$ be the quotient functor of 2.10. Then we can define an element $d(E, F, \alpha)$ of $K(\phi)$ by choosing $E = F = \mathbb{R} \oplus \mathbb{R} \oplus \cdots \oplus \mathbb{R} \oplus \cdots$ (Hilbert sum of $N_\infty$ copies of the basic field $k = \mathbb{R}$ or $\mathbb{C}$), and $\alpha$, the class of the endomorphism $(x_1, x_2, \ldots, x_n, \ldots) \mapsto (x_2, x_3, \ldots, x_n, \ldots)$, which is invertible in $\mathcal{E}^\prime$ (but not in $\mathcal{E}$). It can be proved that $d(E, F, \alpha)$ is a generator of $K(\phi) \cong \mathbb{Z}$ (Exercise 6.12 and Example 2.18).  

2.33. The group $K(X, Y)$ depends "functorially" on the pair $(X, Y)$. More precisely, recall that a morphism between pairs $(X, Y)$ and $(X', Y')$ is a continuous map $f: X \rightarrow X'$ such that $f(Y) \subset Y'$. Such a morphism induces a commutative diagram of categories

$$
\begin{array}{ccc}
\delta(X) & \longrightarrow & \delta(Y) \\
\downarrow f_* & & \downarrow f^* \\
\delta(X') & \longrightarrow & \delta(Y').
\end{array}
$$

where $f_* = f|_Y$, hence a morphism (again denoted $f^*$) between $K(X, Y)$ and $K(X', Y')$ given by the formula

$$f^*(d(E', F', \alpha')) = d(f^*(E), f^*(F), f^*(\alpha')).$$

2.34. Now consider the "quotient space" $X/Y$. If $Y$ is non-empty, then $X/Y$ is the compact space obtained by the identification of $Y$ to a single point $\{y\}$. If $Y$ is empty, $X/Y$ is the disjoint union of $Y$ and a point outside, again denoted by $\{y\}$.  


Notice that $X/Y$ is actually the one point compactification of the locally compact space $X - Y$.

2.35. **Theorem** (Excision). *The projection $\pi: X \to X/Y$ induces an isomorphism *

$$\pi^*: K(X/Y, \{y\}) \to K(X, Y).$$

**Proof.** For $Y$ empty, we leave the trivial verification to the reader. For $Y$ non-empty, the proof breaks into two parts:

a) $\pi^*$ is surjective. Let $d(\mathcal{E}, E, a)$ be an element of $K(X, Y)$. By adding the same bundle to $E$ and $F$, we may assume without loss of generality, that $F$ is a trivial bundle, say $\theta_Y$. We want to find a triple $(\mathcal{E}', F', a')$ defining an element of $K(X/Y, \{y\})$, such that the triples $(\pi^*(\mathcal{E}'), \pi^*(F'), \pi^*(a'))$ and $(E, F, a)$ are isomorphic with $\pi: Y \to \{y\}$. According to 1.5.11, there is a closed neighbourhood $V$ of $Y$ and an isomorphism $\beta: E_V \to F_V$, such that $\beta|_Y = \pi$. Let $E'$ be the vector bundle over $X/Y$ obtained by clutching the bundle $E|_{X - Y}$ and the trivial bundle of rank $n$ over $V - Y$, using $\beta|_{V - Y}$ (note that $X - Y \cong X/Y - \{y\}$ and $V - Y \cong V(Y - \{y\})$). Let $F'$ be the trivial bundle of rank $n$ over $X/Y$, and let $\alpha': E'|_{X - Y} \to F'|_{X - Y}$ be the isomorphism induced by the above clutching.

Then we can define an isomorphism $f: E \to \pi^*(E')$ by $f|_{X - Y} = \text{Id}$, with the identification $\pi^*E'|_{X - Y} = E|_{X - Y}$, and $f|_Y = \text{Id}$ with the identification $\pi^*(E')|_Y = \theta|_Y$ (1.3.3). It is now straightforward to check that the diagram

$$
\begin{array}{ccc}
E|_Y & \rightarrow & F|_Y \\
\downarrow f|_Y & & \downarrow \pi^*|_Y \\
\pi^*(E')|_Y & \rightarrow & \pi^*(F')|_Y 
\end{array}
$$

is commutative.

b) $\pi^*$ is injective. Let $d(\mathcal{E}', E', a')$ be an element of $K(X/Y, \{y\})$ such that $\pi^*(d(\mathcal{E}', E', a')) = d(\pi^*(\mathcal{E}'), \pi^*(E'), \pi^*(a')) = 0$. According to 2.28, there is a bundle $T$ over $X$ such that $\pi^*(a') \otimes \text{Id}_T$ can be extended by an isomorphism $\beta: \pi^*(E') \otimes T \to \pi^*(E') \otimes T$. As before we may assume that $T$ is trivial. Let $T'$ be the trivial bundle over $X/Y$ of the same rank as $T$. Let $\beta: E' \otimes T' \to F' \otimes T'$ be the isomorphism which is equal to $\beta$ over $X - Y$, and to $\alpha'$ over $\{y\}$. It is clear that $\beta'$ is continuous and is an extension of $\alpha' \otimes \text{Id}_{T'}$ over $X/Y$. Hence $d(\mathcal{E}', E', a') = d(\mathcal{E}' \otimes T', F' \otimes T', \alpha' \otimes \text{Id}_{T'}) = 0$ by 2.28 again. \(\square\)

2.36. **Remark.** Since $\{y\}$ is a retract of $X/Y$, we have $K(X/Y, \{y\}) \approx \text{Ker}(K(X/Y) \to K(\{y\})) \approx K(X/Y)$ from 2.29.

2.37. **Corollary.** Let $X_1$ and $X_2$ be closed subspaces of $X$ such that $X_1 \cup X_2 = X$. Then the inclusion $(X_1, X_1 \cap X_2) \to (X_1 \cup X_2, X_2)$ induces an isomorphism

$$K(X_1 \cup X_2, X_2) \to K(X_1, X_1 \cap X_2).$$
Proof. This follows directly from the commutative diagram

\[
\begin{array}{c}
(X_1, X_1 \cap X_2) \\
\downarrow \\
(X_1/(X_1 \cap X_2), \{y\}) \rightarrow ((X_1 \cup X_2)/X_2, \{y\}),
\end{array}
\]

where \( X_1/(X_1 \cap X_2) \approx (X_1 \cup X_2)/X_2 \) since the spaces \( X_1 - (X_1 \cap X_2) \) and \( (X_1 \cup X_2) - X_2 \) are homeomorphic. \( \Box \)

2.38. Example. Let \( B^n \) (resp. \( S^{n-1} \)) be the unit ball (resp. sphere) in \( \mathbb{R}^n \). The space \( B^n/S^{n-1} \) may be identified with \( S^n \) in the following way. By orthogonal projection on \( \mathbb{R}^n \), the upper hemisphere \( S^n_+ \) is homeomorphic to \( B^n \).
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Every point of \( S^n \) may be written as \( v \sin \theta + \varepsilon \cos \theta, \) \(-\pi/2 \leq \theta \leq \pi/2\), where \( v \in S^{n-1} \) and \( \varepsilon \) is the last basis vector of \( \mathbb{R}^{n+1} \). This representation is unique if the point is not \( \pm \varepsilon \). Now let \( \gamma : S^n_+ \rightarrow S^n \) be the map defined by \( \gamma(v \sin \theta + \varepsilon \cos \theta) = v \sin (2\theta) + \varepsilon \cos (2\theta) \). Then \( \gamma \) is well-defined even for the point \( \pm \varepsilon \), continuous, and induces a homeomorphism from \( S^n_+/S^{n-1} \approx B^n/S^{n-1} \) to \( S^n \).

From 2.29. 2.35, and 1.34, it follows that

\[ K(B^n, S^{n-1}) \approx K(B^n/S^{n-1}, \{y\}) \approx \tilde{K}(S^n) = \pi_{n-1}(GL(k)). \]

Hence \( K_0(B^n, S^{n-1}) \approx \pi_{n-1}(GL(\mathbb{R})) \approx \pi_{n-1}(O) \) and \( K_0(B^n, S^{n-1}) \approx \pi_{n-1}(U) \). In particular, we have \( K_0(B^n, S^1) \approx \pi_1(U) \approx \pi_1(U(1)) \approx \mathbb{Z} \).

2.39. Example. More generally, let us consider the sequence

\[ K(X \times B^n, X \times S^{n-1}) \xrightarrow{u} K(X \times S^n, X) \xrightarrow{v} \tilde{K}(X \times S^n)/X. \]

By the same argument as above, \( u \) is an isomorphism, also \( v \) is an isomorphism by 2.35. Hence \( uv \) is an isomorphism.

2.40. Example. Let \((X, A)\) and \((Y, B)\) be pairs of compact spaces. Then \((X - A) \times (Y - B)\) is homeomorphic to \(X \times Y - C\), where \(C = X \times B \cup A \times Y\) On the other hand, if \(Z\) and \(T\) are compact spaces with base points \(z_0\) and \(t_0\), define \(Z \times T\) as the subspace of the product \(Z \times T\) consisting of points \((z, t)\) such that \(z = z_0\) or \(t = t_0\), and define \(Z \times T\) to be \(Z \times T/Z \times T\). Then, for \(Z = X/A\) and \(T = Y/B\), we have \(Z \times T = Z \times T \approx X \times Y - C\), and so \(K(X \times Y, X \times B \cup A \times Y) \approx \tilde{K}(X/A \times Y/B)\).
2.41. Example. If $Z$ is a space with base point $z_0$, we define its reduced suspension $S(Z)$ to be $Z \cup S^1 \approx Z \times I / (Z \times \{0\} \cup Z \times \{1\} \cup \{z_0\} \times I)$. This is the quotient of the suspension $S'(Z)$ considered in I.3.14 by $\{z_0\} \times I$. It may also be interpreted as the one point compactification of $(Z - \{z_0\}) \times \mathbb{R}$. For $n \geq 2$, the $n^{th}$ suspension of $Z$ is inductively defined by $S^n(Z) = S(S^{n-1}(Z))$, and is the one point compactification of $(Z - \{z_0\}) \times \mathbb{R}^n$. Now let us consider the group $K(X \times B^*, X \times S^{n-1} \cup Y \times B^*)$, where $Y$ is a closed subspace of a compact space $X$. Then $X \times B^* - X \times S^{n-1} \cup Y \times B^* \approx (X - Y) \times \mathbb{R}^n$. Hence $K(X \times B^*, X \times S^{n-1} \cup Y \times B^*) \approx \bar{K}(S^n(X/Y))$ by 2.29 and 2.35.

2.42. Theorem. Let $Y$ be a closed subspace of a compact space $X$. Then, we have the exact sequence

$$
\tilde{K}(X/Y) \rightarrow \tilde{K}(X) \rightarrow \tilde{K}(Y).
$$

Proof. From 2.35, 2.36, and 2.29, we have the exact sequence

$$
\tilde{K}(X/Y) \rightarrow K(X) \rightarrow K(Y).
$$

The exact sequence in the theorem now follows from the commutative diagram

\[
\begin{array}{ccc}
0 & 0 \\

0 & Z & Z \\

K(X, Y) & K(X) & K(Y) \\

\approx & & \\

\tilde{K}(X, Y) & \tilde{K}(X) & \tilde{K}(Y) \\

& & 0 \\
\end{array}
\]

2.43. Theorem. Let $f_0, f_1: (X, Y) \rightarrow (X', Y')$ be continuous maps between pairs, such that $f_0$ and $f_1$ are homotopic. Then $f_0$ and $f_1$ induce the same homomorphism $(f_0)^* = (f_1)^*: K(X', Y') \rightarrow K(X, Y)$.

Proof. Let $f: (X \times I, Y \times I) \rightarrow (X', Y')$ be the homotopy between $f_0$ and $f_1$. Then $f$ induces a homotopy between the quotient maps $\bar{f}_0, \bar{f}_1: X/Y \rightarrow X'/Y'$. Hence $(\bar{f}_0)^*$ and $(\bar{f}_1)^*$ define the same homomorphism from $\tilde{K}(X'/Y')$ to $\tilde{K}(X/Y)$. The theorem now follows from the commutative diagram

\[
\begin{array}{ccc}
K(X', Y') & f_0^* & K(X, Y) \\
\approx & & \\
\tilde{K}(X'/Y') & \bar{f}_0^* & \tilde{K}(X/Y) \\
\end{array}
\]

$\varepsilon = 0, 1$, and 2.35–36.

Exercise II.6.13.
3. The Group $K^{-1}$ of a Banach Category. The Group $K^{-1}(X)$

3.1. Before expanding the theory any further, let us take a brief look at the
direction we will follow in the next sections. Our general purpose is to construct
groups $K^n(X, Y)$, $n \in \mathbb{Z}$, $X$ compact, and $Y$ closed in $X$, which depend in a contra-
variant way on the pair $(X, Y)$. In addition we want to construct the "connecting homomorphisms", i.e. natural transformations

$$\partial^m: K^{-1}(Y) \longrightarrow K^n(X, Y).$$

Finally we want the following axioms to be satisfied:

(i) **Exactness.** The sequence

$$K^{-1}(X) \xrightarrow{j^*} K^{-1}(Y) \xrightarrow{\partial^m} K^n(X, Y) \xrightarrow{i^*} K^n(X) \xrightarrow{j^*} K^n(Y)$$

is exact, where in general $K^n(Z) = K^n(Z, \emptyset)$ and the maps $j^*$ and $i^*$ are induced by inclusions $(Y, \emptyset) = (X, \emptyset)$ and $(X, \emptyset) = (X, Y)$ respectively.

(ii) **Homotopy.** If $f_j, f_1: (X, Y) \to (X', Y')$ are homotopic continuous maps

between pairs, they induce the same homomorphisms $(f_j)^* = (f_1)^*: K^n(X', Y') \to K^n(X, Y)$.

(iii) **Excision.** The projection $(X, Y) \to (X/Y, [y])$ induces an isomorphism

$$K^n(X/Y, [y]) \xrightarrow{\sim} K^n(X, Y).$$

(iv) **Normalization.** The functor $K^0(X) = K^0(X, \emptyset)$ is the functor $K(X)$

constructed in Section 1.1.

So far we have only completed a small part of this task. If we define $K^0(X, Y)$
to be $K(X, Y)$, we have proved the exactness of the sequence

$$K^0(X, Y) \xrightarrow{i^*} K^0(X) \xrightarrow{j^*} K^0(Y)$$

in 2.20 and 2.29. We have also proved the homotopy and excision axioms for $n=0$
in 2.43 and 2.35 respectively. In the next two sections we will construct "half" of the
theory, i.e. the functors $K^n(X, Y)$ for $n<0$.

The construction of the other half of the theory, i.e. the functors $K^n(X, Y)$ for $n>0$, is much more difficult. This will be done in chapter III after we prove the "periodicity" of the functors $K^n(X, Y)$ (precisely $K^n(X, Y) \approx K^{n-2}(X, Y)$ and $K^n(X, Y) \approx K^{n-2}(X, Y)$.

It would be possible to present all these results within the framework of Banach
categories as in the author's thesis [2]; however, in the interest of avoiding lengthy
developments we will mainly restrict ourselves to the category of vector bundles.
The interested reader may consult the reference above or the exercises for many
generalizations of the material in the next sections.

3.2. Let $\mathcal{C}$ be a Banach category. In this section we define a group $K^{-1}(\mathcal{C})$ which
depends functorially on $\mathcal{C}$ (when $\mathcal{C} = \mathcal{C}(X)$, $K^{-1}(\mathcal{C})$ will be denoted by $K^{-1}(X)$).
If $\phi: \mathcal{C} \rightarrow \mathcal{C}'$ is a quasi-surjective Banach functor, we also construct a “connecting homomorphism”

$$\delta: K^{-1}(\mathcal{C}') \rightarrow K(\phi)$$

which is included in an exact sequence

$$K^{-1}(\mathcal{C}) \rightarrow K^{-1}(\mathcal{C}') \rightarrow K(\phi) \rightarrow K(\mathcal{C}) \rightarrow K(\mathcal{C}')$$

When $\phi: \mathcal{C}(X) \rightarrow \mathcal{C}'(Y)$ is the restriction functor, this sequence can be written as

$$K^{-1}(X) \rightarrow K^{-1}(Y) \rightarrow K^0(X, Y) \rightarrow K^0(Y)$$

and is the sequence of the exactness axiom for $n=0$.

3.3. More precisely, consider the set of pairs $(E, \alpha)$, where $E$ is an object of $\mathcal{C}$ and $\alpha$ is an automorphism of $E$. Two pairs $(E, \alpha)$ and $(E', \alpha')$ are isomorphic if there is an isomorphism $h: E \rightarrow E'$ in the category $\mathcal{C}$, such that the following diagram commutes:

$$
\begin{array}{ccc}
E & \xrightarrow{h} & E' \\
\alpha \downarrow & & \downarrow \alpha' \\
E' & \xrightarrow{h} & E'
\end{array}
$$

As in the definition of $K(\phi)$, we define the sum of two pairs $(E_0, \alpha_0)$ and $(E_1, \alpha_1)$ to be $(E_0 \oplus E_1, \alpha_0 \oplus \alpha_1)$. A pair $(E, \alpha)$ is elementary if $\alpha$ is homotopic to $\text{Id}_E$ with the automorphisms of $E$. Finally, $K^{-1}(\mathcal{C})$ is defined as the quotient of the set of pairs by the following equivalence relation: $\alpha \sim \alpha' \iff \exists \beta$ and $\gamma$ elementary such that $\alpha + \beta = \alpha' + \gamma$. The sum of pairs induces an abelian monoid structure on $K^{-1}(\mathcal{C})$. We will let $d(E, \alpha)$ denote the class of $(E, \alpha)$ in $K^{-1}(\mathcal{C})$.

3.4. Proposition. We have the relation $d(E, \alpha) + d(E, \alpha^{-1}) = 0$. Thus $K^{-1}(\mathcal{C})$ is an abelian group.

Proof. By definition $d(E, \alpha) + d(E, \alpha^{-1}) = d(E \oplus E, \alpha \oplus \alpha^{-1})$. But $\alpha \oplus \alpha^{-1}$ can be written in the form

$$
\begin{pmatrix}
\alpha & 0 \\
0 & \alpha^{-1}
\end{pmatrix} =
\begin{pmatrix}
0 & -\alpha \\
\alpha^{-1} & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix},
$$

and each of the matrices on the right is homotopic to $\text{Id}_{E \oplus E}$ as was shown in 2.14. Therefore, $d(E \oplus E, \alpha \oplus \alpha^{-1}) = 0$.  

3.5. Proposition. Let $\alpha$ and $\alpha'$ be automorphisms of $E$ which are homotopic within the automorphisms of $E$. Then $d(E, \alpha) = d(E, \alpha')$. 
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Proof. We have $d(E, \alpha) - d(E, \alpha') = d(E, \alpha) + d(E, \alpha'^{-1}) = d(E \oplus E, \alpha \oplus \alpha'^{-1})$ by 3.4. But the automorphism $\alpha \oplus \alpha'^{-1}$ is homotopic to $\alpha \oplus \alpha'^{-1}$, hence to $\text{Id}_{E \oplus E}$. Therefore the pair $(E \oplus E, \alpha \oplus \alpha'^{-1})$ is elementary and $d(E \oplus E, \alpha \oplus \alpha'^{-1}) = 0$. □

3.6. Proposition. We have the formula

$$d(E, \alpha) + d(E, \beta) = d(E, \alpha \beta) = d(E, \beta \alpha).$$

Proof. Consider

$$d(E, \alpha) + d(E, \beta) = d(E \oplus E, \alpha \oplus \beta) \quad \text{and} \quad d(E, \alpha \beta) = d(E \oplus E, \alpha \beta \oplus \text{Id}_E).$$

By 3.5, they are equal if $\alpha \oplus \beta$ and $\alpha \beta \oplus \text{Id}_E$ are homotopic within the automorphisms of $E \oplus E$. But $(\alpha \oplus \beta)^{-1}((\alpha \oplus \beta) \oplus \text{Id}_E) = \beta \oplus \beta'^{-1}$ is homotopic to $\text{Id}_{E \oplus E}$ as was shown in 3.4. Moreover, $d(E, \alpha \beta) = d(E, \beta) + d(E, \alpha) = d(E, \alpha) + d(E, \beta)$. □

3.7. Lemma. The class $d(E, \alpha)$ is 0 if and only if there is an object $G$ of $\mathcal{C}$, such that $\alpha \oplus \text{Id}_G$ is homotopic to $\text{Id}_{E \oplus G}$ within the automorphisms of $E \oplus G$.

Proof. Suppose $d(E, \alpha) = 0$. By the definition of $K^{-1}(\mathcal{C})$, there exist elementary pairs $(G, \eta)$ and $(G', \eta')$ with an isomorphism $h: E \oplus G \to G'$, such that the following diagram commutes:

$$
\begin{array}{ccc}
E \oplus G & \xrightarrow{h} & G' \\
\alpha \oplus \eta & \downarrow & \eta' \\
E \oplus G & \xrightarrow{h} & G'
\end{array}
$$

From this we see that $\alpha \oplus \text{Id}_G$ is homotopic to $\alpha \oplus \eta = h^{-1} \cdot \eta' \cdot h$, which is homotopic to $h^{-1} \cdot \text{Id}_{G} \cdot h = \text{Id}_{E \oplus G}$. The converse is obvious. □

3.8. Proposition. We have $d(E, \alpha) = d(F, \beta)$ if and only if there is an object $G$ of $\mathcal{C}$, such that $\alpha \oplus \text{Id}_F \oplus \text{Id}_G$ and $\beta \oplus \text{Id}_F \oplus \text{Id}_G$ are homotopic within the automorphisms of $E \oplus F \oplus G$.

Proof. Suppose $d(E, \alpha) = d(F, \beta)$. Then $d(E, \alpha) - d(F, \beta) = d(E \oplus F, \alpha \oplus \beta^{-1}) = 0$ from 3.4. Therefore, there is an object $G$ of $\mathcal{C}$ such that $\alpha \oplus \beta^{-1} \oplus \text{Id}_G$ is homotopic to $\text{Id}_{E \oplus F \oplus G}$ from 3.7. Multiplying this homotopy by $\text{Id}_E \oplus \beta \oplus \text{Id}_G$, we can see that $\alpha \oplus \text{Id}_F \oplus \text{Id}_G$ and $\beta \oplus \text{Id}_F \oplus \text{Id}_G$ are homotopic. Again, the converse is obvious. □

3.9. Remark. The proposition above gives an equivalent definition of the group $K^{-1}(\mathcal{C})$. 
3.10. Example. Let \( A \) be a Banach algebra (with unit but not necessarily commutative), and let \( \mathcal{C} = \mathcal{L}(A) \) be the category of finitely generated free right \( A \)-modules. Let \( GL_n(A) \) be the group of invertible \( n \times n \) matrices with coefficients in \( A \) and let \( GL_\infty(A) = \lim\limits_{\text{inj}} GL_n(A) \). We define a map \( \gamma: \mathcal{K}^{-1}(\mathcal{C}) \to \pi_0(GL(A)) = \lim\limits_{\text{inj}} \pi_0(GL_n(A)) \) by \( \gamma(d(A), x) = \text{class of } x \in \pi_0(GL(A)) \). Since the matrices of \( x \otimes \text{Id}_A \) and \( \text{Id}_A \otimes x \) belong to the same connected component in \( GL_2(A) \) (computation of 3.4), Proposition 3.8 shows that this map is well defined. Moreover, by 3.6 we know that \( \gamma \) is a group map if we provide \( \pi_0(GL(A)) \) with the (abelian) group structure induced by the product of matrices. Finally \( \gamma \) is clearly surjective and injective by 3.7.

3.11. Example. Let \( \mathcal{E}_{\mathbb{A}} \) be the category of finite dimensional \( k \)-vector spaces. According to Example 3.10 above, \( \mathcal{K}^{-1}(\mathcal{E}_{\mathbb{A}}) \cong \pi_0(GL(\mathbb{C})) = 0 \) and \( \mathcal{K}^{-1}(\mathcal{E}_{\mathbb{R}}) \cong \pi_0(GL(\mathbb{R})) \cong \mathbb{Z}/2 \).

3.12. Example. Let \( H \) be an infinite dimensional Hilbert space, and let \( \mathcal{H} \) be the closed two-sided ideal of completely continuous operators (i.e., limits of operators of finite rank). Let \( A = \text{End}(H) \cdot \mathcal{H} \) be the quotient algebra (called the Calkin algebra in functional analysis). Then \( \pi_0(GL(A)) \cong \mathbb{Z} \) by exercise 6.12. Therefore \( \mathcal{K}^{-1}(\mathcal{H}(A)) \cong \mathbb{Z} \).

3.13. Let \( \mathcal{G} \) be an arbitrary Banach category, and let \( \mathcal{G} \) be the associated pseudo-abelian category (1.6.9). Then the canonical functor \( \varphi: \mathcal{G} \to \mathcal{G} \) induces group maps \( K^*(\mathcal{G}) \to K^*(\mathcal{G}) \) and \( \mathcal{K}^{-1}(\mathcal{G}) \to \mathcal{K}^{-1}(\mathcal{G}) \). We know that the first map is not bijective in general (3.10 and 1.6.16). However, we have the following result for the second map.

3.14. Theorem. The map

\[ \varphi: \mathcal{K}^{-1}(\mathcal{G}) \longrightarrow \mathcal{K}^{-1}(\mathcal{G}) \]

is bijective.

Proof.

a) \( \varphi \) is surjective. Let \( d(E, x) \in K^{-1}(\mathcal{G}) \), and let \( T \) (resp. \( F \)) be an object of \( \mathcal{G} \) (resp. \( \mathcal{G} \)) such that \( \varphi(T) \cong E \oplus F \). Then \( d(E, x) = d(E \oplus F, x \otimes \text{Id}_F) = d(T, \beta) \), where \( \beta \) is the unique automorphism of \( T \) such that \( \varphi(\beta) = h \cdot (x \otimes \text{Id}_F) \cdot h^{-1} \) (this is possible since \( \varphi \) is fully faithful; cf. 1.6.10).

b) \( \varphi \) is injective. Let \( d(E, x) \in K^{-1}(\mathcal{G}) \) such that \( \varphi(d(E, x)) = 0 \). By 3.7 there is an object \( G \) of \( \mathcal{G} \), which we may assume to be of the form \( \varphi(E) \); since \( \varphi \) is quasi-surjective, such that \( \varphi(x) \otimes \text{Id}_{\varphi(E)} \) is homotopic to \( \text{Id}_{\varphi(E)} \otimes \varphi(E) \) within the automorphisms of \( \varphi(E) \oplus \varphi(E) \). Since \( \varphi \) is fully faithful, it follows that \( x \otimes \text{Id}_E \) is homotopic to \( \text{Id}_E \otimes x \) within the automorphisms of \( E \oplus E \). Hence \( d(E, x) = d(E \oplus E, x \otimes \text{Id}_E) = 0 \).

3.15. Example. Let \( \mathcal{G} = \mathcal{L}(A) \), where \( A \) is a Banach algebra. Then \( \mathcal{G} \sim \mathcal{L}(A) \) by I.6.16. Therefore \( \mathcal{K}^{-1}(\mathcal{G}(A)) \cong \pi_0(GL(A)) \).
3.16. In the proof of Theorem 3.14, we only used the fact that the functor \( \phi : \mathcal{O} \to \mathcal{B} \) is fully faithful and quasi-surjective. Thus, if we replace \( \mathcal{O} \) by \( \mathcal{O}_T(X) \), the category of trivial bundles over a compact space \( X \), replace \( \mathcal{B} \) by \( \mathcal{B}(X) \), the category of locally trivial vector bundles over \( X \) (1.6.5), and let \( \phi : \mathcal{O}_T(X) \to \mathcal{B}(X) \) be the inclusion functor, the same proof gives an isomorphism

\[
K^{-1}(\mathcal{O}_T(X)) \to K^{-1}(\mathcal{B}(X)).
\]

In order to compute \( K^{-1}(\mathcal{O}_T(X)) \), and hence \( K^{-1}(\mathcal{B}(X)) \), we will often make use of the following fact. For \( E \) and \( F \) vector bundles over \( X \), there exists a bijective correspondence between the continuous maps from \( Y \) to \( \text{Hom}(E, F) \) and \( \text{Hom}(\pi^*(E), \pi^*(F)) \), where \( \pi : X \times Y \to X \). This is true for trivial bundles because \( F(X \times Y, k^n) \cong F(Y, F(X, k^n)) \), where \( F \) denotes the function space of continuous maps. This is also true for arbitrary vector bundles since they are direct factors of trivial bundles for instance.

3.17. Theorem. Let \( X \) be a compact space and let \( \{X, \mathcal{C}, \mathcal{O}(k)\} \approx \text{inj lim}[X, \mathcal{GL}_d(k)], \) \( k = \mathbb{R} \) or \( \mathbb{C} \), be the set of homotopy classes of continuous maps from \( X \) to \( \mathcal{GL}_d(k) \), provided with the group structure induced by the product of matrices. Let \( u : \text{inj lim}[X, \mathcal{GL}_d(k)] \to K^{-1}(\mathcal{O}_T(X)) = K^{-1}(\mathcal{B}(X)) \) be the map defined by \( u_n \to u(\theta_n, \theta_n) \), where \( \theta_n = X \times k^n \). Then \( u \) is an isomorphism.

**Proof.** By the above remark, \( [X, \mathcal{GL}_d(k)] \approx \pi_0(\mathcal{GL}_d(A)) \) where \( A \) is the Banach algebra of continuous functions on \( X \) with values in \( k \). Moreover, the map \( u \) factors into

\[
\text{inj lim}[X, \mathcal{GL}_d(k)] \to K^{-1}(\mathcal{O}_T(X)) \cong K^{-1}(\mathcal{B}(X))
\]

where we use the category equivalence \( \mathcal{O}_T(X) \sim \mathcal{B}(A) \) exhibited in the proof of 1.6.18. Thus the theorem is essentially a consequence of 3.14. \( \square \)

3.18. **Remark.** It is easy to give a direct proof of theorem 3.17 (without using Banach algebras) along the lines of 3.14.

3.19. **Corollary.** Let \( O = \text{inj lim} O(n) \), (resp. \( U = \text{inj lim} U(n) \)) be the infinite orthogonal group (resp. the infinite unitary group). Then we have natural isomorphisms

\[
[X, O] \approx \text{inj lim}[X, O(n)] \to K^{-1}(X)
\]

and

\[
[X, U] \approx \text{inj lim}[X, U(n)] \to K^{-1}(X).
\]

3.20. **Example.** Let \( X \) be the sphere \( S^p \) with base point \( e \). We define a map \( [S^p, \mathcal{GL}(k)]_{\mathcal{O}} \to \pi_0(\mathcal{GL}(k)) \times \pi_0(\mathcal{GL}(k)) \) by \( \alpha \to (\alpha, \alpha(e)) \) where \( \alpha(x) = \alpha(x)\alpha(e)^{-1} \). It is easy to show that this map is bijective. Hence \( K^{-1}(S^p) \cong K^{-1}(e) \oplus K(S^{p+1}) \) (1.34).
3.21. Let \( \phi : \mathcal{C} \to \mathcal{C}' \) be a quasi-surjective Banach functor. Following the outline given in 3.2, we are going to define a "connecting homomorphism"

\[ \hat{\partial} : K^{-1}(\mathcal{C}') \to K(\phi). \]

Let \( d(E', a') \) be an element of \( K^{-1}(\mathcal{C}') \). Since \( \phi \) is quasi-surjective, there is an object \( E \) of \( \mathcal{C} \), an object \( F' \) of \( \mathcal{C}' \), and an isomorphism \( h : \phi(E) \to E' \oplus F' \). Let \( \alpha : \phi(E) \to \phi(E) \) be the isomorphism which makes the diagram

\[
\begin{array}{ccc}
E' \oplus F' & \xrightarrow{h} & \phi(E) \\
\downarrow \alpha' \oplus \text{Id}_{F'} & & \downarrow \alpha \\
E' \oplus F' & \xrightarrow{h} & \phi(E)
\end{array}
\]

commutative. Then \( d(E, E, \alpha) \) is the element of \( K(\phi) \) associated with \( d(E', a') \) by \( \hat{\partial} \). We must prove that this element is independent of the choices \( F' \), \( E \) and \( h \). Let \( \bar{F}' \), \( \bar{E} \) and \( \bar{h} \) be other choices, and let \( d(\bar{E}, \bar{E}, \bar{\alpha}) \) be the new element of \( K(\phi) \) thus obtained. Then we have \( d(E, E, \alpha) = d(\bar{E} \oplus \bar{E}, \bar{E} \oplus \bar{E}, \alpha \oplus 1) \) where \"\( \alpha \oplus 1 \)\" is included in the commutative diagram

\[
\begin{array}{ccc}
(E' \oplus F') \oplus (E' \oplus \bar{F}') & \xrightarrow{h \oplus \bar{h}} & \phi(E) \oplus \phi(E) \\
\downarrow \gamma & & \downarrow \alpha \oplus \text{Id}_{E'} \\
(E' \oplus F') \oplus (E' \oplus \bar{F}') & \xrightarrow{h \oplus \bar{h}} & \phi(E) \oplus \phi(E),
\end{array}
\]

where \( \gamma = (\alpha' \oplus \text{Id}_{F'}) \oplus (\text{Id}_{E'} \oplus \text{Id}_{F'}). \) As was shown in 3.4, \( \gamma \) is homotopic to \( \bar{\gamma} = (\text{Id}_{E} \oplus \alpha' \oplus \text{Id}_{F'}) \oplus (\alpha' \oplus \text{Id}_{F'}) \) within the automorphisms of \( E' \oplus F' \oplus \bar{E}' \oplus \bar{F}' \). Therefore, \( \bar{\gamma} \oplus \text{Id}_{E'} \) is homotopic to \( \text{Id}_{E} \oplus \alpha \), as is shown by the analogous commutative diagram

\[
\begin{array}{ccc}
(E' \oplus F') \oplus (E' \oplus \bar{F}') & \xrightarrow{h \oplus \bar{h}} & \phi(E) \oplus \phi(E) \\
\downarrow \gamma & & \downarrow \text{Id}_{E} \oplus \alpha \\
(E' \oplus F') \oplus (E' \oplus \bar{F}') & \xrightarrow{h \oplus \bar{h}} & \phi(E) \oplus \phi(E).
\end{array}
\]

According to 2.15, we have the identity \( d(E \oplus \bar{E}, \bar{E} \oplus \bar{E}, \alpha \oplus \text{Id}_{E'}) = d(\bar{E} \oplus \bar{E}, \bar{E} \oplus \bar{E}, \text{Id}_{E'} \oplus \alpha) \), showing that \( \hat{\partial} \) is well-defined and natural.

3.22. **Theorem.** The sequence

\[ K^{-1}(\mathcal{C}) \xrightarrow{\hat{j}} K^{-1}(\mathcal{C'}) \xrightarrow{E} K(\phi) \xrightarrow{\hat{\partial}} K(\mathcal{C}) \]

is exact.
Proof. From 2.20, we only have to prove exactness at \( K(\phi) \) and \( K^{-1}(\phi') \).

a) Exactness at \( K(\phi) \). Let \( d(E, x') \) be an element of \( K^{-1}(\phi') \). Since \( \phi \) is quasi-surjective, we may assume without loss of generality that \( E' \) is of the form \( \phi(E) \). Then \( \tilde{\phi}(d(E', x')) = d(E, E, x') \) and \( (i, \tilde{\phi})(d(E', x')) = [E] - [E] = 0 \).

Conversely, let \( d(E, F, x) \) be an element of \( K(\phi) \) such that \( i(d(E, F, x)) = [E] - [F] = 0 \). By 1.16, we can find an object \( T \) of \( \mathcal{E} \) and an isomorphism \( \tilde{\phi}: E \oplus T \rightarrow F \oplus T \). Therefore \( d(E, F, x) = d(E \oplus T, F \oplus T, x \oplus \text{Id}_{\text{Id}_{\mathcal{E}}}) = d(E \oplus T, E \oplus T, x \oplus \text{Id}_{\text{Id}_{\mathcal{E}}}) \) where \( y = \phi(E', x') \) and \( (E \oplus T, F \oplus T, x \oplus \text{Id}_{\text{Id}_{\mathcal{E}}}) \) are isomorphic, (2.13) Hence \( d(E, F, x) = \phi(d(E', x')) \) where \( E' = \phi(E) \oplus \phi(T) \).

b) Exactness at \( K^{-1}(\phi') \). Let \( d(E, x) \) be an element of \( K^{-1}(\phi') \). Then \( (i \circ j_2)(d(E, x)) = d(E, E, x) = 0 \) since the triples \( (E, E, x) \) and \( (E, E, \text{Id}_{\mathcal{E}}) \) are isomorphic.

Conversely, let \( d(E', x') \) be an element of \( K^{-1}(\phi') \). Since \( \phi \) is quasi-surjective, we may assume without loss of generality that \( E' \) is of the form \( \phi(E) \). Then \( d(E', x') = d(E, E, x') = 0 \), we can find two elementary triples \( (G, G, \eta) \) and \( (H, H, \zeta) \) such that \( (E, E, x') + (G, G, \eta) \approx (H, H, \zeta) \). More precisely, we have isomorphisms \( u: E \oplus G \rightarrow H \) and \( v: E \oplus G \rightarrow H \) such that the following diagram commutes:

\[
\begin{array}{ccc}
\varphi(E) \oplus \varphi(G) & \xrightarrow{\varphi(u) \oplus \varphi(\eta)} & \varphi(E) \oplus \varphi(G) \\
\varphi(u) & \downarrow & \varphi(v) \\
\varphi(H) & \xrightarrow{\varphi(\zeta)} & \varphi(H)
\end{array}
\]

Therefore \( d(E', x') = d(\varphi(E) \oplus \varphi(G), \varphi(u) \oplus \varphi(\eta)) = d(\varphi(E), \varphi(u) \varphi^{-1}) \eta = d(\varphi(H), \varphi(u) \varphi^{-1}) \varphi(\eta) \) by 3.5. Hence \( d(E', x') = j_2(d(H, x)) \) where \( x = u \varphi^{-1} \). \( \square \)

3.23. Corollary. Let \( X \) be a compact space and \( Y \) be a closed subspace of \( X \). Then we have the exact sequence

\[ K^{-1}(X) \overset{i^*}{\longrightarrow} K^{-1}(Y) \overset{\iota_0}{\longrightarrow} K(X, Y) \overset{i^*}{\longrightarrow} K(Y) \]

3.24. Example. Let \( CP_2 \) be the complex projective space of \( \mathbb{C}^{n+1} \). Then \( CP_2 \approx \mathbb{S}^3 \) and \( K_0(CP_2) \approx K_0(\mathbb{S}^3) \approx \mathbb{Z} \oplus \mathbb{Z} \) by 1.34. Moreover, a nontrivial generator for \( K_0(\mathbb{S}^3) \) is given by the canonical line bundle over \( CP_2 \) (1.2.5). Now let \( X \) be \( CP_2 \) and \( Y \) be \( CP_1 \). Since, the canonical line bundle over \( CP_2 \) is the restriction of the canonical line bundle over \( CP_3 \), the map \( K_0(Y) \rightarrow K_0(Y) \) is surjective. Finally, \( K_0^{-1}(\mathbb{S}^3) \approx 0 \) because \( \pi_3(U(2)) = 0 \) (1.34 and 3.20), and \( K(X, Y) \approx K((X, Y)) \approx \mathbb{Z} \oplus \mathbb{Z} \) because \( \pi_3(U(2)) = 0 \). From this discussion and Corollary 3.23, we obtain the exact sequence

\[
\begin{array}{ccccccccc}
0 & \rightarrow & K_0(\mathbb{S}^3) & \rightarrow & K_0(CP_2) & \rightarrow & K_0(CP_1) & \rightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
\mathbb{Z} & & \mathbb{Z} \oplus \mathbb{Z} & & & & & & 
\end{array}
\]
Hence $K_0(CP_2) \approx \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z}$. More complete results will be obtained in Chapters III and IV.

3.25. It is possible to generalize the definition of $K^{-1}(X)$ to a "relative" version, $K^{-1}(X, Y)$, for $Y$ closed in $X$. As in 3.3, we consider the set of pairs $(E, a)$, where $E$ is an object of $\mathcal{S}(X)$, but where $a$ is now an automorphism of $E$ such that $a|_Y = 1$. We make the same definitions as in 3.3, except that we call a pair $(E, a)$ elementary if there is a continuous map $\sigma : I \to \text{Aut}(E)$, such that $\sigma(0) = 1$, $\sigma(1) = a$ and $\sigma(t)|_Y = 1$. We call the group obtained by this procedure $K^{-1}(X, Y)$. Assertions 3.4, 3.5, 3.6, 3.7, and 3.8 can be generalized without difficulty (taking care that the homotopies involved are constant over $Y$). The proof of Theorem 3.14 can be used again to show that $K^{-1}(X, Y)$ may also be constructed using only trivial bundles (compare with 3.16). It follows that $K^{-1}(X, Y) \approx K^{-1}(X/Y, \{y\}) \approx \left[\mathbb{Z}/Y, \text{GL}(k)\right]$, where $[\cdot, \cdot]$ denotes homotopy classes of maps preserving base points.

3.26. Proposition. We have the exact sequence

$$K^{-1}(X, Y) \xrightarrow{i^*} K^{-1}(X) \xrightarrow{J^*} K^{-1}(Y).$$

Moreover, when $Y$ is a retract of $X$, we have the split exact sequence

$$0 \longrightarrow K^{-1}(\text{Y}, Y) \xrightarrow{i^*} K^{-1}(X) \xrightarrow{J^*} K^{-1}(Y) \longrightarrow 0.$$

Proof. It is clear that the composition $K^{-1}(X, Y) \to K^{-1}(X) \to K^{-1}(Y)$ is zero. Now let $(E, a)$ be an element of $K^{-1}(X)$ such that $i^*(d(E, a)) = d(E|_Y, a|_Y) = 0$. According to 3.7, we can find a vector bundle $G$ over $Y$, which we may assume to be of the form $F|_Y$, so that $a|_Y \oplus 1|_Y$ is homotopic to $1|_{F|_Y, 0}$ within the automorphisms of $E_Y \oplus G = (E \oplus F)|_Y$. According to 2.24, $a \oplus 1|_Y$ is homotopic to an automorphism $\beta$ such that $\beta|_Y = 1|_{F|_Y, 0}$. Hence $d(E, a) = d(E \oplus F, a \oplus 1|_Y) = d(E \oplus F, \beta)$ belongs to the image of $i^*$.

Let us assume now that $Y$ is a retract of $X$. Then to prove that the exact sequence splits, it is enough to show that $i^*$ is injective. Let $x$ be an element of $K^{-1}(X, Y)$ represented by a continuous map $\gamma : X \to \text{GL}(k)$, such that $\gamma(Y) = \{1\}$ and $\gamma$ is homotopic to the constant map $\gamma_0$ defined by $\gamma_0(x) = \{1\}$. If $\tilde{\gamma} : X \times I \to \text{GL}(k)$ is this homotopy, we define $\tilde{\gamma} : X \times I \to \text{GL}(k)$ by the formula $\tilde{\gamma}(x, t) = \gamma(x, r(x), t)^{-1}$ where $r : X \to Y$ is a retraction. Then $\tilde{\gamma}$ is a homotopy of $\gamma$ to $1$ such that $\tilde{\gamma}(X \times 1) = \{1\}$. 

3.27. Proposition. Let $f : (X, Y) \to (X', Y')$ be a morphism between compact pairs, which induces homotopy equivalences $X \sim X'$ and $Y \sim Y'$. Then $f$ induces an isomorphism $K(X, Y) \approx K(X', Y')$.

Proof. Since $X \sim X'$ and $Y \sim Y'$, $f$ induces isomorphisms $K(X) \approx K(X'), K^{-1}(X) \approx K^{-1}(X'), K(Y) \approx K(Y')$ and $K^{-1}(Y) \approx K^{-1}(Y')$. Therefore, we have the commutative diagram
3. The Group $K^{-1}$ of a Banach Category. The Group $K^{-1}(X)$

\[
\begin{array}{ccc}
K^{-1}(X') & \rightarrow & K^{-1}(Y') \\
\approx & & \approx \downarrow \\
& \approx & \approx \\
& K^{-1}(X) & \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \rightarrow \\
\end{array}
\]

where four of the vertical maps are isomorphisms. It follows from the five lemma (Northcott [1]) that the map $K(X', Y') \rightarrow K(X, Y)$ is also an isomorphism. From the commutative diagram (cf. 2.35)

\[
\begin{array}{ccc}
K(X'/Y', \{y\}) & \approx & K(X', Y') \\
\approx & \approx & \approx \downarrow \\
K(X/Y, \{y\}) & \approx & K(X, Y)
\end{array}
\]

we obtain the isomorphisms $\tilde{K}(X'/Y') \approx \tilde{K}(X/Y)$ and $\tilde{K}(X'/Y') \approx K(X/Y)$.

3.28. It is possible to give another interpretation of 3.22 when $\varphi = f^* : \delta(X) \rightarrow \delta(Y)$ is associated with some continuous map $f : Y \rightarrow X$. Given $f$, we define its mapping cylinder $M_f$ to be the quotient of $X \times I$ by the equivalence relation, which identifies $(y, 0)$ with $f(y)$ for each $y$ in $Y$. Then we have the diagram, commutative up to homotopy,

\[
\begin{array}{ccc}
Y & \overset{f}{\rightarrow} & X \\
\approx & & \approx \downarrow \\
Y & \overset{i}{\rightarrow} & M_f,
\end{array}
\]

where $i$ is a homotopy equivalence (its homotopy inverse is the "projection" on $X$), and where $i(y)$ is the class of $(y, 1)$. Therefore, we have the category diagram

\[
\begin{array}{ccc}
\delta(X) & \overset{f^*}{\rightarrow} & \delta(Y) \\
\approx & \approx & \approx \\
\delta(M_f) & \overset{i^*}{\rightarrow} & \delta(Y),
\end{array}
\]

and the same argument as used in the proof of 3.27 shows that $\tilde{K}(f^*) \approx \tilde{K}(i^*) \approx \tilde{K}(Cf)$ where $Cf \approx M_f/i(Y)$.
The Puppe sequence associated with $f$ is the sequence

$$Y \xrightarrow{f} X \xrightarrow{c} C'f \xrightarrow{} S'(Y) \xrightarrow{} S'(X),$$

where in general $S'(Z)$ denotes the suspension of $Z$ (1.3.14). If $x_0$ and $y_0$ are base points in $X$ and $Y$ respectively, and if $f(y_0)=x_0$, we can also consider the "reduced Puppe sequence"

$$Y \xrightarrow{f} X \xrightarrow{} C'f \xrightarrow{} S(Y) \xrightarrow{} S(X),$$

where in general $S(Z)$ denotes the reduced suspension of $Z$ (2.41). The maps $S(Y) \rightarrow S(X)$ and $S'(Y) \rightarrow S'(X)$ are induced by the functoriality of our construction; the map $C'f \rightarrow S'(Y)$ is induced by the identification $C'f/X \approx S'(Y)$. Finally, $Cf$ is the quotient of $Cf$ by the class of $\{x_0\} \neq I$; the map $Cf \rightarrow S(Y)$ is similarly defined.

3.29. Theorem. The Puppe sequence and the reduced Puppe sequence induce exact sequences of $\mathcal{K}$-groups

$$\xymatrix{ \tilde{K}(S'(X)) \ar[r] & \tilde{K}(S'(Y)) \ar[r] & \tilde{K}(C'f) \ar[r] & \tilde{K}(X) \ar[r] & \tilde{K}(Y) \ar@{=}[r] \ar@{=}[lu] & \tilde{K}(Y) \ar@{=}[lu] }$$

$$\xymatrix{ \tilde{K}(S(Y)) \ar[r] & \tilde{K}(S(Y)) \ar[r] & \tilde{K}(Cf) \ar[r] & \tilde{K}(X) \ar[r] & \tilde{K}(Y) \ar@{=}[r] \ar@{=}[lu] & \tilde{K}(Y) \ar@{=}[lu] }$$

Proof. Since $Cf$, $S(Y)$, and $S(X)$, are respectively the quotient of $Cf$, $S'(Y)$, and $S'(X)$, by contractible subsets, Proposition 3.27 shows that proving the first exact sequence will suffice.

a) Exactness at $\tilde{K}(X)$. This follows from the diagram

$$\xymatrix{ \mathcal{K}(C'f) \ar[r] & \tilde{K}(X) \ar[r] & \tilde{K}(Y) \ar@{=}[r] \ar@{>->}[ru] & \tilde{K}(Y) \ar@{>->}[ru] \ar@{>->}[ru] \ar@{>->}[ru] }$$

since the last sequence is exact by 2.42.

b) Exactness at $\tilde{K}(C'f)$. Since $S'(Y) \approx C'f/X$, exactness follows again from 2.42.

c) Exactness at $\tilde{K}(S'(Y))$. We consider the following picture,
and the following diagram:

$$
\begin{array}{ccc}
C'f & \longrightarrow & S'(Y) \cup C^-(X) \longrightarrow S'(X) \\
\downarrow & & \downarrow \\
C'f & \longrightarrow & S'(Y) \cup C^-(X) \longrightarrow S'(X) \\
\downarrow & & \downarrow \\
C'f & \longrightarrow & S'(Y) \cup C^-(X) \longrightarrow S'(X)
\end{array}
$$

Here $S'(Y) \cup C^-(X)$ is the quotient of $Y \times [0, 1] \cup X \times [-1, 0]$ by the identification relations $(y, 0) \sim (f(y), 0)$, $(y, 1) \sim (y', 1)$, and $(x, -1) \sim (x', -1)$, for $y, y' \in Y$ and $x, x' \in X$. The space $S'(Y)$ is homeomorphic to the quotient of $S'(Y) \cup C^-(X)$ by the contractible subset $C^-(X)$ (I.3.14). Hence, by 3.27, the map $S'(Y) \cup C^-(X) \rightarrow S'(Y)$ induces an isomorphism $\tilde{K}(S'(Y)) \rightarrow \tilde{K}(S'(Y) \cup C^-(X))$. In the same way, let $S'(X)$ be the quotient of $X \times [-1, 1]$ by the relation which identifies $X \times \{1\}$ to a single point, and $X \times \{-1\}$ to another single point as in I.3.14. Then $S'(X)$ may also be identified with the quotient of $S'(X)$ by the contractible subset $C^+(X)$ or $C^-(X)$, and the two vertical quotient maps $S'(X) \rightarrow S'(X)$ induce isomorphisms on the $\tilde{K}$-groups. Finally we obtain the commutative diagram

$$
\begin{array}{ccc}
\tilde{K}(C'f) & \longrightarrow & \tilde{K}(S'(Y)) \rightarrow \tilde{K}(S'(X)) \\
\downarrow & & \downarrow \cong \\
\tilde{K}(C'f) & \longrightarrow & \tilde{K}(S'(Y) \cup C^-(X)) \rightarrow \tilde{K}(S'(X)) \\
\downarrow & & \downarrow \cong \\
\tilde{K}(C'f) & \longrightarrow & \tilde{K}(S'(Y) \cup C^-(X)) \rightarrow \tilde{K}(S'(X))
\end{array}
$$

Where all the vertical maps are isomorphisms. Since the bottom horizontal row is an exact sequence by 2.42, the sequence

$$
\tilde{K}(S'(X)) \longrightarrow \tilde{K}(S'(Y)) \longrightarrow \tilde{K}(C'f)
$$

is also exact. \(\cdot\)

3.30. Remark. According to 1.34 and 3.19, $\tilde{K}(S'(Y)) \approx K^{-1}(Y)$ by the map associating each $\alpha : \hat{Y} \rightarrow \text{GL}_p(k)$, such that $\alpha(\infty) = 1$, with the $p$-dimensional
bundle $E_*$ of 1.3.14. Now we claim that the diagram

$$
\begin{align*}
\tilde{K}(S'(Y)) & \longrightarrow \tilde{K}(C'(f)) \cong \tilde{K}(C'(f)) \\
\Downarrow & \\
K^{-1}(Y) & \longrightarrow K(i^*)
\end{align*}
$$

is commutative. In this diagram, $f: Y \to X$ is the compactification of $f$ (note that $Y = Y \cup \{\infty\}$, $X = X \cup \{\infty\}$) and $K(C'(f)) \cong \tilde{K}(C'(f))$ by 3.27.

Finally, $i^*$ is the inverse image functor associated with the inclusion $i: Y \cong Y \times \{1\} \to M_f$, where $M_f$ is the mapping cylinder of $f$ (note that $C'(f) = M_f / \{ Y \}$).

The image of the class of $E_*$ by the composition $\tilde{K}(S'(Y)) \to \tilde{K}(C'(f)) \to K(i^*)$ is $d(E, F, \beta)$, where $E = F$ is obtained by clutching the trivial bundles $M_f^+ \times \mathbb{R}$ and $M_f^- \times \mathbb{R}$ by the transition function $\alpha'$ over $Y \times \{1\}$ (where $\alpha' = \alpha|_Y$; also $M_f^+$ is the class of $Y \times \{1\}$, and $M_f^-$ is the class of $X \cup Y \times \{0, 1\}$).

$\alpha'$ and where $\beta: E|_{Y \times \{1\}} \to F|_{Y \times \{1\}}$ is induced by the identity map of the trivial bundle.

Applying 1.3.3, it is easy to see that $d(E, F, \beta)$ is also equal to $d(E', F', \beta')$, where $E' = F'$ is obtained by clutching the trivial bundles $Y \times \mathbb{R}$ and $X \times \mathbb{R}$ by the transition function $\alpha$ over $Y \times \{1\}$, and where $\beta'$ is induced by the identity map of the trivial bundle. If we identify $E'$ and $F'$ with $M_f \times \mathbb{R}$, we find the image of $E_*$ in $K(i^*)$ by the connecting homomorphism $K^{-1}(Y) \to K(i^*)$ described in 3.21.

**Exercises** (Section II.6) 7, 12.

4. The Groups $K^{-n}(X)$ and $K^{-n}(X, Y)$

As promised in 3.1, we are going to define the groups $K^{-n}(X)$ and $K^{-n}(X, Y)$, and prove that they have the desired properties. In fact we will slightly generalize the
theory by considering locally compact spaces instead of compact spaces (this generalization will turn out to be very useful).

4.1. As in the preceding sections $\hat{X}$ will denote the one point compactification of a locally compact space $X$. We define $K(Y)$ and $K^{-1}(X)$ by $\text{Ker}[K(Y) \to K(\{\infty\})]$ and $\text{Ker}[K^{-1}(X) \to K^{-1}(\{\infty\})]$ respectively. For $X$ compact, $\hat{X}$ is just the disjoint union of $X$ and $\{\infty\}$, thus by 1.26 and 3.19 this definition agrees with the original definition of $K(Y)$ and $K^{-1}(X)$. Let us define a morphism between two locally compact spaces $X$ and $Y$ to be a continuous map $f: \hat{X} \to \hat{Y}$, such that $f(\infty) = \infty$. We will write $f$ in the form $f: X \to Y$. It is obvious that locally compact spaces are the objects of a category with morphisms as defined above. Moreover, since the diagrams

$$
\begin{array}{ccc}
K(\hat{Y}) & \longrightarrow & K(\hat{X}) \\
\downarrow & & \downarrow \\
K(\infty) & \longrightarrow & K(\infty) \\
\end{array}
\quad
\begin{array}{ccc}
K^{-1}(\hat{Y}) & \longrightarrow & K^{-1}(\hat{X}) \\
\downarrow & & \downarrow \\
K^{-1}(\infty) & \longrightarrow & K^{-1}(\infty) \\
\end{array}
$$

are commutative, the functors $K$ and $K^{-1}$ are defined on this category.

4.2. Example. Let $g: X \to Y$ be a continuous proper map between $X$ and $Y$. Then $g$ induces a continuous map $f: \hat{X} \to \hat{Y}$, where $f(x) = \hat{g}(x)$ if $x \neq \infty$, and $f(\infty) = \infty$. However, not all morphisms are of this form.

4.3. Example. Let $Z$ be a locally compact space, and let $T$ be a closed subspace. Then we define a morphism $f: Z \to Z - T$, or $f: Z \to \hat{Z} - \hat{T}$, by the formula $f(z) = z$ if $z \not\in T$, $f(\infty) = \infty$ if $z \in T$, and $f(\infty) = \infty$.

4.4. Example. The inclusion of the point $\{\infty\}$ in $S^1$ induces isomorphisms $\hat{K}(S^1) \cong K(\mathbb{R})$ and $\hat{K}^{-1}(S^1) \cong K^{-1}(\mathbb{R})$.

4.5. Remark. The theory we are developing is similar to cohomology with compact support. The reader is warned that in general, Theorems 1.33 and 3.17 are false for locally compact spaces.

4.6. Proposition. Let $X$ be a compact space, and let $Y$ be a closed subspace. Then we have the exact sequence

$\quad K^{-1}(X) \overset{j^*}{\longrightarrow} K^{-1}(Y) \overset{\bar{e}}{\longrightarrow} K(X - Y) \overset{i^*}{\longrightarrow} K(X) \overset{j^*}{\longrightarrow} K(Y),$

where $i^*$ and $j^*$ are induced by $i: X \to X - Y$ and $j: Y \to X$ respectively.

Proof. Since the space $X/y - \{y\}$ may be identified with $X - Y$, we have $\langle X/y - \{y\} \rangle \cong X/y$ and $K(X - Y) \cong \hat{K}(X/y)$. The proposition now follows from 2.35 and 3.23. $\square$
4.7. Corollary. Let $X$ be a locally compact space and let $Y$ be a closed subspace. Then we have the exact sequence

$$K^{-1}(X) \xrightarrow{j^*} K^{-1}(Y) \xrightarrow{\delta} K(X - Y) \xrightarrow{i^*} K(X) \xrightarrow{j^*} K(Y)$$

where $i^*$ and $j^*$ are induced by $i: X \hookrightarrow X - Y$ and $j: Y \rightarrow X$ respectively.

Proof. We consider the commutative diagram

\[
\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0 \\
\uparrow & & & & & \\
K^{-1}(\{\infty\}) & \longrightarrow & K^{-1}(\{\infty\}) & \longrightarrow & 0 & \longrightarrow & K([\infty]) \\
\uparrow & & & & & & \\
K^{-1}(X) & \longrightarrow & K^{-1}(Y) & \longrightarrow & K(X - Y) & \longrightarrow & K(\{\infty\}) \\
\uparrow & & & & & & \\
K^{-1}(X) & \longrightarrow & K^{-1}(Y) & \longrightarrow & K(X - Y) & \longrightarrow & K(Y) \\
\uparrow & & & & & & \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}
\]

where the last row is induced by the others. Since the vertical maps define split exact sequences, elementary diagram chasing shows that the last row is exact when the first two are. Thus the result follows from 4.6. \qed

4.8. Theorem. For every locally compact space $Y$, we have a natural isomorphism $K^{-1}(Y) \cong K(Y \times \mathbb{R})$. Moreover, if $Y$ is a closed subspace of $X$, we have an exact sequence

$$K(X \times \mathbb{R}) \longrightarrow K(Y \times \mathbb{R}) \longrightarrow K(X - Y) \longrightarrow K(X) \longrightarrow K(Y).$$

Proof. The second part of this theorem is a consequence of 4.7 and the first part.

For the first part, let us consider the space $Z = Y \times \mathbb{R}^+$ where $\mathbb{R}^+ = [0, +\infty)$. Then $Z$ is homeomorphic to $Y \times [0, 1] - \{0\} \times [0, 1]$ (where $1$ is the base point of $[0, 1]$).

Hence $Z \cong Y \times [0, 1]/Y \times \{0\}$. Now we define an homotopy $r: Z \times [0, 1] \rightarrow Z$ given by $r(y, t, u) = \text{class of } (y, (1 + (1 - t)u) \text{ for } (y, t) \in Y \times [0, 1]$. 

\[\text{Fig. 12}\]
It follows that \( K^{-1}(Y \times \mathbb{R}^+) = K^{-1}(Y \times \mathbb{R}) = 0 \). Applying 4.7 to the pair \((Y \times \mathbb{R}^+, Y)\) we obtain the exact sequence
\[
K^{-1}(Y \times \mathbb{R}^+) \rightarrow K^{-1}(Y) \rightarrow K(Y \times \mathbb{R}) \rightarrow K(Y \times \mathbb{R}^+).
\]
Therefore \( K^{-1}(Y) \approx K(Y \times \mathbb{R}) \).

4.9. The homomorphism
\[
\tilde{\alpha} = \tilde{\alpha}_{X,Y} : K(Y \times \mathbb{R}) \rightarrow K(X - Y)
\]
may be described more explicitly as follows. Let \( Z \) be the space \( X \times \{0\} \cup Y \times \{0, 1\} - Y \times \{1\} \).

Since \( Z - Y \times \{0, 1\} \approx X - Y \) and \( Z - X \times \{0\} \approx Y \times \mathbb{R} \), we have the following diagram
\[
\begin{array}{ccc}
K(Y \times \mathbb{R}) & \xrightarrow{\tilde{\alpha}_{X,Y}} & K(X - Y) \\
\beta_{X,Y}^* & \downarrow \alpha_{X,Y}^* & \\
K(Z) & & \\
\end{array}
\]
In this diagram \( \alpha_{X,Y}^* \) is an isomorphism because of the exact sequence
\[
K^{-1}(Y \times \{0, 1\}) \rightarrow K(X - Y) \rightarrow K(Z) \rightarrow K(Y \times \{0, 1\}).
\]
In this sequence \( K(Y \times \{0, 1\}) = K^{-1}(Y \times \{0, 1\}) = 0 \) because \( \tilde{Y} \times \{0, 1\} \approx \tilde{Y} \times I / \tilde{Y} \times I \), which has the \( K^{-1} \)-group of a point (cf. 3.27), hence also the \( K^{-1} \)-group of a point by the same argument applied to \( Y \times \mathbb{R} \).

Now we claim that the diagram above is commutative (i.e. \( \tilde{\alpha}_{X,Y} = \alpha_{X,Y}^* \beta_{X,Y}^* \)). To prove this let us put \( \tilde{\alpha}_{X,Y} = \alpha_{X,Y}^* \beta_{X,Y}^* \). Then we have two commutative diagrams:
\[
\begin{align*}
K(Y \times \mathbb{R}) & \xrightarrow{\tilde{\alpha}_{Y,Y}} K(Y - Y) \\
& \xrightarrow{\alpha_{Y,Y}^*} K(Y \times \mathbb{R}) \\
K(Y \times \mathbb{R}) & \xrightarrow{\tilde{\alpha}_{X,Y}} K(X - Y) \\
& \xrightarrow{\alpha_{X,Y}^*} K(Y \times \mathbb{R})
\end{align*}
\]
Therefore, by the substitution $X \to \hat{X}$ and $Y \to \hat{Y}$, we may assume $X$ and $Y$ compact. In that case $\tilde{K}(\hat{Z}) \approx \tilde{K}(C^*(f)) \approx \tilde{K}(C^*(\hat{f}))$ (where $f: Y \to X$ is the inclusion map (cf. 3.30)), $\hat{Y} \times \mathbb{R} \approx S(\hat{Y})$, and $\beta^\star_{\hat{x}, \hat{y}}: K(Y \times \mathbb{R}) \to K(Z)$ coincides modulo isomorphism with the map $\tilde{K}(S(Y)) \to \tilde{K}(C^*(f))$ in the reduced Puppe sequence 3.29, applied to the map $\hat{f}$. According to 3.30, the diagram

\[
\begin{array}{c}
\tilde{K}(S(\hat{Y})) \\
\downarrow \rotatebox{90}{$\cong$} \\
K^{-1}(Y) \xrightarrow{\iota_{\hat{x}, \hat{y}}} K(X - Y)
\end{array}
\]

is commutative. Hence $\beta_{\hat{x}, \hat{y}} = \beta_{x, y}^\star (K(Y \times \mathbb{R})$ is identified with $K^{-1}(Y)$ by the map $\alpha \mapsto E$, described in 3.30).

4.10. Proposition. Let $T: X \times \mathbb{R} \to X \times \mathbb{R}$ be the involution defined by $(x, \lambda) \mapsto (x, -\lambda)$. Then $T^\star(u) = -u$, where $T^\star: K(X \times \mathbb{R}) \to K(X \times \mathbb{R})$ is induced by $T$.

Proof. Since we have the split exact sequence

\[
0 \to K(X \times \mathbb{R}) \xrightarrow{\iota} K(\hat{X} \times \mathbb{R}) \to K(\{\infty\} \times \mathbb{R}) \to 0,
\]

it suffices to prove the proposition for $X$ compact. Then $K(X \times \mathbb{R}) \approx K(X \times B^1, X \times S^0)$, and $T^\star$ can be identified with the involution of $K(X \times B^1, X \times S^0)$ induced by $(x, \lambda) \mapsto (x, -\lambda)$.

Now consider the exact sequence associated with the pair $(X \times B^1, X \times S^0)$:

\[
\begin{array}{c}
K^{-1}(X \times B^1) \xrightarrow{\delta} K^{-1}(X \times S^0) \xrightarrow{\iota} K(X \times B^1, X \times S^0) \to K(X \times B^1) \xrightarrow{\delta} K(X \times S^0)
\end{array}
\]

In this exact sequence $S^0 = \{-1, +1\}$, and the morphisms $\delta_1$ and $\delta_2$ are the diagonal homomorphisms with identifications made. Moreover, the involution $T$ induces the involution $T^\star$ of $K^{-1}(X \times S^0)$ which switches factors, and we have the commutative diagram

\[
\begin{array}{c}
K^{-1}(X \times S^0) \xrightarrow{\delta} K(X \times B^1, X \times S^0) \\
\downarrow \rotatebox{90}{$\cong$} \\
K^{-1}(X \times S^0) \xrightarrow{\iota} K(X \times B^1, X \times S^0)
\end{array}
\]

where $\delta$ is surjective. If $x = \delta(y) \in K(X \times B^1, X \times S^0)$, it follows that $x + T^\star(x) = \delta(y + T^\star(y)) = 0$ since $\text{Im}(\delta_1) = 0$. □
4.11. Definition. If \( Y \) is a closed subspace of a locally compact space \( X \), we define \( K^{-\pi}(X, Y) \) to be \( K((X-Y) \times \mathbb{R}^n) \).

By Theorem 4.8, this definition agrees (up to isomorphism) with the definition of \( K^{-\pi}(X, \emptyset) \) given in 3.3. Moreover, since \( K^{-\pi}(X, Y) \cong \text{Ker}^\pi K^{-\pi}(X/Y) \rightarrow K^{-\pi}(Y) \) for both definitions of \( K^{-\pi}(X, Y) \) (cf. 3.25 and 4.13 below), this definition 4.11 also agrees with the one given in 3.25.

4.12. Proposition. If \( X \) is a compact space and if \( Y \) is a closed subspace, we have natural isomorphisms \( K^{-\pi}(X, Y) \cong \tilde{R}(S^n(X/Y)) \cong K(X \times B^n, X \times S^n \omega \cup Y \times B^n) \).

Proof. We have the homeomorphisms

\[
X \times B^n \rightarrow X \times S^n \omega \cup Y \times B^n \cong (X-Y) \times (B^n-S^n \omega) \cong (X-Y) \times \mathbb{R}^n \tag{2.41}
\]

Hence

\[
K(X \times B^n, X \times S^n \omega \cup Y \times B^n) \cong K((X-Y) \times (B^n-S^n \omega)) \cong K((X-Y) \times \mathbb{R}^n)
\]

Moreover, \( S^n(X/Y) \cong B^n/S^n \omega \), \( X/Y \cong X \times B^n/X \times S^n \omega \cup Y \times B^n \) and thus the last isomorphism of the proposition also follows.

We will write \( K^{-\pi}(X) \) instead of \( K^{-\pi}(X, \emptyset) \). Note that the group \( K^{-\pi}(X, Y) \) depends functorially on the pair \( (X, Y) \). More precisely, if \( f :(X, Y) \rightarrow (X', Y') \) is a morphism of pairs, it induces a morphism \( g : X-Y \rightarrow X'-Y' \) in the category of locally compact spaces defined by \( g(\infty) = \infty, g(x) = x \) if \( f(x) \in Y' \), and \( g(x) = f(x) \) if \( f(x) \notin Y' \).

4.13. Theorem. Let \( X \) be a locally compact space and let \( Y \) be a closed subspace. Then, for any \( n \geq 0 \) we have an exact sequence

\[
K^{-\pi-1}(X) \rightarrow K^{-\pi-1}(Y) \rightarrow K^{-\pi}(X, Y) \rightarrow K^{-\pi}(X) \rightarrow \cdots \rightarrow K^{-\pi}(Y)
\]

Proof. For \( n = 0 \), the theorem is simply Theorem 4.8. The general case follows by applying 4.8 to the case for \( X \times \mathbb{R}^n \) and \( Y \times \mathbb{R}^n \).

4.14. Corollary. Let \( X \) and \( Y \) as in 4.13, and let \( Z \) be a closed subspace of \( Y \). Then we have an exact sequence

\[
K^{-\pi-1}(X, Z) \rightarrow K^{-\pi-1}(Y, Z) \rightarrow K^{-\pi}(X, Y) \rightarrow K^{-\pi}(X, Z) \rightarrow K^{-\pi}(Y, Z).
\]

Proof. We apply 4.13 to the pair \( (X-Z, Y-Z) \).

We adopt the following general convention: the space \( X/Y \) will denote the quotient of \( X \) by the relation which identifies every element of \( Y \) with \( \{x_0\} \) (for example \( x/\emptyset \) is the one point compactification of \( X \)). Then we have the following theorem:
4.15. Theorem. The natural map \((X, Y) \to (X/Y, \{\infty\})\) induces an isomorphism \(K^{-n}(X/Y, \{\infty\}) \cong K^{-n}(X, Y)\). Moreover, \(K^{-n}(X)\) is naturally isomorphic to \(\ker [K^{-n}(X) \to K^{-n}(\{\infty\})]\).

Proof. Since \(X/Y - \{\infty\}\) and \(X - Y\) are homeomorphic, \(K^{-n}(X/Y, \{\infty\}) \cong K^{-n}(X, Y)\). In particular, \(K^{-n}(X) \cong K^{-n}(X - Y)\). Now the exact sequence

\[
K^{-n-1}(X) \to K^{-n-1}(\{\infty\}) \to K^{-n}(X, \{\infty\}) \to K^{-n}(X) \to K^{-n}(\{\infty\})
\]

implies the split exact sequence

\[
0 \to K^{-n}(X) \to K^{-n}(X) \to K^{-n}(\{\infty\}) \to 0,
\]

since \(\{\infty\}\) is a retract of \(X\). \(\square\)

4.16. Theorem. Let \(f_0, f_1 : X \to Y\) be morphisms which are homotopic. Then \(f_0\) and \(f_1\) induce the same homomorphism

\[
f_0^* = f_1^* : K^{-n}(Y) \to K^{-n}(X)
\]

Proof. Since \(f_0\) and \(f_1\) are homotopic, there exists a morphism \(f : X \times I \to Y\) such that \(f_0 = f \circ \iota_0\), where \(\iota_0 : X \to X \times I\) is the morphism associated with the continuous proper map \(x \to (x, a)\) for \(a = 0, 1\). In order to prove the theorem, it suffices to consider the case \(n = 0\), since the general case follows by replacing \(Y\) and \(X\) by \(Y \times \mathbb{R}^n\) and \(X \times \mathbb{R}^n\) respectively. Then we have the commutative diagram

\[
\begin{array}{ccc}
X \times I & \longrightarrow & \hat{X} \\
\downarrow \iota_0 & & \downarrow \iota_0 \\
Y & \longrightarrow & \hat{Y}
\end{array}
\]

showing that the maps \(f_0 : X \to Y\) and \(f_1 : X \to Y\) are homotopic. Hence they induce the same homomorphism on the \(K\)-groups and we have the commutative diagram:

\[
\begin{array}{ccc}
K(Y) & \longrightarrow & K(X) \\
\downarrow & & \downarrow \\
K(\{\infty\}) & = & K(\{\infty\})
\end{array}
\]

Therefore \(f_0^* = f_1^* : K(Y) \to K(X)\). \(\square\)
4.17. Let $X'$, $X$, and $X''$, be locally compact spaces, and let $i: X' \to X$ and $j: X \to X''$ be morphisms. Then the sequence

$$X' \longrightarrow X \longrightarrow X''$$

is called exact if it is isomorphic to a sequence of the form

$$T \longrightarrow X \longrightarrow X - T,$$

where $T$ is a closed subspace of $X$. From Theorem 4.13, it follows that we have the exact sequence

$$K^{-n-1}(X) \longrightarrow K^{-n-1}(X') \longrightarrow K^{-n}(X'') \longrightarrow K^{-n}(X) \longrightarrow K^{-n}(X')$$

for $n \geq 0$. This formal definition of "exact sequences" may be applied to axiomatically characterize the functors $K^-$ (Karoubi-Villamayor [1]).

4.18. **Theorem.** Let $X_1$ and $X_2$ be closed subspaces of a locally compact space $X$ such that $X_1 \cap X_2 = X$. Then we have the exact sequence

$$K^{-n-1}(X_1 \cup X_2) \oplus K^{-n-1}(X_1 \cap X_2) \longrightarrow K^{-n-1}(X_1 \cup X_2) - \rightarrow K^{-n}(X_1 \cup X_2)$$

for $n \geq 0$, where $u$ and $v$ are defined by $u(x) = (a_{1})_{x_1}, x_2$ and $v(x_2) = x_1 |_{x_1 \cap X_2} - a_2 |_{x_1 \cap X_2}$.

**Proof.** We have the following commutative diagram

$$
\begin{array}{c}
X_1 \longrightarrow X_1 \cup X_2 \longrightarrow X_1 \cup X_2 - X_1 - Z \\
\downarrow \quad \downarrow \quad \downarrow \\
X_1 \cap X_2 \longrightarrow X_2 \longrightarrow X_2 - X_1 \cap X_2 = Z
\end{array}
$$

where the horizontal lines are exact. From 4.17, we obtain the following exact sequences and commutative diagram:

$$
\begin{array}{ccc}
K^{-n-1}(X_1 \cup X_2) & \longrightarrow & K^{-n-1}(X_1) \\
\downarrow & & \downarrow \\
K^{-n-1}(X_2) & \longrightarrow & K^{-n}(Z)
\end{array}
$$

The zigzag homomorphism $K^{-n-1}(X_1 \cap X_2) \longrightarrow K^{-n}(X_1 \cup X_2)$ is the homomorphism $\Delta$ written in the text of the theorem. Now the exactness of the sequence of this
Theorem is a purely formal consequence of the two exact sequences above, except for the sequence

$$K^0(X_1 \cup X_2) \longrightarrow K^0(X_1) \oplus K^0(X_2) \longrightarrow K^0(X_1 \cap X_2).$$

If $X_1$ and $X_2$ are compact, let $a_i = [E_i] - [T_i]$ be elements of $K(X_i)$ such that $a_1|_{X_1 \cap X_2} = a_2|_{X_1 \cap X_2}$, and such that $T_1$ and $T_2$ are trivial bundles of the same rank $n$. According to 3.18, by adding trivial bundles, this implies that the vector bundles $E_1|_{X_1 \cap X_2}$ and $E_2|_{X_1 \cap X_2}$ are isomorphic. If $f : E_1|_{X_1 \cap X_2} \rightarrow E_2|_{X_1 \cap X_2}$ is such an isomorphism, we let $E$ be the vector bundle obtained by clutching $E_1$ and $E_2$ using $f$ (1.3.2) and let $T$ be the trivial bundle with rank $n$. Then $x = [E] - [T]$ is an element of $K(X)$ whose restrictions to $K(X_1)$ and $K(X_2)$ are the elements $a_1$ and $a_2$.

In the general case, we consider the diagram

\[
\begin{array}{ccccccccc}
0 & \quad & 0 & \quad & 0 & \quad & 0 & \quad & 0 \\
* & \quad & * & \quad & * & \quad & * & \quad & * \\
0 \quad \longrightarrow & K^0(\cdot \cup \cdot) & \quad \longrightarrow & K^0(\cdot \cup \cdot) \oplus K^0(\cdot) & \quad \longrightarrow & K^0(\cdot) & \quad \longrightarrow & 0 \\
\quad & K^0(X_1 \cup X_2) & \quad \longrightarrow & K^0(X_1) \oplus K^0(X_2) & \quad \longrightarrow & K^0(X_1 \cap X_2) & \quad \\
\quad & K^0(X_1 \cup X_2) & \quad \longrightarrow & K^0(X_1) \oplus K^0(X_2) & \quad \longrightarrow & K^0(X_1 \cap X_2) & \quad \\
\quad & 0 & \quad \longrightarrow & 0 & \quad \longrightarrow & 0 & \quad \\
\end{array}
\]

where the vertical sequences are split exact. The first two horizontal sequences are exact by what we have just proved. It follows that the last horizontal sequence is also exact. □

**4.19. Theorem.** Let $U_1$ and $U_2$ be two open subspaces of a locally compact space $X$ such that $U_1 \cup U_2 = X$. Then we have the exact sequence

$$K^{-n-1}(U_1) \oplus K^{-n-1}(U_2) \longrightarrow K^{-n-1}(U_1 \cup U_2) \longrightarrow K^{-n}(U_1 \cap U_2) \longrightarrow K^{-n}(U_1) \oplus K^{-n}(U_2) \longrightarrow K^{-n}(U_1 \cup U_2).$$

**Proof.** We have the following exact sequences of locally compact spaces:

$$U = U_1 - U_1 \cap U_2 \quad \longrightarrow \quad U_1 \quad \longrightarrow \quad U_1 \cap U_2$$

$$U = U_1 \cup U_2 - U_2 \quad \longrightarrow \quad U_1 \cup U_2 \quad \longrightarrow \quad U_2$$
By 4.17 we obtain the following exact sequences

\[
\begin{array}{cccccc}
K^{-n-1}(U_1) & \rightarrow & K^{-n-1}(U) & \rightarrow & K^{-n}(U_1 \cap U_2) & \rightarrow & K^{-n}(U_1) & \rightarrow & K^{-n}(U) \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
K^{-n-1}(U_1 \cup U_2) & \rightarrow & K^{-n-1}(U) & \rightarrow & K^{-n}(U_2) & \rightarrow & K^{-n}(U_1 \cup U_2) & \rightarrow & K^{-n}(U) \\
\end{array}
\]

The homomorphism \(K^{-n-1}(U_1 \cup U_2) \rightarrow K^{-n}(U_1 \cap U_2)\) is the obvious zigzag homomorphism. The theorem now follows by a simple diagram chasing argument as in 4.18. □

4.20. The sequences of Theorems 4.18 and 4.19 are called **Mayer-Vietoris exact sequences**.

4.21. **Proposition.** Let \(X\) be a locally compact space and let \((U_i)\) be an inductive family of open subsets in \(X\) such that every compact subset of \(X\) is contained in at least one \(U_i\). Then

\[
K^{-n}(X) \cong \text{inj lim } K^{-n}(U_i).
\]

**Proof.** Replacing \(X\) by \(X \times \mathbb{R}^n\) when \(n > 0\), we see that it suffices to prove the assertion for \(n = 0\). Now we have the commutative diagram

\[
\begin{array}{cccccc}
K(U_1) & \rightarrow & K(U) & \rightarrow & K(X) & \\
\downarrow & & \downarrow & & \downarrow & \\
K(X, X-U) & \rightarrow & K(X, X-U_i) & \rightarrow & K(X, \infty) & \\
\end{array}
\]

where \(X\) is the one point compactification of \(X\) (note that \(U_i \approx X/(X-U_i)\), and where the map \(K(X, X-U) \rightarrow K(X, X-U_i)\) is induced by the inclusion \((X, X-U) \subset (X, X-U_i)\). Since \(X-U_i\) is a base of closed neighbourhoods for the point \(\{\infty\}\), the proposition is a consequence of the following lemma:

4.22. **Lemma.** Let \(Y\) be a compact space, \(y \in Y\), and let \((S_i)\) be a base of closed neighbourhoods for \(y\). Then

\[
K(Y, \{y\}) \cong \text{inj lim } K(Y, S_i)
\]

**Proof.** Let us denote the obvious homomorphism from \(\text{inj lim } K(Y, S_i)\) to \(K(Y, \{y\})\) by \(l\).

a) \(l\) is surjective. Let \(d(E, F, \alpha) \in K(Y, \{y\})\) where \(E\) and \(F\) are vector bundles over \(Y\) and \(\alpha: E_{\{y\}} \rightarrow F_{\{y\}}\) is an isomorphism. By 1.5.11 we can find a neighbourhood \(S_i\) of \(y\) and an isomorphism \(\alpha_i: E_{\{y\}} \rightarrow F_{\{y\}}\) such that \(\alpha_i|_{\{y\}} = \alpha|_{\{y\}}\). Then \(d(E, F, \alpha_i)\) is the image under \(l\) of the class of \(d(E, F, \alpha_i)\) in the inductive limit.

b) \(l\) is injective. Let \(d(E, F, \alpha)\) be an element of \(K(Y, S_i)\) such that
\( d(E, F, a|_{\gamma \alpha}) = 0 \). According to 2.28 applied to the categories \( \mathcal{C} = \mathcal{C}(Y) \) and \( \mathcal{C}' = \mathcal{C}'(Y) \), there is a bundle \( G \) over \( Y \) such that \( a|_{\gamma \alpha} : \otimes \mathrm{Id}_{E|_{\gamma \alpha}} \) is the restriction to \( \gamma \) of an isomorphism \( \varphi : E \oplus G \to F \oplus G \). Let us put \( E' = E \oplus G, F' = F \oplus G \), and let \( \varphi = \varphi \oplus \mathrm{Id}_{\gamma \alpha} \). Let \( \gamma : \pi^* (E')_{\gamma \alpha \beta} \to \pi^* (F')_{\gamma \alpha \beta} \), where \( \pi : Y \times I \to Y \), be the morphism defined on \( (x, i) \in S_i \times I \) by the formula \( \pi_{\gamma \alpha \beta} + (1 - i) \pi_{\gamma \alpha} \). Since \( \gamma \equiv \pi \), there is a neighbourhood \( V \) of \( \gamma \alpha \beta \) in \( S_i \times I \) of the form \( S_j \times I \), such that \( \gamma \alpha \beta \) is an isomorphism (1.5.11). Hence, by 2.15, we have \( d(E, F, \gamma \alpha \beta) = d(E, F, \gamma \alpha \beta) = 0 \). Therefore, the class of \( d(E, F, \gamma \alpha \beta) \) in the inductive limit is 0. \( \square \)

Exercises (Section II.6) 14–18.

5. Multiplicative Structures

5.1. Let \( X \) and \( Y \) be compact spaces, and let \( E \) and \( F \) be vector bundles with bases \( X \) and \( Y \) respectively. Then their "external tensor product" \( E \boxtimes F \) (1.4.9) is a vector bundle over \( X \times Y \). The correspondence \((E, F) \mapsto E \boxtimes F\) induces a functor \( \varphi \) from the category \( \mathcal{C}(X) \times \mathcal{C}(Y) \) to \( \mathcal{C}(X \times Y) \), such that \( \varphi(E \boxtimes E', F \boxtimes F') \cong \varphi(E, F) \boxtimes \varphi(E', F') \) and \( \varphi(E, F \boxtimes F') \cong \varphi(E, F) \otimes \varphi(E, F') \), with the analogous property for morphisms. From this functor we obtain a bilinear map

\[ \varphi_* : K(X) \times K(Y) \to K(X \times Y) \]

defined by

\[ \varphi_*(\varphi(E) - \varphi(E'), \varphi(F) - \varphi(F')) = \varphi(E, F) + \varphi(E', F') - \varphi(E, F') - \varphi(E', F). \]

Also we denote the cup-product \( \varphi(x, y) \) for \( x \in K(X) \) and \( y \in K(Y) \), by \( x \cup y \).

If \( Z \) is another compact space and \( G \) is a vector bundle over \( Z \), we have a canonical isomorphism \( (E \boxtimes F) \boxtimes G \cong (E \boxtimes F) \boxtimes G \) as an immediate consequence of the associativity of tensor products (1.4.7). This implies the commutativity of the diagram

\[
\begin{array}{ccc}
K(X) \times K(Y) \times K(Z) & \to & K(X \times Y) \times K(Z) \\
\downarrow & & \downarrow \\
K(X) \times K(Y \times Z) & \to & K(X \times Y \times Z)
\end{array}
\]

Similarly we can prove the commutativity of the diagram

\[
\begin{array}{ccc}
K(X) \times K(Y) & \to & K(X \times Y) \\
\downarrow & & \downarrow T^* \\
K(Y) \times K(X) & \to & K(Y \times X)
\end{array}
\]

where \( T \) is the permutation \((x, y) \mapsto (y, x)\).
5.2. The diagonal map $X \to X \times X$ induces a homomorphism $K(X \times X) \to K(X)$. If we compose this homomorphism with the homomorphism $K(X) \times K(X) \to K(X) \times X$ defined above, we have a product operation in the group $K(X)$, denoted by $(u, v) \mapsto u \cdot v$ or $uv$. Thanks to the commutative diagrams in 5.1, it is easy to prove that $K(X)$ is provided with a commutative ring structure. The unit element in this ring is the class of the trivial bundle of rank one (note that the basic field is $k=R$ or $C$; these techniques do not work for quaternionic bundles).

5.3. Example. Let $X = \mathbb{C}P^n$ be the complex projective space of $\mathbb{C}^{n+1}$ and let $\xi$ be the canonical line bundle over $X$ (1.2.4). In IV.2 we prove that $K(X)$ is isomorphic to the quotient algebra $\mathbb{Z}[u]/(u^{n+1})$ where $u = [\xi] - 1$.

5.4. Proposition. There is a unique way to naturally extend the "cup-product" defined in 5.1 to the $K$-groups of locally compact spaces $X$ and $Y$

$$K(X) \times K(Y) \rightarrow K(X \times Y)$$

Moreover, the properties of associativity and commutativity still hold in this case.

Proof. Let $\bar{X}$ and $\bar{Y}$ be the one point compactifications of $X$ and $Y$ respectively. Since $X \times Y \cong \bar{X} \times \bar{Y}$, we have the exact sequence

$$K^{-1}(\bar{X} \times \bar{Y}) \rightarrow K^{-1}(\bar{X}, \bar{Y}) \rightarrow K(X \times Y) \rightarrow K(\bar{X} \times \bar{Y}) \rightarrow K(\bar{X}, \bar{Y})$$

by 4.6. Let us prove that the first homomorphism in this sequence is surjective. If $\alpha: \bar{X}, \bar{Y} \to \text{GL}(k)$ is a continuous map whose class is an element of $K^{-1}(\bar{X}, \bar{Y})$ (3.17), then $\alpha$ is the restriction of the continuous map $\tilde{\alpha}: X \times Y \to \text{GL}(k)$ defined by $\tilde{\alpha}(x, y) = \alpha(x) f(x)^{-1} g(y)$, where $f = \alpha|_X$ and $g = \alpha|_Y$ (we are identifying $X$ with $X \times \{\infty\}$ and $Y$ with $\bar{Y} \times \{\infty\}$). From this surjectivity we obtain the exact sequence

$$0 \rightarrow K(X \times Y) \rightarrow K(\bar{X} \times \bar{Y}) \rightarrow K(\bar{X}, \bar{Y})$$

and the uniqueness of the cup-product $\theta$ by the commutativity of the diagram.

\[
\begin{array}{ccc}
0 & \rightarrow & K(X \times Y) \\
\downarrow & & \downarrow \\
K(X) \times K(Y) & \xrightarrow{i \times j} & K(X \times Y) \\
\downarrow & \downarrow & \downarrow \\
K(\bar{X}) \times K(\bar{Y}) & \rightarrow & K(\bar{X} \times \bar{Y}) \\
\downarrow & & \downarrow \\
K(\bar{X}, \bar{Y}) & & \end{array}
\]
In order to prove existence, we notice first that the map \( \gamma : K(X \times Y) \to K(\hat{X} \times \hat{Y}) \), induced by projections on the factors, is injective. In fact \( \gamma([T] - [T]) = 0 \) implies, at least stably, that \( E_{1x} \approx T_{1x} \) and \( E_{1y} \approx T_{1y} \). Since \( \hat{X} \cap \hat{Y} \) is a point, \( E \approx T \).

Let us now construct the map \( \theta \). If \( x \) and \( y \) are elements of \( K(X) \) and \( K(Y) \) respectively, \( \theta(x) = (x, y) \) is an element of \( K(X \times Y) \) whose restriction to \( K(X \times \hat{Y}) \) is zero (the image of \( z \) by the injective homomorphism \( K(X \times \hat{Y}) \to K(\hat{X} \times \hat{Y}) \) is 0 since the restrictions of \( z(x) \) and \( z(y) \) to \( K(\{ x \}) \) are 0). Hence the homomorphism \( K(\hat{X} \times \hat{Y}) \to K(X \times Y) \) induces a homomorphism \( K(X) \times K(Y) \to K(X \times Y) \) by restriction, with all the required properties. \( \square \)

5.5. Remark. Another way of interpreting Proposition 5.4 is to consider compact spaces with base point, if \( \{ \infty \} \) denotes the base point of the spaces \( X, Y \),... involved, we have \( \hat{X} \times \hat{Y} \approx X \times Y \), where \( X' = X - \{ x_0 \} \) and \( Y' = Y - \{ y_0 \} \). Hence the cup-product defined in 5.4 induces a cup-product

\[
\hat{K}(X) \times \hat{K}(Y) \to \hat{K}(X \times Y)
\]

with the same formal properties.

5.6. Proposition. Let \( (X, X') \) and \( (Y, Y') \) be arbitrary pairs of compact spaces with \( X' \subset X \) and \( Y' \subset Y \). Then there is a unique natural way to define a bilinear homomorphism

\[
K(X, X') \times K(Y, Y') \to K(X \times Y, X \times Y' \cup X' \times Y'),
\]

which agrees with the one defined in 5.1 when \( X' = Y' = \emptyset \).

Proof. Since \( X \times Y = X \times Y' \cup X' \times Y \approx (X' - x_0) \times (Y - y_0) \), the existence of such a cup-product follows from 5.4. To prove its uniqueness we consider the diagram

\[
\begin{array}{ccc}
K(X, X') \times K(Y, Y') & \longrightarrow & K(X \times Y, X \times Y' \cup X' \times Y') \\
\cong & & \cong \\
K(X' / X, \{ x' \} \times K(Y / Y', \{ y' \}) & \longrightarrow & K(X' / X \times Y / Y', X' / X \times \{ y' \} \cup \{ x' \} \times Y / Y').
\end{array}
\]

This diagram shows that it is enough to prove uniqueness when \( X' \) and \( Y' \) are reduced to points. In this case we have a commutative diagram

\[
K(X, X') \times K(Y, Y') \longrightarrow K(X \times Y, X \times Y' \cup X' \times Y) \\
\downarrow \\
K(X) \times K(Y) \longrightarrow K(X \times Y),
\]
where the map \(K(X \times Y, X \times Y, \ldots, X' \times Y) \to K(X \times Y)\) is essentially the map \(K(Z \times T) \to K(Z' \times i \cdot T, \ldots, Z'' \times i \cdot T)\), for \(Z = X = X'\) and \(T = Y = Y'\). By considering the exact sequences associated with the pairs \((Z^+ \times T^+, Z \times T^+)\) and \((Z \times T^+, Z \times T)\), it is easy to prove that the last map is injective as in 4.15. \(\square\)

5.7. Example. We will prove in III.1.3 that \(K_\epsilon(B^2, S^1) \simeq \mathbb{Z}\) and that the cup-product with a generator induces an isomorphism between \(K_\epsilon(X, X')\) and \(K_\epsilon(X \times B^2, X \times S^1 \cup X' \times B^2)\). We will also prove in III.5.17 that the cup-product with a generator of \(K_\epsilon(B^3, S^1) \simeq \mathbb{Z}\) induces an isomorphism between \(K_\epsilon(X, X')\) and \(K_\epsilon(X \times B^3, X \times S^1 \cup X' \times B^3)\). This will prove the classical Bott periodicity theorems.

5.8. Let us now assume that \(X = Y\). As in 5.2, the restriction to the diagonal gives rise to another type of product

\[K(X, Y) \times K(X, Y') \to K(X, Y) \cup Y',\]

which agrees with the product defined in 5.2 when \(Y = Y' = \varnothing\). We denote this product by \((a, b) \cdot \alpha \cdot \beta = ab\).

5.9. Theorem. Let \(X\) be a compact space and let \(K'(X)\) be the subgroup of \(K(X)\) defined in 1.1.20. Then for the ring structure defined in 5.2, the subgroup \(K'(X)\) is a nil ideal of \(K(X)\) (i.e., every element of \(K'(X)\) is nilpotent). In particular, every element of \(\tilde{K}(X) \simeq \ker[K(X) \to \mathbb{Z}]\) is nilpotent if \(X\) is connected. Moreover, if \(X = \bigcup_{i=1}^n X_i\), where the \(X_i\) are closed contractible subsets, then \((K'(X)))^{n-1} = 0\).

Proof. For each closed subset \(Y\) of \(X\) let \(K_\gamma(X) = \ker[K(X) \to K(Y)]\). From 5.8 it follows that \(K_\gamma(X) \cdot K_\gamma(X) \subset K_{X \times X}(X)\) in the ring \(K(X)\). More generally, if \(Y_1, \ldots, Y_n\) are closed subsets, then \(K_{Y_1}(X) \cdot K_{Y_2}(X) \cdots K_{Y_n}(X) \subset K_{Y_1 \cdots Y_n}(X)\).

Let \(x = [E] - [T] \in K'(X)\). By 1.17 we may assume that \(T\) is a trivial bundle, and that \(E_x \simeq T_x\) for each point \(x\) of \(X\). Since \(X\) is compact, we can find a finite covering \([X']\) of closed subsets such that \(\gamma|_{X'} = 0\). Therefore, \(\gamma \cdot K_{X'}(X) = 0\) for \(i = 1, \ldots, n\), and by induction on \(i\) it follows that \((\alpha)^n \in K_\gamma(X) = 0\).

Finally, if \(X = \bigcup_{i=1}^n X_i\) where the \(X_i\) are contractible and closed, we can choose \(X_i = X_i\) for every element \(\alpha\) of \(K'(X)\). Therefore if \(\alpha_1, \ldots, \alpha_n\) are \(n\) elements of \(K'(X)\), their product \(\alpha_1 \cdots \alpha_n\) belongs to \(K_{X'}(X) = 0\). \(\square\)

5.10. Examples. If \(X\) is the sphere \(S^n\), we choose \(X_1 = S^2\) and \(X_2 = S^n\). Hence, all the products in \(K'(X) = \ker[K(S^n) \to \mathbb{Z}]\) are 0. If \(X = CP^n\) or \(RP^n\), we can find \((n+1)\) contractible subsets \(X_i\) such that \(X = \bigcup_{i=1}^{n+1} X_i\). In terms of homogeneous coordinates, for each \(i, X_i\) is the set of points \((x_0, \ldots, x_n)\) such that \(x_i = 0\) and \(\sum_{j 
eq i} |x_j|^2 \leq 1\). Hence \((\tilde{K}(RP^n))^{n+1} = (\tilde{K}(CP^n))^{n+1} = 0\).
5.11. In the product defined in 5.8 suppose that \( Y' = \emptyset \). Then we obtain a third type of product

\[
K(X, Y) \times K(X) \longrightarrow K(X, Y),
\]

also denoted by \((a, b) \mapsto a \cdot b \) or \( ab \). It is easy to show that \( K(X, Y) \) is then provided with a right module structure over the ring \( K(X) \). Similarly we may define a left module structure which coincides with the right one.

5.12. As an application of this \( K(X) \)-module structure which may be defined even when \( X \) is not compact, let us consider a vector bundle \( V \) over \( X \). If \( \varphi \) is a metric on \( V \) (1.8.5), we write \( B(V) \) for its "ball bundle", i.e. the set of points \( v \) of \( V \) such that \( \varphi(v, v) \leq 1 \) on each fiber. We write \( S(V) \) for its "sphere bundle", i.e. the set of points \( v \) of \( V \) such that \( \varphi(v, v) = 1 \). Then \( B(V) - S(V) \cong V \), and \( B(V) \) admits \( X \) as a deformation retract. Via the isomorphism \( K(X) \approx K(B(V)) \) (cf. 4.16), the group \( K(V) \approx K(B(V)) S(V) \) becomes a \( K(X) \)-module. This module structure could also be described in the following way: the map \( K(X) \times K(V) \rightarrow K(V) \) is the composition of the homomorphisms

\[
K(X) \times K(V) \longrightarrow K(X) \times K(V) \longrightarrow K(V).
\]

where \( \tau : V \rightarrow X \times V \) is the proper map \( \tau : (x, v) \), for \( \pi : V \rightarrow X \) the projection. This follows from the commutative diagram

\[
\begin{array}{ccc}
K(X \times V) & \xrightarrow{\pi^*} & K(V) \\
\| & & \| \\
K(X \times B(V), X \times S(V)) & \xrightarrow{\pi^*} & K(B(V), S(V)) \\
\| & & \| \\
K(B(V) \times B(V), B(V) \times S(V)) & \xrightarrow{d^*} & K(B(V), S(V)),
\end{array}
\]

where \( \tau \) is defined by the same formula as \( \pi \), and where \( d \) is the diagonal map [note that \( d : (B(V), S(V)) \rightarrow (B(V) \times B(V), B(V) \times S(V)) \) is homotopic to \( d_0 \) defined by \( d_0(v) = (\pi(v), v) \) where \( X \) is considered as a subspace of \( B(V) \) via the zero section (1.5.2)].

5.13. Proposition. Let \( V \) be a vector bundle over a locally compact space \( X \), and let \( x \) and \( y \) be elements of \( K(V) \). Let \( \Delta : V \rightarrow V 	imes V \) be the diagonal map and let \( x' \in K(X) \) be the restriction of \( x \) to the zero section. Then \( xy = \Delta^*(x'y) = x' \cdot y \) in the \( K(X) \)-module \( K(V) \) defined above.

Proof. The composition \( V \xrightarrow{(\pi, \id)} X \times V \xrightarrow{\Delta \times \id} V \times V \) where \( i \) is the zero section, is homotopic within the proper maps to the diagonal map \( \Delta \). Since the
is commutative, $\delta^*(x \oplus y) = (\delta^* \cdot \delta^*)(x \oplus y) = \delta^*(x \cdot \oplus y) = x \cdot y$.

We want to describe the product defined in 5.6 more explicitly. The general description, given in Sections 5.15, 5.16, . . . , 5.25, will not be used until Chapter IV.

**5.14.** For the particular case $X' = \varnothing$, the homomorphism

$$K(X) \times K(Y) \rightarrow K(X \times Y)$$

may be simply defined in the following way. Let $x = [E] - [F]$ be an element of $K(X)$, and let $y = d(G, H, a)$ be an element of $K(Y)$. Then the cup-product of $x$ and $y$ is $d(E \boxtimes G, F \boxtimes H, 1 \boxtimes a) - d(F \boxtimes G, F \boxtimes H, 1 \boxtimes a)$. It is easy to see that this product is bilinear and agrees with the product defined in 5.1 when $Y' = \varnothing$. By an argument analogous to the one used in the proof of 5.6, this shows that the above formula is correct.

**5.15.** In the general case, it is convenient to first give another description of the relative group $K(X, X')$ for $X$ locally compact and $X'$ closed in $X$. We consider the full subcategory $\mathcal{H}(X)$ of $\mathcal{H}(X)$ whose objects are the direct factors of trivial bundles (cf. 1.6.24, note that by 1.6.5 $\mathcal{H}(X) = \mathcal{H}(X)$ when $X$ is compact). If $E$ is an object of $\mathcal{H}(X)$ provided with a metric (1.8.5), and if $E_0 \oplus E_1$ is an orthogonal decomposition of $E$ with respect to this metric, then an endomorphism $D$ of $E_0 \oplus E_1$ is said to be *admissible* if:

(i) it is of degree one and self-adjoint, i.e., it can be written matricially as

$$
\begin{pmatrix}
0 & \alpha^* \\
\alpha & 0
\end{pmatrix}
$$

where $\alpha : E_0 \rightarrow E_1$;

(ii) $D|_E$ is an automorphism of $E|_E$;

(iii) There is a compact space $K \subset X$ such that $D|_{X-K}$ is an automorphism of $E|_{X-K}$.

**5.16.** Let $\mathcal{H}$ be the set of pairs $(E, D)$ where $D$ is admissible. An element $(E, D)$ of $\mathcal{H}$ is called *elementary* if $D$ is an automorphism. Two elements $(E, D)$ and $(E', D')$ are called *homotopic* if there exists an isometry $f : E \rightarrow E'$ of the form $f_0 \oplus f_1$, where $f_1 : E_1 \rightarrow E_1'$, such that $f^{-1} \cdot D : f$ is homotopic to $D$ within the admissible operators on $E$. We let $K_{\mathcal{H}}(X, X')$ denote the quotient of $\mathcal{H}$ by the equivalence relation $\sigma \sim \sigma' \Leftrightarrow \exists$ $f$, $f$ elementary, such that $\sigma + f$ is homotopic to $\sigma' + f$ (the sum of pairs
is defined as usual by the sum of their components; this sum defines a monoid structure on $K_0(X, X')$. We let $\sigma(E, D)$ denote the class of the pair $(E, D)$ in $K_0(X, X')$.

5.17. **Proposition.** The monoid $K_0(X, X')$ is an abelian group.

**Proof.** Let $(E, D)$ be an element of $K_0(X, X')$, and let $\tilde{E}$ be the vector bundle provided with the "opposite" gradation; i.e. $\tilde{E}_0 = E_1$ and $\tilde{E}_1 = E_0$. Then $\sigma(E, D) + \sigma(\tilde{E}, -D) = \sigma(E \oplus \tilde{E}, D \oplus (-D))$ and we have the homotopy

$$A_\theta = \begin{pmatrix} D \cos \theta & \sin \theta \\ \sin \theta & -D \cos \theta \end{pmatrix}, \quad \text{for } \theta \in [0, \pi/2].$$

Since $A_{\pi/2}$ is an automorphism, $\sigma(E, D) + \sigma(\tilde{E}, -D) = 0$. $\square$

5.18. **Proposition.** If $X$ is a compact space, then the homomorphism

$$\gamma: K_0(X, X') \to K(X, X'),$$

defined by $\sigma(E, D) \mapsto \mathcal{D}(E_0, E_1, \sigma|_{X'})$, is an isomorphism.

**Proof.** From the definition of $K(X, X')$ (2.13 and 2.19) we see that $\gamma$ is well-defined. Let us define a homomorphism $\gamma': K(X, X') \to K_0(X, X')$ in the opposite direction. If $d(E_0, E_1, \beta)$ is an element of $\mathcal{K}(X, X')$, we can provide $E_0$ and $E_1$ with metrics, which are well-defined up to isomorphism (1.8.8). Let $\sigma: E_0 \to E_1$ be an arbitrary extension of $\beta$ (1.5.10), and let $D$ be the endomorphism of $E_0 \oplus E_1$, defined by the matrix

$$D = \begin{pmatrix} 0 & \sigma^* \\ \sigma & 0 \end{pmatrix}.$$  

Then $\sigma(E, D)$ does not depend on which extension is chosen, since any two extensions $x$ and $x'$ are homotopic (consider $t_0 + (1 - t)x'$ for $t \in [0, 1]$), and the corresponding homotopy between the $D$'s). Clearly the homomorphism $\gamma'$ is inverse to $\gamma$. $\square$

5.19. **Proposition.** If $X$ is locally compact and $X'$ is closed in $X$, then the homomorphism

$$e: K_0(X, X') \to K_0(X - X'),$$

defined by $\sigma(E, D) \mapsto (E|_{X - X'}, D|_{X - X'})$, is an isomorphism.
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Proof. a) \( e \) is surjective. Let \( \sigma(E,D) \) be an element of \( K_d(X - X') \), where \( E = E_0 \oplus E_1 \), and where

\[
D = \begin{pmatrix}
0 & a^w \\
\alpha & 0
\end{pmatrix}.
\]

By hypothesis, there is a compact \( K \) in \( X - X' \) such that \( a|_{X - X' - K} \) is an isomorphism. On the other hand, by adding the same vector bundle to \( E_0 \) and \( E_1 \), we may assume without loss of generality, that \( E_1 \) is a trivial bundle. Let \( \tilde{E}_1 \) be the trivial bundle of the same rank as \( E_1 \), and let \( \tilde{E}_0 \) be the vector bundle over \( X \) obtained by clutching \( E_0 \) and \( \tilde{E}_1 \), using \( a|_{X - X' - K} \) (1.6.25). Let \( \tilde{a} : \tilde{E}_0 \to \tilde{E}_1 \) be the morphism obtained by clutching \( a \) and \( 1 \) \( E_0 \). For any metric of \( \tilde{E}_0 \) and \( \tilde{E}_1 \), let \( \tilde{D} \) be the endomorphism of \( \tilde{E} = \tilde{E}_0 \oplus \tilde{E}_1 \) defined by

\[
\tilde{D} = \begin{pmatrix}
0 & \tilde{a}^w \\
\tilde{a} & 0
\end{pmatrix}.
\]

Then clearly we have \( e(\sigma(\tilde{E}, \tilde{D})) = e(\sigma(E, D)) \).

b) \( e \) is injective. Let \( \sigma(E,D) \) be an element of \( K_d(X, X') \) such that \( e(\sigma(E, D)) = 0 \). From the definition of \( K_d(X - X') \), there is an elementary pair \( (E', D') \) over \( X - X' \), such that \( D|_{X - X'} \oplus D' \) is homotopic to an admissible automorphism within the admissible endomorphisms of \( E|_{X - X'} \oplus E' \). If \( \delta \) denotes this homotopy, there is a relatively compact open subset \( \tilde{V} \) of \( X - X' \) such that \( D|_{X - V} \) and \( D|_{X - V'} \) are automorphisms. Therefore the element \( \sigma(E|_{F - V}, D|_{F - V}) \) is 0. Since \( K_d(V, V' - V) \approx K(V, V' - V) \) by \( y \) and \( y' \) from 5.18, it follows from 2.28 that \( D|_{X - V} \) can be extended to an admissible automorphism \( \tilde{D} \) over \( \tilde{V} \) (by adding an elementary pair of the form \( (F, \delta) \), where \( F = F \) \( \oplus \) \( F' \) for \( F' \) trivial and

\[
\delta = \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}.
\]

Let \( \delta : E \to E \) be the admissible automorphism defined by \( \delta|_{X - V} = D|_{X - V} \) and \( \delta|_{X - \tilde{V}} = \tilde{D} \). It is clear that \( \delta \) is the homotopy between \( \delta \) and \( D \) within the admissible endomorphisms of \( E \). Therefore \( \sigma(E, D) = e(\sigma(E, D)) = 0 \) since \( (E, \delta) \) is elementary. \( \Box \)

5.20. Corollary. If \( X \) is a locally compact space and \( X' \) is a closed subspace, the groups \( K_d(X, X'), K_d(X' - X'), K(X, X'), \) and \( K(X - X') \), are naturally isomorphic.

Proof. Actually, \( K(X - X') \approx K(X, X') \approx K(X, X') \approx K(X' - X') \approx K(X' - X') \approx K(X - X') \) by 5.18. Moreover, \( K_d(X, X') \approx K_d(X - X') \approx K_d(X - X') \approx K_d(X - X') \) by 5.19. \( \Box \)

5.21. Let us return to our original problem of giving explicit formulas for the cup-product

\[
K(X, X') \times K(Y, Y') \to K(X \times Y, X \times Y' \cup X' \times Y)
\]
According to 5.20, we may identify the groups $K$ and $K_0$, and so equivalently we may attack the same problem for the groups $K_0$. Let $\sigma(E, \Gamma) \in K_0(Y, X')$ and $\sigma(F, \Delta) \in K_0(Y', Y')$. Then $E \boxtimes F$ may be graded by $(E \boxtimes F)_0 = (E_0 \boxtimes F_0) \oplus (E_1 \boxtimes F_1)$ and $(E \boxtimes F)_1 = (E_0 \boxtimes F_1) \oplus (E_1 \boxtimes F_0)$. These decompositions are compatible with the natural metric of $G = E \boxtimes F$. Let $\Omega: G \to G$ be the morphism defined by $\Omega = \Gamma \boxtimes 1 + 1 \boxtimes \Delta$, that is $\Omega(x_i \otimes y_j) = \Gamma(x_i) \otimes y_j + (-1)^i x_i \otimes \Delta(y_j)$ where $x_i$ and $y_j$ belong to the fibers of $E_i$ and $F_j$ respectively. Then $\Omega$ is of degree one, and $\Omega^* = \Gamma^* \boxtimes 1 + 1 \boxtimes \Delta^* = \Gamma \boxtimes 1 + 1 \boxtimes \Delta = \Omega$. Moreover, $\Omega^2 = (\Gamma)^2 \boxtimes 1 + 1 \boxtimes (\Delta)^2$. Since $(\Gamma_x)^2 \geq 0$ and $(\Delta^2) \geq 0$, we have $(\Omega_{x,y})^2 > 0$ if either $(\Gamma_x)^2 > 0$ or $(\Delta_y)^2 > 0$ for $(x, y) \in X \times Y$ (here positivity of operators means positivity of eigenvalues). It follows that $\Omega_{x,y}$ is an automorphism whenever $\Gamma_x$ or $\Delta_y$ is an automorphism. Hence $\sigma(G, \Omega)$ is a well-defined element of $K(X \times X', X \times Y \cup X' \times Y)$. The correspondence

$$\sigma(E, \Gamma), \sigma(F, \Delta) \mapsto \sigma(E \boxtimes F, \Omega)$$

defines the desired bilinear homomorphism.

5.22. Theorem. We have the commutative diagram

$$\begin{array}{ccc}
K_0(X, X') \times K_0(Y, Y') & \longrightarrow & K_0(X \times Y, X \times Y \cup X' \times Y) \\
\downarrow & & \downarrow \\
K_0(X - X') \times K_0(Y - Y') & \longrightarrow & K_0((X - X') \times (Y - Y')) \\
\downarrow & & \downarrow \\
K((X - X') \times (Y - Y')) & \longrightarrow & K((X - X') \times (Y - Y')),
\end{array}$$

where the last line is the cup-product defined in 5.4. Moreover, if $X$ and $Y$ are compact, the product

$$K(X, X') \times K(Y, Y') \longrightarrow K(X \times Y, X \times Y \cup X' \times Y)$$

$$\downarrow \quad \quad \downarrow$$

$$K_0(X, X') \times K_0(Y, Y') \rightarrow K_0(X \times Y, X \times Y \cup X' \times Y)$$

can be directly defined in the following way. Let $d(E_0, E_1, \beta)$ (resp. $d(F_0, F_1, \gamma)$) be an element of $K(X, X')$ (resp. $K(Y, Y')$), and let $\alpha: E_0 \to E_1$ (resp. $\delta: F_0 \to F_1$) be a morphism such that $\alpha|_Y = \beta$ (resp. $\delta|_Y = \gamma$). Then the element of $K(X \times Y, X \times Y \cup X' \times Y)$ associated with $d(E_0, E_1, \beta)$ and $d(F_0, F_1, \gamma)$ is $d(G_0, G_1, \omega)$, where $G_0 =
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$$(E_0 \boxplus F_0) \oplus (E_1 \boxplus F_1), \quad G_1 = (E_0 \boxplus F_1) \oplus (E_1 \boxplus F_0), \text{ and } \omega \text{ is defined by the matrix}$$

$$\omega = \begin{pmatrix}
\alpha & 1 \\
\delta^* & 1
\end{pmatrix}$$

for arbitrary metrics on the vector bundles involved.

Proof. The commutativity of the upper diagram follows directly from the definition of the restriction morphisms $K_0(X, X') \to K_0(X - X')$, etc. By 5.6, it is enough to prove the commutativity of the lower diagram for $X' = Y' = \emptyset$. Then since $\alpha$ and $\delta$ are homotopic to 0, we may choose $\alpha = \delta = 0$. In this case, the result follows from the identity

$$E_0 \boxplus F_0 + E_1 \boxplus F_1 - E_0 \boxplus F_1 - E_1 \boxplus F_0 = (\pi^* E_0 - \pi^* E_1)(\rho^* F_0 - \rho^* F_1)$$

in the ring $K(X \times Y)$, where $\pi : X \times Y \to X$ and $p : X \times Y \to Y$ are the canonical projections. $\square$

5.23. If $X$ is compact, the composition of morphisms

$$K_0(X) \times K_0(X - X') \longrightarrow K_0(X \times X') \times K_0(Y \times Y') \longrightarrow K_0((X - Y') \times (X - X')) \longrightarrow K_0(X - X'),$$

where $\Delta$ is the diagonal, is defined by

$$([E] - [E'], \sigma(F, D)) \cdot \sigma(E \boxplus F, 1 \boxplus D) - \sigma(E' \boxplus F, 1 \boxplus D).$$

In the same way, we formally define a product $K_0(X) \times K_0(X, X') \to K_0(X, X')$ by the formula

$$([E] - [E'], \sigma(F, D)) \cdot \sigma(E \boxplus F, 1 \boxplus D) - \sigma(E' \boxplus F, 1 \boxplus D).$$

We have the commutative diagram (for $X$ compact)

$$\begin{array}{ccc}
K(X) \times K(X, X') & \longrightarrow & K(X, X') \\
\uparrow \cong & & \uparrow \cong \\
K_0(X) \times K_0(X, X') & \longrightarrow & K_0(X, X') \\
\uparrow \cong & & \uparrow \cong \\
K_0(X) \times K_0(X - X') & \longrightarrow & K_0(X - X'),
\end{array}$$
where the first product is that defined in 5.14. In other words, the isomorphism $K(X, X') \approx K(X - X')$ is also a $K(X)$-module isomorphism.

5.24. Example. Let $V$ be a complex vector space of dimension one. Any element $v$ of $V$ defines a homomorphism $d_v : C \to V$ such that $d_v(1) = v$. If $V$ is provided with a positive Hermitian form $\langle, \rangle$ we may define $\tilde{c}_v : V \to C$ as the adjoint of $d_v$ (explicitly $\tilde{c}_v(w) = \langle v, w \rangle$). Now consider the trivial bundle $E$ over $V$, with $C \oplus V$ as fiber, so $E = V \times (C \times V)$. We define $D : E \to E$ by the formula $D(v, \lambda, w) = (v, \tilde{c}_v(w), d_v(\lambda))$ or in matrix notation

$$D_v = \begin{pmatrix} 0 & \tilde{c}_v & d_v \\ d_v & 0 & 0 \end{pmatrix}$$

Then $(D_v)^* = \tilde{\varphi}(v, v) \cdot 1_{\tilde{c}_v}$; hence $D_v$ is an isomorphism for $v \neq 0$. Moreover $D$ is self-adjoint and of degree one with respect to the metric considered. Hence, the pair $(E, D)$ defines an element of $K_0(V)$. The next proposition formulates this example more precisely.

5.25. Proposition. Let $B(V)$ (resp. $S(V)$) be the subset of $V$ consisting of points $v$ such that $\varphi(v, v) \leq 1$ (resp. $\varphi(v, v) = 1$). Then the image of $\sigma(E, D)$ in $K(B(V), S(V))$ under the natural isomorphism $K_0(B(V), S(V)) \approx K_0(V)$ is $d(F_0, F_1, x)$ where $F_t = E_t|_{S(V)}$, and $\sigma_e = d_v$ for $v \in S(V)$. In particular, for $V = C$, the image is the element $K_0(B^2, S^2)$ defined in 2.30.

Proof. The image of $d(F_0, F_1, x)$ in $K_0(B(V), S(V))$ under the isomorphism $K_0(B(V), S(V)) \approx K_0(V)$ is $\sigma(F, D)$, where $F = F_0 \oplus F_1$ and $A_v = D_v$ for $v \in B(V)$. If we identify $B(V) - S(V)$ with $V$ by the map $v \mapsto \frac{v}{\sqrt{\varphi(v, v)}}$, then the image of $\sigma(F, D)$ under the isomorphism $K_0(B(V), S(V)) \approx K_0(V)$ is $\sigma(E, D')$, where $D'_v = D_v$ with $w = \frac{v}{\sqrt{\varphi(v, v)}} \cdot t$. Since $tD_v + (1 - t)D'_v$ is an isomorphism for any $t \in I$ and $v \neq 0$, it follows that $D$ and $D'$ are homotopic and $\sigma(E, D') = \sigma(E, D)$ in $K_0(V)$.

5.26. Let $X$ and $Y$ be locally compact spaces. The cup-product

$$K(X \times \mathbb{R}^n) \times K(Y \times \mathbb{R}^n) \longrightarrow K(X \times \mathbb{R}^n \times Y \times \mathbb{R}^n)$$

may be interpreted as a bilinear map

$$K^{-n}(X) \times K^{-p}(Y) \longrightarrow K^{-n-p}(X \times Y)$$
which is characterized axiomatically (Karoubi [5]). This product satisfies the associativity property described in 5.1. However the commutativity property is slightly changed:

**5.27. Proposition.** The diagram

\[
\begin{array}{ccc}
K^{-n}(X) \times K^{-p}(Y) & \longrightarrow & K^{-n-p}(X \times Y) \\
\downarrow & & \downarrow T^* \\
K^{-p}(Y) \times K^{-n}(X) & \longrightarrow & K^{-n-p}(Y \times X)
\end{array}
\]

where \( T^* \) is induced by \( T: Y \times X \rightarrow X \times Y \), is commutative up to the sign \((-1)^n\).

**Proof.** Clearly we have the commutative diagram

\[
\begin{array}{ccc}
K(X \times \mathbb{R}^n) \times K(Y \times \mathbb{R}^p) & \longrightarrow & K(Y \times X \times \mathbb{R}^n \times \mathbb{R}^p) \\
\downarrow & & \downarrow \\
K(X \times Y \times \mathbb{R}^n \times \mathbb{R}^p) & \longrightarrow & \mathbb{R}^n \times \mathbb{R}^p
\end{array}
\]

where the homomorphism \( K(X \times Y \times \mathbb{R}^n \times \mathbb{R}^p) \rightarrow K(Y \times X \times \mathbb{R}^n \times \mathbb{R}^p) \) is induced by the permutation of \( \mathbb{R}^n \times \mathbb{R}^p \rightarrow \mathbb{R}^p \times \mathbb{R}^n \) which switches the factors. Such a transformation is the product of \( np \) transpositions of \( \mathbb{R}^n \times \mathbb{R}^p \) of the form

\[
(\lambda_1, \ldots, \lambda_j, \ldots, \lambda_{n+p}) \rightarrow (\lambda_1, \ldots, \lambda_j, \ldots, \lambda_{j+p}, \ldots, \lambda_{n+p})
\]

hence induces \((-1)^{np}\) on the group \( K(X \times Y \times \mathbb{R}^{n+p}) \) by 4.10. \( \square \)

**5.28.** As a corollary of 5.27, let us consider the case where \( X = Y \). Then the diagonal map \( X \rightarrow X \times X \) induces a homomorphism \( K^{-n-p}(X \times X) \rightarrow K^{-n-p}(X) \). Therefore we obtain a product

\[
K^{-n}(X) \times K^{-p}(X) \longrightarrow K^{-n-p}(X)
\]

making \( K^*(X) = \sum_{n=0}^{\infty} K^{-n}(X) \) a graded algebra. If \( x_n \in K^{-n}(X) \) and \( x_p \in K^{-p}(X) \) we have \( x_n x_p = (-1)^{np} x_p x_n \in K^*(X) \).
5.29. The product defined in 5.27 also defines a bilinear map

\[ K^{-q}(X, X') \times K^{-p}(Y, Y') \to K^{-q-p}(X \times Y, X' \times Y) \]

with the aid of the identifications \( K^{-q}(X, X') \cong K^{-q}(X - X') \), \( K^{-p}(Y, Y') \cong K^{-p}(Y - Y') \), and \( K^{-q-p}(X \times Y, X' \times Y') \cong K^{-q-p}(X - X') \times (Y - Y') \). In particular, if \( X \) and \( Y \) are compact spaces, we have the product

\[ K(X) \times K^{-1}(Y) \to K^{-1}(X \times Y), \]

which may be directly defined by the formula

\[( [F] - [G] ) \cup d(E, \alpha) = d(F \circ_i E, 1 \boxtimes \alpha) - d(G \boxtimes E, 1 \boxtimes \alpha) .\]

To see that this formula is correct, we need only check the commutativity of the diagram

\[
\begin{array}{ccc}
K(X) \times K^{-1}(Y) & \to & K^{-1}(X \times Y) \\
\downarrow & & \downarrow \\
K(X) \times (K(X \times B^1, Y \times S^n) & \xrightarrow{\partial} & K(K(X \times Y \times B^1, X \times Y \times S^n),
\end{array}
\]

where \( \partial \) is defined as in 3.21, and \( \partial \) is defined as in 5.14. Note that \( \partial \) gives the canonical identification of \( K^{-1}(Y) \) with \( K(Y \times B^1, Y \times S^n) \), and similarly, of \( K^{-1}(X \times Y) \) with \( K(X \times Y \times B^1, X \times Y \times S^n) \) (3.30).

5.30. Finally, the situation considered in 5.13 may be generalized slightly further to the groups \( K^{-n} \). More precisely, we define the product (denoted by \((\alpha, \beta) \mapsto \alpha \beta\))

\[ K(\mathbb{R}^n) \times K(\mathbb{R}^n) \to K(\mathbb{R}^{-n+n}) \]

or

\[ K^{-n}(X) \times K^{-n}(Y) \to K^{-n-n}(V) \]

as the composition

\[
\begin{array}{ccc}
K(\mathbb{R}^n) \times K(\mathbb{R}^n) & \to & K(\mathbb{R}^n \times \mathbb{R}^n) \\
\downarrow & & \downarrow \\
\approx K(\mathbb{R} \times \mathbb{R}^n & \xrightarrow{\tau} & K(\mathbb{R} \times \mathbb{R}^n+n) \\
\end{array}
\]

where \( \tau \) is the proper map \((v, \lambda) \mapsto (\pi(v), v, \lambda)\). The following proposition generalizes Proposition 5.13:

5.31. Proposition. Let \( V \) be a vector bundle over a compact space \( X \) and let \( x \) and \( y \) be elements of \( K(\mathbb{R}^n) = K^{-n}(V) \) and \( K(\mathbb{R}^n) = K^{-n}(V) \) respectively. Then the product of \( x \) and \( y \) in \( K^{-n-n}(V) \) defined by the map obtained in 5.27 is actually \( x \cdot y \), where \( x' \) is the restriction of \( x \) to \( K(\mathbb{R}^n) \) by the zero section.
Proof. The composition

\[ V \times \mathbb{R}^n \times \mathbb{R}' \xrightarrow{\tau} X \times \mathbb{R}^n \times V \times \mathbb{R}' \xrightarrow{\delta} V \times \mathbb{R}^n \times V \times \mathbb{R}', \]

where \( \tau(v, \mu, v) = (\tau(v), \mu, v, v), \) \( f(x, \mu, v, v) = \delta(x), \mu, v, v), \) and \( \delta \) is the zero section, is homotopic within the proper maps, to the diagonal map \( \Delta \) defined by \( \delta(v, \mu, v) = (v, \mu, v, v). \) Therefore \( \Delta^*(x \circ y) = (\tau^* \cdot \delta^*)(x \circ y) = \tau^*(x \circ y) - x \cdot y. \) \( \Box \)

Exercises (Section II.6) 9, 11, 19.

6. Exercises

6.1. Let \( A \) be an arbitrary ring with unit, and let \( \mathcal{A}'_n \) be the full subcategory of \( \text{Mod}(A) \), whose objects \( M \) admit a resolution of the type

\[ 0 \longrightarrow P_n \longrightarrow P_{n-1} \longrightarrow \cdots \longrightarrow P_0 \longrightarrow M \longrightarrow 0, \]

where the \( P_i \) are projective and finitely generated.

a) If \( N \) is an object of \( \mathcal{A}'_{n+1} \), prove the existence of an exact sequence

\[ 0 \longrightarrow Q_1 \longrightarrow Q_0 \longrightarrow N \longrightarrow 0, \]

where \( Q_0 \) and \( Q_1 \) are objects of \( \mathcal{A}'_n. \) Moreover, if

\[ 0 \longrightarrow Q'_1 \longrightarrow Q'_0 \longrightarrow N \longrightarrow 0 \]

is another resolution of the same type, show there exists an exact sequence

\[ 0 \longrightarrow Q_1 \oplus Q'_1 \longrightarrow Q_0 \oplus Q'_0 \longrightarrow 0. \]

b) We define \( G(\mathcal{A}_n) \) as the quotient of the free group generated by the objects of \( \mathcal{A}'_n, \) by the subgroup generated by the relations \( [M] = [M'] + [M''] \), where

\[ 0 \longrightarrow M' \longrightarrow M \longrightarrow M'' \longrightarrow 0 \]

is an exact sequence of \( \mathcal{A}'_n. \) Prove that the inclusion functor \( \mathcal{A}'_n \rightarrow \mathcal{A}'_{n+1} \) induces an isomorphism \( G(\mathcal{A}'_n) \cong G(\mathcal{A}'_{n+1}). \)

c) Let \( \mathcal{A} = \bigcup \mathcal{A}'_n, \) and let \( G(A) \) be the quotient of the free group generated by the objects of \( \mathcal{A}, \) by the relations \( [M] = [M'] + [M''] \) where \( M', M \) and \( M'' \) are related by an exact sequence as above. Prove that \( K(A) \cong G(A). \)

6.2. Prove that \( K(A) \cong \mathbb{Z} \) if \( A \) is a principal ideal domain.
6.3. Let $G$ be a compact Lie group, and let $\mathcal{C}$ be the category of finite dimensional complex representations of $G$. Let $R(G)$ denote the Grothendieck group $K(\mathcal{C})$ of this category.

a) Compute $R(G)$ when $G$ is the finite group $\mathbb{Z}/n\mathbb{Z}$.

$b)$ In general, prove that $R(G)$ is the free group generated by the irreducible representations of $G$.

6.4. Prove the identities:

\[ \tilde{K}_1(S^1) = 0 \quad \tilde{K}_2(S^1) = \mathbb{Z}/2 \]
\[ \tilde{K}_1(S^3) = \mathbb{Z} \quad \tilde{K}_2(S^3) = \mathbb{Z}/2 \]
\[ \tilde{K}_1(S^4) = 0 \quad \tilde{K}_2(S^4) = 0 \]

*$6.5.$ Let $X$ be a connected CW-complex of dimension $\leq 2$. Prove that $\tilde{K}(X) \cong H^2(X; \mathbb{Z})$.

6.6. Let $\pi \colon X \to Y$ be an $n$-fold covering of $Y$. If $E$ is a vector bundle over $X$, we define a vector bundle $F = \pi_*(E)$ over $Y$ by the formula $F_y = \bigoplus_{\pi^{-1}(y)} E_x$. More precisely, if $U$ is an open subset in $Y$ such that $V = \pi^{-1}(U) \approx U \times D$ where $D$ is discrete, we give $F_y$ the topology induced by the bijection $F_y \cong (E_y)^D$.

a) Prove that with the topology defined above, $F$ is a well-defined vector bundle over $Y$.

b) Prove that the correspondence $E \mapsto F$ induces a group homomorphism $\pi_* : K(X) \to K(Y)$. Moreover, prove the formula

\[ \pi_*(\pi^*(y) \cdot x) = y \cdot \pi_*(x) \]

for $y \in K(Y)$ and $x \in K(X)$.

c) We assume that $\pi : X \to Y$ is a principal covering with group $G$ (i.e. the finite group $G$ acts freely on $X$, and $Y \cong X/G$). Now prove that $(\pi^* \cdot \pi_*)(x) = \sum_{g \in G} \rho(g)x$, where $\rho(g) : K(X) \to K(X)$ is the automorphism of $K(X)$ induced by the action of $g$. Prove also that $\pi_*(1) = [E] = X \times_G k^n$ (19.27), where $n = \text{Card}(G)$ and $G$ acts on $k^n$ by the regular representation.

6.7. Let $f : S^1 \to S^1 \cong P_1(\mathbb{R})$ be the map defined by $f(z) = z^2$. Now show that $C'(f)$ is homeomorphic to $P_2(\mathbb{R})$ (3.28). From the Puppe sequence

\[ S^1 \to P_1(\mathbb{R}) \to P_2(\mathbb{R}) \to S^2 \to S^3, \]

prove the isomorphisms $K_1(P_2(\mathbb{R})) \cong \mathbb{Z}/2$ and $K_2(P_2(\mathbb{R})) \cong \mathbb{Z}/4$. By the same method compute $K_1(P_3(\mathbb{R}))$ and $K_2(P_3(\mathbb{R}))$.

6.8. Let $\mathcal{D}_G(X)$ be the category of real vector bundles with compact base provided with a nondegenerate symmetric bilinear form (I.8.11). We provide the set $\mathcal{M}$ of
isomorphism classes of such vector bundles, with the monoid structure induced by
the Whitney sum of vector bundles. Show that the symmetrized group of $\mathcal{M}$ is
$K_\ast(X) \otimes K_\ast(X)$. In an analogous way, investigate real vector bundles provided
with a nondegenerate skew-symmetric form, and complex vector bundles provided
with a nondegenerate symmetric or skew-symmetric form. Also investigate the case
of complex vector bundles provided with a nondegenerate Hermitian form.

6.9. Let $X$ be any finite CW-complex, and let $X_n$ be its $n^{th}$ skeleton. Let $K_{in}(X) = \text{Ker}[K_\ast(X) \to K(X_{n-1})]$. Show that the cup-product

$$K(X) \otimes K(Y) \to K(X \times Y),$$

where $Y$ is another finite CW-complex, sends $K_{in}(X) \otimes K_{jp}(Y)$ into $K_{in+jp}(X \times Y)$; hence the $K_{in}(X)$ provide a filtration of the ring $K(X)$, in the sense that $K_n(X) = K_{in}(X) \subset K_{in+jp}(X)$.

* 6.10. Let $X$ be a connected finite CW-complex of dimension $n$, and let $E$ and $F$ be real vector bundles of rank $> n$. Show that $[E] - [F] = 0$ in $K(X)$ if and only if $E$ and $F$ are isomorphic (in other words, the map $[X, BO(p)] \to [X, BO]$ induced by the inclusion of $O(p)$ in $O$, is injective for $p > n$). Prove also that each element of $K_n(X)$ may be written as $[E] \oplus [T] - [T^\prime]$, where $T$ and $T^\prime$ are trivial vector bundles and $E$ is a vector bundle of rank $\leq n$ (in other words the map $[X, BO(p)] \to [X, BO]$ is surjective for $p \geq n$). Similarly, for the complex case show that the map $[X, BU(p)] \to [X, BU]$ is injective (resp. surjective) if $p > (n-2)/2$ (resp. $p > (n-1)/2$).

* 6.11. Let $S$ be a multiplicative set in $\mathbb{N}_*$ not equal to $\{1\}$, and let $X$ be a finite connected CW-complex. We let $\mathcal{S}(X)_S$ denote the subcategory of $\mathcal{S}(X)$, whose objects are the vector bundles with rank belonging to $S$. The tensor product of vector bundles provides the set of isomorphism classes of objects of $\mathcal{S}(X)_S$ with a monoid structure. We let $\mathcal{K}(X)_S$ denote the symmetrized group of this monoid.

a) Let $E$ be an object of $\mathcal{S}(X)_S$. Show the existence of an object $F$ of $\mathcal{S}(X)_S$ such that $E \otimes F$ is a trivial bundle (Hint: write formally $[E] - n \left(1 + \frac{[E]-n}{n}\right)_X$, where $n$ is the rank of $E$).

b) Let $\mathbb{Z}_S^*$ be the multiplicative group of fractions $a/b$ where $a$ and $b \in S$. Prove that $\mathcal{K}(X)_S \cong \mathbb{Z}_S^* \oplus (1 + \overline{K}(X)_S)_X$, where $\overline{K}(X)_S$ denotes the group $\overline{K}(X)$ localized at $S$, and $(1 + \overline{K}(X)_S)_X$ denotes the multiplicative group $1 + \overline{K}(X)_S$ naturally imbedded in $\overline{K}(X)_S$.

c) We put $\overline{K}(X)_S = \text{Ker}[\mathcal{K}(X)_S \to \mathcal{K}(P_0)]$, where $P_0$ is a point. Prove that $\overline{K}(X)_S$ is $S$-divisible. In the case $S = \mathbb{N} - \{0\}$, prove that $\overline{K}(P_0) \cong \overline{K}(X) \otimes \mathbb{Q}$.

d) Prove that $\overline{K}(X)_S \cong \text{inj lim } \Phi_s(X)$, where $\Phi_s(X)$ is the set of isomorphism classes of vector bundles of rank $s$, and where the map $\Phi_s(X) \to \Phi_{s+1}(X)$ is induced by taking the tensor product with the trivial bundle of rank $1$.+
6.12. Let $\mathcal{H}$ be the category of Hilbert spaces and let $\mathcal{H}'$ be the category with the same objects but with $\mathcal{H}'(E, F) = \mathcal{H}(E, F) / \mathcal{H}(E, F)$, where $\mathcal{H}(E, F)$ denotes the set of completely continuous operators from $E$ to $F$ (i.e. the operators which are limits of operators of finite rank).

a) Prove that a morphism $D: E \to F$ in the category $\mathcal{H}$ is invertible in $\mathcal{H}$ if and only if $D$ is a Fredholm operator (i.e. $\text{Ker}(D)$ and $\text{Coker}(D)$ are finite dimensional).

b) Let $\mathcal{H}': E \to F$ be an invertible morphism of $\mathcal{H}$, and let $D$ be an operator in $\mathcal{H}$ with class $d$. Prove that the “index” of $D$ (i.e. $\dim(\text{Ker}(D)) - \dim(\text{Coker}(D))$) is independent of the choice of $D$, and is a locally constant function of $d$.

c) Prove the isomorphism $K^{-1}(\mathcal{H}') \approx \mathbb{Z}$.

Let $\tilde{\mathcal{H}}$ be the pseudo-abelian category associated with $\mathcal{H}$ (cf. 1.6.10). Prove that $K(\tilde{\mathcal{H}}) = K(\mathcal{H}) = 0$.

6.13. Let $\mathcal{G}$ be an additive category. We consider the set of pairs $(E, \alpha)$, where $E$ is an object of $\mathcal{G}$ and $\alpha$ is an automorphism of $E$. The Bass group $K_1(\mathcal{G})$ associated with $\mathcal{G}$ is the quotient of the free group generated by such pairs, by the subgroup generated by the relations

$$(E \oplus F, \alpha \oplus \beta) = (E, \alpha) + (F, \beta)$$

and

$$(\alpha \beta, \beta \alpha) - (E, \alpha) + (E, \beta).$$

a) Prove that $K_1(\mathcal{G}(A)) \approx K_1(\mathcal{G}(A))$ (we denote these two groups by $K_1(A)$).

b) Let $\mathcal{GL}(A)$ be the commutator subgroup of $\mathcal{GL}(A)$. Prove that $K_1(\mathcal{GL}(A)) \approx \mathcal{GL}(A)/[\mathcal{GL}(A), \mathcal{GL}(A)]$, and that $\mathcal{GL}(A)$ is equal to its own commutator subgroup (i.e. $\mathcal{GL}(A)/[\mathcal{GL}(A), \mathcal{GL}(A)]$).

c) Let $E_r(A)$ be the subgroup of $\mathcal{GL}(A)$ generated by the “elementary matrices” (i.e. matrices of the type $(a_{ij})$ where $a_{ii} = 1$ and $a_{ij} \neq 0$ for at most one pair $(i, j)$ with $i \neq j$). For $n \geq 3$, prove that $E_r(A)$ is equal to its own commutator subgroup, and hence $K_1(A) = \mathcal{GL}(A)$ where $E_r(A) = \text{lim} \text{lim} E_r(A)$.

d) Prove that any triangular matrix with 1 on the diagonal belongs to $E(A)$.

Using the identities

$$\left(\begin{array}{ccc} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & 1 \end{array} \right) = \left(\begin{array}{ccc} \alpha & 0 & 0 \\ 0 & \beta & 0 \\ 0 & 0 & 1 \end{array} \right) = \left(\begin{array}{ccc} \beta & 0 & 0 \\ 0 & \alpha & 0 \\ 0 & 0 & 1 \end{array} \right) = \left(\begin{array}{ccc} \beta & 0 & 0 \\ 0 & \alpha & 0 \\ 0 & 0 & 1 \end{array} \right)$$

and

$$\left(\begin{array}{ccc} u & 0 & 0 \\ 0 & u & 0 \\ 0 & 0 & 1 \end{array} \right) = \left(\begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right)$$

show that $E(A) = \mathcal{GL}(A)$. 

e) We now assume that $A$ is a commutative Banach algebra. Show that $K^{-1}(\mathcal{P}(A)) \approx K^{-1}(\mathcal{P}(A)) \approx \pi_0(\text{GL}(A))$. If we put $SK^{-1}(A) = \pi_0(\text{SL}(A))$ and $SK^{-1}(A) = \text{SL}(A)/E(A)$, show that these two groups are naturally isomorphic.

f) If $A$ is a commutative Banach algebra, prove that $K_1(A) \approx A^* \otimes SK^{-1}(A)$.

Using the results of Chapter III, explicitly compute $K_1(A)$ when $A$ is the ring of continuous complex-valued functions on the torus $T^n$.

6.14. Suppose $A$ is a Banach algebra, and $X$ is a compact space. Let $A(X)$ denote the ring of continuous functions on $X$ with values in $A$. If $Y$ is a closed subspace of $X$, we have a Banach functor $\varphi : \mathcal{P}(A(X)) \to \mathcal{P}(A(Y))$ associated with the ring map $A(X) \to A(Y)$. We define $K(X, Y; A)$ as the Grothendieck group of the functor $\varphi$.

a) Using the material in 1.6 show that $K_0(X, Y) \approx K(X, Y; \mathbb{R})$ and $K_0(X, Y) \approx K(X, Y; \mathbb{C})$.

b) We define $K^{-n}(X, Y; A) = K(\times B^n, X \times S^{n-1} \cup Y \times B^n, A)$. Using the methods of Section II.4 prove the exact sequence

$$K^{-n-1}(X, A) \to K^{-n-1}(Y, A) \to K^{-n}(X, Y; A) \to K^{-n}(X, A) \to K^{-n}(Y, A).$$

c) We define $K^{-n}(A)$ to be $K^{-n}(P, A)$ where $P$ is a point. If $B$ is a Banach algebra without unit element, we define $K^{-n}(B)$ as $\text{Ker}[K^{-n}(B^+)] \to K^{-n}(\mathbb{R})]$, where $B^+$ denotes the algebra $B$ augmented by $\mathbb{R}$. If

$$0 \to A' \to A \to A'' \to 0$$
is an exact sequence of Banach algebras, prove the exact sequence

$$K^{-n}(A) \to K^{-n}(A') \to K^{-n}(A') \to K^{-n}(A) \to K^{-n}(A').$$

e) Let $A(X)$ be the Banach algebra of continuous functions with values in $A$. Prove that $K^{-n}(X; A) \approx K^{-n}(A(X))$.

d) Prove that $K^{-n-1}(A) \approx \pi_0(\text{GL}(A))$.

6.15. (Density theorem.) Let $A$ be a Banach algebra, and let $i : B \to A$ be a continuous injection from another Banach algebra $B$ into $A$, satisfying the following two conditions:

(i) $i(B)$ is dense in $A$.
(ii) $\text{GL}_n(A) \cdot i(B) = i(G_n(B))$ for any integer $n$ (considering $B$ as imbedded in $A$ via $i$).

Under this hypothesis, show that $i$ induces isomorphisms

$$K^{-n}(B) \approx K^{-n}(A)$$

for each $n \geq 0$. Generalize this theorem to inductive limits of Banach algebras where $K^{-n}(B)$ is interpreted as $\pi_{n-1}(\text{GL}(B))$ for $n > 0$. 

6.16. Let \( H \) be a Hilbert space of infinite dimension, let \( A \) be the Banach algebra \( \text{End}(H) \), and let \( A' \) be the quotient algebra \( \text{End}(H)/A' \), where \( A' \) is the ideal of completely continuous operators. Show that \( K^{-\ast}(X; A') = \ker(K^{-\ast}(X; A') \rightarrow K^{-\ast}(X; R)) \) may be identified with \( K^{-\ast}(X) \) (Hint: use the Density Theorem above). Prove that \( K^{-\ast}(X; A') = 0 \) and that \( K^{-\ast}(X; A') \approx K^{-\ast}(X; A') \approx K^{-\ast}(X) \). Prove also that \( K(X; A') \approx [X, \mathcal{F}(H)] \) where \( \mathcal{F}(H) \) denotes the non-trivial connected component of the set of self-adjoint Fredholm operators.

6.17. Let \((a_{ij}); (i, j) \in \mathbb{N} \times \mathbb{N}\), be an infinite matrix over \( A \). We say that \( M \) is of finite type if there is an integer \( n \) such that in each line and each column there are at most \( n \) elements \( \neq 0 \) and if, moreover, the \( a_{ij} \) are chosen from at most \( n \) distinct elements of \( A \).

a) Show that the set of such infinite matrices is a ring, and that \( M = \sup \sum_i ||a_{ij}|| \) is a norm in this ring. Let \( CA \) denote the completion of the ring with respect to this norm (this is the "cone" of the Banach algebra \( A \)). Let \( \tilde{A} \) denote the closure of finite matrices in \( CA \), and let \( SA \) denote the quotient algebra \( CA/\tilde{A} \).

b) Using the same type of arguments as in 6.16, show that \( BGL(CA) \) is contractible and that \( \Omega(BGL(SA)) \sim K(\tilde{A}) \times BGL(A) \). Deduce that \( BGL(A) \) is an infinite loop space for any Banach algebra \( A \).

6.18. Let \( \mathcal{C} \) be a Banach category, and let \( \varphi_n: \mathcal{C} \to \mathcal{C} \) be the functor defined by \( \varphi_n(E) = E^n (2.1) \). We put \( K^{-1}(\mathcal{E}; \mathbb{Z}/n) = K(\varphi_n) \).

a) Prove that \( K^{-1}(\mathcal{E}; \mathbb{Z}/n) \) is a group with exponent \( n \) if \( n \neq 4p + 2 \) or if \( \mathcal{C} \) is a complex Banach category.

b) If \( \mathcal{E} = \mathcal{E}(X) \), we put

\[
K^{-1}(X; \mathbb{Z}/n) = K^{-1}(\mathcal{E}; \mathbb{Z}/n),
\]

\[
\bar{K}^{-1}(X; \mathbb{Z}/n) = \text{Coker}[K^{-1}(P; \mathbb{Z}/n) \rightarrow K^{-1}(X; \mathbb{Z}/n)],
\]

and

\[
K^{-p-1}(X, Y; \mathbb{Z}/n) = \bar{K}^{-1}(S^p(X, Y); \mathbb{Z}/n).
\]

Now prove the exact sequences

\[
K^{-p-2}(X; \mathbb{Z}/n) \longrightarrow K^{-p-2}(Y; \mathbb{Z}/n) \longrightarrow K^{-p-1}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p-1}(X; \mathbb{Z}/n)
\]

\[
K^{-p-1}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p-1}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p}(X; \mathbb{Z}/n)
\]

\[
K^{-p}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p}(X, Y; \mathbb{Z}/n)
\]

\[
K^{-p}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p}(X, Y; \mathbb{Z}/n)
\]

\[
K^{-p}(X, Y; \mathbb{Z}/n) \longrightarrow K^{-p}(X, Y; \mathbb{Z}/n)
\]

\[
c) \text{Compute } K^{-1}(P; \mathbb{Z}/n) \text{ and } K^{-2}(P; \mathbb{Z}/n) \text{ in the real and complex cases, where } P \text{ is a point.}
\]

6.19. Let \( X \) be a compact space, and let \( Y \) be a closed subspace. Let \( \mathcal{E}(X, Y) \) denote the following category: the objects are the sequences \( E_n, E_{n-1}, \ldots, E_0 \) of vector
bundles together with morphisms $\alpha_i : E_{i-1} \rightarrow E_{i-2} \rightarrow \cdots \rightarrow E_{0} \rightarrow 0$

is exact. A morphism $\varphi : E \rightarrow F$, where $E = (E_i, \alpha_i)$ and $F = (F_i, \beta_i)$, is defined by a sequence of morphisms $\varphi_i : E_i \rightarrow F_i$ such that $\beta_i \varphi_i = \varphi_{i+1} \alpha_i$. An object $E = (E_i, \alpha_i)$ is called elementary if it is of the form $(0, \ldots, E_p, E_{p+1}, 0, \ldots, 0)$, where $E_p = E_{p+1}$ and $\alpha_p = \text{id}$. Let $\mathcal{H}(X, Y)$ denote the quotient of the set of isomorphism classes of objects of $\mathcal{E}(X, Y)$ by the equivalence relation generated by the sum of elementary objects.

a) Show that $\mathcal{H}(X, Y) \approx K(X, Y)$.

b) Let $(E_i, \alpha_i)$ be an object of $\mathcal{E}(X, Y)$. By adding an elementary object, show that we may assume that $\alpha_1$ is the restriction to $Y$ of a vector bundle epimorphism over $X$.

c) Show that the inclusion of $\mathcal{H}(X, Y)$ in $\mathcal{H}_0(X, Y)$ induces isomorphisms $\mathcal{H}_0(X, Y) \approx \mathcal{H}_1(X, Y)$ (Atiyah [3]).

d) Two objects of $\mathcal{E}(X, Y)$ are called homotopic, if there exists an object of $\mathcal{E}(X \times I, Y \times I)$, whose restrictions to $X \times \{0\}$ and $X \times \{1\}$ are isomorphic to the two given objects. Show that two homotopic objects have the same class in $\mathcal{H}(X, Y)$ (Hint: notice that an exact sequence over $Y$ can be extended on a neighbourhood of $Y$).

e) Prove that the tensor product of complexes induces a bilinear map

$$\mathcal{H}(X, Y) \times \mathcal{H}(X', Y') \longrightarrow \mathcal{H}(X \times X', Y \times Y')$$

which coincides with the cup-product defined in this chapter modulo the isomorphism $K \approx \mathcal{H}$.

f) Let $V$ be a complex vector space of dimension $n$ provided with a positive Hermitian form and let $B(V)$ (resp. $S(V)$) be the ball (resp. the sphere) associated with $V$. Let $E_i = B(V) \times \mathbb{H}^n_i(S(V))$, and $\alpha_i : S(V) \times \mathbb{H}^n_i(V) \rightarrow S(V) \times \mathbb{H}^{n-1}_i(V)$, where $\alpha_i(v, w) = (v, v \wedge w)$. If $V = \mathbb{C}^n$, show that the element thus defined of $K(B(V), S(V)) = K(B^n, S^{2n-1})$ is the $n^{th}$ cup-product with itself of the element of $K(B^n, S^n)$ defined in 2.30.

7. Historical Note

As stated in the introduction, the definition of the group $K(X)$ was originally due to Grothendieck (cf. Borel-Serre [2]) (in the framework of algebraic geometry), and was studied in the context of algebraic topology by Atiyah and Hirzebruch [3]. The definition of the relative group $K(X, Y)$ is due to Atiyah and Hirzebruch [3] but the presentation adopted here was inspired by the seminar of Cartan-Schwartz [1] and by the author's thesis [2]. Most of the rest of this section is included in the paper of Atiyah and Hirzebruch quoted above; however, some of the investigations on the multiplicative structures stem from the paper of Atiyah, Bott and Shapiro [1].
1. Periodicity in Complex $K$-Theory

1.1. In this section we will only consider complex $K$-theory which will be denoted simply by $K(X)$, $K(X, Y)$, etc. instead of $K_r(X)$, $K_r(X, Y)$, etc.

1.2. Let us consider again the element $u$ of $K(B^2, S^1)$ (II. 2.30) defined by $u(E, F, x)$ where $E = F = B^2 \times \mathbb{C}$ and $\alpha : E_{s_1} \rightarrow F_{s_1}$ is the isomorphism $(x, v) \mapsto (x, xv)$.

1.3. Theorem. Let $X$ be a locally compact space, and let $Y$ be a closed subspace. Then the cup-product with $u$ induces isomorphisms

$$\beta : K^{-n}(X, Y) \cong K^{-n}(X \times B^2, X \times S^1 \cup Y \times Y) = K^{-n-2}(X, Y)$$

(II. 4.11).

By replacing the pair $(X, Y)$ by the pair $(X \times B^n, X \times S^{n-1} \cup Y \times B^n)$, we may reduce this theorem to the case $n \geq 3$. Moreover, the commutative diagram

\[
\begin{array}{ccc}
K(X, Y) & \xrightarrow{\beta} & K(X \times B^2, X \times S^1 \cup Y \times B^2) \\
\cong & & \cong \\
K(X/Y, \{ x \}) & \xrightarrow{\beta} & K(X/Y \times B^2, X \times Y \times S^1 \cup \{ x \} \times B^2)
\end{array}
\]

reduces the theorem to the case $X$ compact and $Y$ a point $P$. Finally, we have the commutative diagram

\[
\begin{array}{ccc}
0 & \rightarrow & 0 \\
\downarrow & & \downarrow \\
K(X, P) & \rightarrow & K(X \times B^2, X \times S^1 \cup P \times B^2) \cong K((X - P) \times \mathbb{R}^2) \\
\downarrow & & \downarrow \\
K(X) & \rightarrow & K(X \times B^2, X \times S^1) \cong K(X \times \mathbb{R}^2) \\
\downarrow & & \downarrow \\
K(P) & \rightarrow & K(P \times B^2, P \times S^1) \cong K(P \times \mathbb{R}^2) \\
\downarrow & & \\
0 & \rightarrow & 0
\end{array}
\]
bundles together with morphisms $\alpha_i: E_{i+1}|Y \to E_i|Y$, such that the sequence

$$0 \to E_n|Y \to E_{n-1}|Y \to \cdots \to E_2|Y \to E_1|Y \to 0$$

is exact. A morphism $\varphi: E \to F$, where $E=(E_i, \alpha_i)$ and $F=(F_i, \beta_i)$, is defined by a sequence of morphisms $\varphi_i: E_i \to F_i$ such that $\beta_i \varphi_i = \varphi_{i+1} \alpha_i$. An object $E=(E_i, \alpha_i)$ is called elementary if it is of the form $(0, \ldots, E_p, E_{p+1}, 0, \ldots, 0)$, where $E_p=E_{p+1}$ and $\alpha_p=\text{id}$. Let $\mathcal{K}(X, Y)$ denote the quotient of the set of isomorphism classes of objects of $\mathcal{K}(X, Y)$ by the equivalence relation generated by the sum of elementary objects.

a) Show that $\mathcal{K}(X, Y) \approx K(X, Y)$.

b) Let $(E_i, \alpha_i)$ be an object of $\mathcal{K}(X, Y)$. By adding an elementary object, show that we may assume that $\alpha_1$ is the restriction to $Y$ of a vector bundle epimorphism over $X$.

c) Show that the inclusion of $\mathcal{K}(Y, Y)$ in $\mathcal{K}(X, Y)$ induces isomorphisms $\mathcal{K}(X, Y) \approx \mathcal{K}(X, X)(\text{Atiyah} [3])$.

d) Two objects of $\mathcal{K}(X, Y)$ are called homotopic, if there exists an object of $\mathcal{K}(X \times I, Y \times I)$, whose restrictions to $X \times \{0\}$ and $X \times \{1\}$ are isomorphic to the two given objects. Show that two homotopic objects have the same class in $\mathcal{K}(X, Y)$ (Hint: notice that an exact sequence over $Y$ can be extended on a neighbourhood of $Y$).

e) Prove that the tensor product of complexes induces a bilinear map

$$\mathcal{K}(X, Y) \times \mathcal{K}(Y, Y) \to \mathcal{K}(X \times X, Y \times Y),$$

which coincides with the cup-product defined in this chapter modulo the isomorphism $K \approx \mathcal{K}(X)$.

f) Let $V$ be a complex vector space of dimension $n$ provided with a positive Hermitian form and let $B(V)$ (resp. $S(V)$) be the ball (resp. the sphere) associated with $V$. Let $(E_i, \alpha_i)$ be the complex defined by $E_i=B(V) \times \mathbb{C}^n(X)$, and $\alpha_i: S(V) \times \mathbb{C}^n(X) \to S(V) \times \mathbb{C}^{n+1}(X)$, where $\alpha_i(a, w)=(a, a \cdot w)$. If $V=\mathbb{C}^n$, show that the element thus defined of $K(B(V), S(V))=K(B^{n}, S^{n+1})$ is the $n$th cup-product with itself of the element of $K(B^1, S^1)$ defined in 2.30.

7. Historical Note

As stated in the introduction, the definition of the group $K(X)$ was originally due to Grothendieck (cf. Borel-Serre [2]) (in the framework of algebraic geometry), and was studied in the context of algebraic topology by Atiyah and Hirzebruch [3]. The definition of the relative group $K(X, Y)$ is due to Atiyah and Hirzebruch [1], but the presentation adopted here was inspired by the seminar of Cartan-Schwarz [1] and by the author’s thesis [2]. Most of the rest of this section is included in the paper of Atiyah and Hirzebruch quoted above; however, some of the investigations on the multiplicative structures stem from the paper of Atiyah, Bott and Shapiro [1].
1. Periodicity in Complex $K$-Theory

1.1. In this section we will only consider complex $K$-theory which will be denoted simply by $K(X)$, $K(X, Y)$, etc. instead of $K_*(X)$, $K_*(X, Y)$, etc.

1.2. Let us consider again the element $u$ of $K(B^2, S^1)$ (II.2.30) defined by $d(E, F, x)$ where $E = F = B^2 \times \mathbb{C}$ and $x : E|_{x_1} \rightarrow F|_{x_2}$ is the isomorphism $(x, 0) \mapsto (x, x_0)$.

1.3. Theorem. Let $X$ be a locally compact space, and let $Y$ be a closed subspace. Then the cup-product with $u$ induces isomorphisms

$$
\beta : K^*(X, Y) \xrightarrow{\cong} K^*(X \times B^2, X \times S^1 \cup Y \times B^2) = K^{*-2}(X, Y)
$$

(II.4.11).

By replacing the pair $(X, Y)$ by the pair $(X \times B^n, X \times S^{n-1} \cup Y \times B^n)$, we may reduce this theorem to the case $n = 0$. Moreover, the commutative diagram

$$
\begin{array}{ccc}
K(X, Y) & \xrightarrow{\beta} & K(X \times B^2, X \times S^1 \cup Y \times B^2) \\
\uparrow \cong & & \uparrow \cong \\
K(X/Y, \{ \ast \}) & \xrightarrow{\beta} & K(X/Y \times B^2, X/Y \times S^1 \cup \{ \ast \} \times B^2)
\end{array}
$$

reduces the theorem to the case $X$ compact and $Y$ a point $P$. Finally, we have the commutative diagram

$$
\begin{array}{cccc}
0 & \rightarrow & K(X, P) & \rightarrow K(X \times B^2, X \times S^1 \cup P \times B^2) \approx K((X - P) \times \mathbb{R}^2) \\
\downarrow & & \downarrow & \\
K(X) & \rightarrow & \cdot K(X \times B^2, X \times S^1) \approx K(X \times \mathbb{R}^2) \\
\downarrow & & \downarrow & \\
K(P) & \rightarrow & K(P \times B^2, P \times S^1) \approx K(P \times \mathbb{R}^2) \\
\downarrow & & \downarrow & \\
0 & \rightarrow & 0
\end{array}
$$
where the vertical sequences are split exact, since \( P \) (resp. \( P \times \mathbb{R}^2 \)) is a retract of \( X \) (resp. \( X \times \mathbb{R}^2 \)), and by application of \( \Pi.4.7 \). Therefore, Theorem 1.3 is actually a consequence of this particular case:

1.4. **Theorem.** Let \( X \) be a compact space. Then the cup-product with \( a \) induces an isomorphism between the groups \( K(X) \) and \( K(X \times B^2, X \times S^1) \).

1.5. The proof of this last theorem will take the remainder of this section. Our objective is to reduce 1.4 to a general theorem about Banach algebras (1.11). As we have already seen in 1.6.18 and in \( \Pi.1.11 \), the group \( K(X) \) has an interpretation in terms of the Banach algebra \( A - \mathcal{C}(X) \) of continuous complex-valued functions on the compact space \( X \). More precisely \( K(X) \cong K(A) \cong K(\mathcal{P}(A)) \), where \( \mathcal{P}(A) \) is the category of finitely generated projective modules over \( A \). The correspondence between \( K(X) \) and \( K(A) \) is easily seen via projection operators (cf. 1.6.17): if \( E \) is a vector bundle over \( X \), then \( E \) is the image of a projection operator \( \rho : X \times \mathbb{C}^n \rightarrow Y \times \mathbb{C}^n \) for some \( n \) large enough (1.6.5). This projection operator \( \rho \) defines an element \( \beta \in M_\rho(A) \) such that \( (\beta)^2 = \beta \) (1.1.12), and the projective module associated with \( E \) is simply \( \text{Im}(\beta) \). Conversely, if \( M \) is a finitely generated projective module over \( A \), then \( M \) is the image of \( q : A^* \rightarrow A^* \) where \( (q)^2 = q \). Such a morphism \( q \) defines \( \rho = \tilde{\gamma} : X \times \mathbb{C}^n \rightarrow X \times \mathbb{C}^n \), whose image is a vector bundle (1.6.3).

We are going to give an analogous interpretation of \( K(X \times B^2, X \times S^1) \) in terms of the Banach algebra \( A \). The first step is the following lemma:

1.6. **Lemma.** Every element of \( K(X \times B^2, X \times S^1) \) may be written in the form \( d(T, T, \sigma) \) where \( T \) is a trivial bundle, and \( \sigma : T|_{X \times S^1} \rightarrow T|_{X \times S^1} \) is an automorphism such that \( \sigma(x, e) = \text{Id} \) for \( x \in X \) and \( e = (1, 0) \in S^1 \subset \mathbb{R}^2 \) (such an automorphism is called normalized). If \( \sigma \) and \( \beta \) are normalized, then \( d(T, T, \sigma) = d(T, T, \beta) \) if and only if there exists a trivial bundle \( T' \) such that \( \sigma \oplus \text{Id}_{T|_{X \times S^1}} \) is homotopic to \( \beta \oplus \text{Id}_{T|_{X \times S^1}} \) within the normalized automorphisms of \( (T \oplus T')|_{X \times S^1} \).

**Proof.** Let \( d(E, F, \gamma) \) be an element of \( K(X \times B^2, X \times S^1) \). Since the projection \( \pi : X \times B^2 \rightarrow X \) is a homotopy equivalence, we may suppose, by 1.7.3, that \( E \) and \( F \) are of the form \( \pi^*(E') \) and \( \pi^*(F') \) respectively. On the other hand, the isomorphism restricted to the subspace \( X \times \{ e \} \) of \( X \times S^1 \) defines an isomorphism \( \gamma_{e} : E' \rightarrow F' \), which is itself the restriction of an isomorphism \( \pi^*(\gamma) : \pi^*(E') \rightarrow \pi^*(F') \) (identifying \( X \) with \( X \times \{ e \} \)). Therefore, we have

\[
\begin{align*}
&d(\pi^*(E'), \pi^*(F'), \gamma) = d(\pi^*(E'), \pi^*(F'), \gamma) + d(\pi^*(E'), \pi^*(F'), \pi^*(\gamma_{e}^{-1} \pi|_{X \times S^1})) \\
&= d(\pi^*(E'), \pi^*(F'), \sigma),
\end{align*}
\]

where \( \sigma \) is an automorphism of \( \pi^*(E')|_{X \times S^1} \) such that \( \sigma(x, e) = \text{Id} \) if \( E' \) is a vector bundle over \( X \) such that \( E' \oplus E'' \) is a trivial bundle \( T' \), then we have \( d(\pi^*(E'), \pi^*(E'), \sigma) = d(\pi^*(E'), \pi^*(E'), \sigma) + d(\pi^*(E'), \pi^*(E'), \text{Id}) = d(T, T, \sigma) \), where \( T = \pi^*(T') \) and \( \sigma \) is normalized.
Let us assume now that $d(T, T, \omega) = 0$, where $\omega$ is normalized. By II.2.28 there is a trivial vector bundle $T'$ over $X \times B^2$, and an automorphism $\alpha : T \oplus T' \to T \oplus T'$ such that $\alpha|_{T \times \{x\}} = \alpha \oplus \text{id}$. Let $\pi = \text{Rank}(T \oplus T')$, and let $f : X \times S^1 \times I \to \text{GL}_n(\mathbb{C})$ be the continuous map defined by $f((x, \omega), t) = \omega(x, \omega t) \omega(x, t)^{-1}$. Then $f$ realizes a normalized homotopy between $\alpha$ and $\omega \oplus \text{id}_{T \times \{x\}}$.

Finally, let us assume that $d(T, T, \omega) = d(T, T, \beta)$, or equivalently that $d(T, T, \omega) \beta^{-1} = 0$ (II.2.16). According to the discussion above, there is a trivial bundle $T''$ such that $\omega \beta^{-1} \oplus \text{id}_{T''\times \{x\}}$ is homotopic to $\text{id}_{T''\times \{x\}}$, within the normalized automorphisms. If we multiply this homotopy on the right by $\beta \oplus \text{id}_{T''\times \{x\}}$, it follows that $\omega \oplus \text{id}_{T''\times \{x\}}$ is homotopic to $\beta \oplus \text{id}_{T''\times \{x\}}$, within the normalized automorphisms of $(T \oplus T'')\times \{x\}$. \[ \square \]

1.7. A triple $(T, T, \omega)$ where $\omega$ is normalized, defines a continuous map $\tilde{\omega} : X \times S^1 \to \text{GL}_n(\mathbb{C})$ such that $\tilde{\omega}(x, \cdot) = \text{id}$ (1.1.12). Hence it also defines a continuous map $\sigma : S^1 \to K(X, \text{GL}_n(\mathbb{C})) \cong \text{GL}_n(A)$ with $\sigma(e^i) = 1$. Homotopies between normalized automorphisms may be translated by this correspondence, to homotopies between loops in $\text{GL}_n(A)$ based on the identity element. The next proposition is therefore a more conceptual version of Lemma 1.6.

1.8. Proposition. The correspondence $\omega \mapsto d(T, T, \omega)$ defines an isomorphism between $\pi_1(\text{GL}(A)) = \text{inj lim} \pi_1(\text{GL}_n(A))$ and the group $K(X \times B^2, X \times S^1)$, where $A = C(X)$.

1.9. Now let $A$ be any complex Banach algebra with unit. We can define a homomorphism

$$K(A) \longrightarrow \pi_1(\text{GL}(A)),$$

generalizing the homomorphism

$$K(X) \longrightarrow K(X \times B^2, X \times S^1)$$

when $A = C(X)$. More precisely, let $E$ be an object of $\mathcal{H}(A)$, and let $p$ be a projector in $A^\pi$ for some $\pi$ large enough, such that $E \approx \text{Im}(p)$. Then the projector $p$ defines a loop $\sigma$ in $\text{GL}_n(A)$, by the formula $\sigma(z) = pz + 1 - p$ ($z \in S^1 \subset \mathbb{C}$). Passing to the inductive limit, we obtain a well-defined element of $\pi_1(\text{GL}(A)) = \text{inj lim} \pi_1(\text{GL}_n(A))$.

1.10. Proposition. The element of $\pi_1(\text{GL}(A))$ defined above is independent of the choice of $p$. If we let $\gamma(E)$ denote this element, we have the relation $\gamma(E \oplus F) = \gamma(E) \oplus \gamma(F)$. Therefore the correspondence $E \mapsto \gamma(E)$ induces a homomorphism between $K(A)$ and $\pi_1(\text{GL}(A))$, denoted again by $\gamma$. Finally, if $A = C(X)$, we have the
where the vertical isomorphisms are those defined in 1.5 and 1.8.

Proof. For the moment let us denote the element of $\pi_1(GL(A))$, associated with $E$ and the projection operator $p$, by $\gamma(E, p)$. We first have to show that $\gamma(E, p) = \gamma(F, q)$ if $E \cong F$. Since we will pass to the inductive limit, we may assume without loss of generality that $p$ and $q$ are projection operators in $A^n$ for some $n$ large enough. Moreover, we may assume that $p$ and $q$ can be written as $p' \oplus 0$ and $q' \oplus 0$ where $p'$ and $q'$ are projection operators in $A^n$. In this case, the argument used in the proof of 1.7.7 shows the existence of an element $\delta$ of $GL_2(A)$, homotopic to 1, such that $q = \delta \cdot p \cdot \delta^{-1}$. If $\delta: I \to GL_2(A)$ denotes a continuous map such that $\delta(0) = 1$ and $\delta(1) = \delta$, we see that the loops associated with $p$ and $q$ are homotopic by the map $(z, t) \mapsto \delta(t)(pz + 1 - p)\delta(t)^{-1}$.

If $E$ and $F$ are two objects of $\mathcal{P}(A)$ such that $E \cong \text{Im}(p)$ and $F \cong \text{Im}(q)$, where $p$ and $q$ are projection operators in $A^n$ and $A^m$ respectively, we have $E \oplus F \cong \text{Im}(p \oplus q)$ where $p \oplus q$ is a projector in $A^n \oplus A^m$. Therefore, if we replace $p$ by $p \oplus 0$ and $q$ by $0 \oplus q$, we have the formula $(pz + 1 - p)(qx + 1 - q) - (p \oplus q)x + 1 - (p \oplus q)$, which shows that $\gamma(E \oplus F) = \gamma(E) \cdot \gamma(F)$, since the group operation in $\pi_1(GL(A))$ is induced by the product in the topological group $GL(A)$ (Godbillon [2]).

Finally let us prove the commutativity of the diagram, i.e. $\varphi \beta = \gamma \theta$. If $E$ is a vector bundle over $X$ and $E'$ is a vector bundle such that $E \oplus E' = T_1$ is trivial, we have $\beta([E]) - \beta([E'] - \beta([E])$, where $\pi^*(E) = E \times B^2$ and $x: E \times S^1 \to E \times S^1$ is defined by $x(e, z) = (ze, z)$. This can also be written as $\beta([E]) = \beta([E'] - \beta([E])$, where $\beta' = \beta \oplus \text{Id}_{\pi^*(E) \times S^1}$. If $p: T_1 \to T_1$ is the projector defining $E$, we have $\beta(x, z) = z \beta(x) + 1 - \beta(x)$ (using the notation of 1.1.12). Therefore $(\varphi \beta)([E]) = (\gamma \theta)((E])$, and by linearity, $(\varphi \beta)([E] - [F]) = (\gamma \theta)([E] - [F])$. □

Proposition 1.10 shows that Theorem 1.4 is a consequence of the following general theorem on Banach algebras:

1.11. Theorem. Let $A$ be any complex Banach algebra with unit. Then the homomorphism

$$\gamma: K(A) \longrightarrow \pi_1(GL(A))$$

defined in 1.9 and 1.10 is an isomorphism.

The proof of this theorem requires many steps. We will begin by showing that $\gamma$ is injective by defining $\gamma': \pi_1(GL(A)) \rightarrow K(A)$ left-inverse to $\gamma$ (1.20). Then we
will prove that $\gamma$ is surjective by a series of reductions (1.21–1.23). Before we proceed any further, we still require some additional definitions and propositions.

1.12. Definition. Let $\sigma: S^1 \to \text{GL}_n(A)$ be a loop in $\text{GL}_n(A)$ based at $1$. Then $\sigma$ is said to be \textit{Laurentian} (resp. \textit{polynomial}, \textit{affine}) if $\sigma$ can be written as $\sum_{k=-N}^{N} a_k z^k$ (resp. $\sum_{k=0}^{N} a_k z^k$, resp. $a_0 + a_1 z$) in $M_n(A)$ for some $N$ large enough. We let $\pi_1^L(\text{GL}_n(A))$ denote the set of homotopy classes of Laurentian loops in $\text{GL}_n(A)$ and let $\pi_1^L(\text{GL}_n(A))$ denote $\operatorname{inj} \lim \pi_1^L(\text{GL}_n(A))$.

1.13. It is clear that the homomorphism $K(A) \to \pi_1(\text{GL}(A))$ may be decomposed into $K(A) \to \pi_1^L(\text{GL}(A)) \to \pi_1(\text{GL}(A))$. Our first step towards proving Theorem 1.1 is the following proposition:

1.14. Proposition. The map

$$
\pi_1^L(\text{GL}(A)) \longrightarrow \pi_1(\text{GL}(A))
$$

is bijective. In particular, $\pi_1^L(\text{GL}(A))$ is an abelian group (with respect to the operation defined by the product in $\text{GL}(A)$).

Proof. Let $\sigma: S^1 \to \text{GL}(A)$ be a continuous map. Since $S^1$ is compact, there exists a factorization of $\sigma$ through $\text{GL}_n(A)$ for some $n$ large enough.

We let $\sigma$ also denote the map of $S^1$ in $\text{GL}_n(A)$ thus obtained. Since $M_n(A)$ is a Banach space, Fejér's theorem applied to $M_n(A)$ shows that $\sigma$ is a uniform limit of Laurentian loops (of free origin) defined in the following way. Setting

$$
\sigma_k = \frac{1}{2\pi} \int_0^{2\pi} \sigma(\theta) e^{-ik\theta} d\theta, \quad S_k(z) = \sum_{i=-k}^{k} a_i z^i, \quad \sigma_k(z) = \frac{S_0(z) + \cdots + S_k(z)}{k+1},
$$

then for $k$ large enough, $\sigma_k(e)$ belongs to the open ball of radius $1$ centered at the identity element. Moreover, using the local convexity of $\text{GL}_n(A)$ in $M_n(A)$ again, we have $t\sigma_k + (1-t)\sigma(z) \in \text{GL}_n(A)$ for $k$ large enough. Therefore, if we let $\sigma_k(z) = \sigma_k(z) \sigma_k(e)^{-1}$, then $\sigma_k$ is a Laurentian loop which has the same class in $\pi_1^L(\text{GL}(A))$ as the original loop, thanks to the homotopy $(z, t) \mapsto (t\sigma_k(z) + (1-t)\sigma(z))(t\sigma(e) + (1-t)\sigma(e))^{-1}$. This argument shows then, that the map $\pi_1^L(\text{GL}(A)) \to \pi_1(\text{GL}(A))$ is surjective.

The injectivity of the map is proved by a similar argument applied to the Banach algebra $A(I)$ (ring of continuous functions on $I$ with values in $A$). More precisely, we consider two Laurentian loops $\sigma$ and $\tau$, which have the same class in $\pi_1^L(\text{GL}(A))$. Then there exists a continuous map $s: S^1 \times I \to \text{GL}_n(A)$, such that $s(z, 0) = \sigma(z)$, $s(z, 1) = \tau(z)$, and $s(e, t) = 1$. Since

$$
F(S^1 \times I, \text{GL}_n(A)) \cong F(S^1, \text{GL}_n(A(I))),
$$

Therefore, $\pi_1^L(\text{GL}(A))$ is an abelian group (with respect to the operation defined by the product in $\text{GL}(A)$).
the argument above applied to the Banach algebra \( A(I) \), shows that for every \( \varepsilon > 0 \) there exists a continuous map \( s_1 : S^1 \times I \to \text{GL}_\mathbb{A}(A) \), such that \( s_1(z, t) = I \), \( \| s_1(z, t) - s(z, \theta) \| < \varepsilon \), and such that \( s_1(z, t) \) is a Laurentian function of \( z \). If \( \varepsilon \) is chosen smaller than \( \frac{1}{\| \sigma^{-1} \|} \) and \( \frac{1}{\| \tau^{-1} \|} \), we may define a Laurentian homotopy \( r \) between \( \sigma \) and \( \tau \) by the formulas:

\[
\begin{align*}
  r(z, t) &= 3t\sigma(z) + (1 - 3t)\tau(z) \quad \text{for } 0 \leq t \leq \frac{1}{3} \\
  r(z, t) &= s_1(z, 3t - 1) \quad \text{for } \frac{1}{3} \leq t \leq \frac{2}{3} \\
  r(z, t) &= (3t - 2)s_1(z, 1) + (3 - 3t)\tau(z) \quad \text{for } \frac{2}{3} \leq t \leq 1
\end{align*}
\]

\[
\begin{array}{c}
\sigma(z) \quad \tau(z) \\
\hline
s_1(z, 0) \quad \cdots \quad s_1(z, 1)
\end{array}
\]

Fig. 14

Notice that the restriction on \( \varepsilon \) guarantees that the first and third paths lie in \( \text{GL}_\mathbb{A}(A(I)) \in M_\mathbb{A}(A(I)) \). □

1.15. Proposition. Let \( E \) be a projective module over \( A(I) \), and let \( E_0 \) and \( E_1 \) be the \( A \)-modules obtained by "restriction" to \( \{0\} \) and \( \{1\} \). Then \( E_0 \) and \( E_1 \) are isomorphic.

Proof. According to 1.6.16 we should interpret the "restriction" of \( E \) to \( \{0\} \) and \( \{1\} \) in the following way. Let us write \( E \) as the image of a projection operator \( p(t) = M_\mathbb{A}(A) \), which depends continuously on the parameter \( t \in I \). Now we want to prove \( \text{Im}(p(0)) \approx \text{Im}(p(1)) \). For this it suffices to find some \( \alpha \in \text{GL}_\mathbb{A}(A) \), such that \( p(1) = \alpha^{-1} p(0) \alpha \).

For \( t \) and \( u \in I \), we have the identity \( \alpha(t, u)p(u) = p(t)\alpha(t, u) \), where \( \alpha(t, u) = 1 - p(t) - p(u) + 2p(t)p(u) \). If \( u \) is close to \( t, \) then \( \alpha(t, u) \) is close to \( 1, \) and hence is invertible. Therefore by the compactness of \( I \), there exists a sequence \( 0 = t_0 < t_1 < \cdots < t_p = 1 \) such that \( \alpha(t_1, t_{i+1}) \) is invertible. Now \( p(1) = \alpha^{-1} p(0) \alpha \), where \( \alpha = \alpha(t_1, t_0) \cdots \alpha(t_i, t_{i+1}) \). □

1.16. Remark. When \( A = C(X) \), by 1.6.18 this proposition is simply another interpretation of 1.7.2.

1.17. We are now on our way to defining a homomorphism

\[
\gamma : \pi_1(\text{GL}(A)) \approx \pi_1(\text{GL}(A)) \to K(A)
\]

which is left-inverse to \( \gamma \). For this we consider the Banach algebra \( A(\zeta) \) (resp. \( A(\zeta, \zeta^{-1}) \)) of formal power series \( \sum_{r=0}^\infty a_r \zeta^r \) (resp. \( \sum_{r=-\infty}^\infty a_r \zeta^r \)) such that \( \sum_{r=0}^\infty \| a_r \| < +\infty \) (resp. \( \sum_{r=-\infty}^\infty \| a_r \| < +\infty \)). If \( \sigma : S^1 \to \text{GL}_\mathbb{A}(A) \) is a Laurentian loop, then \( \sigma \) defines
an element $\sigma_z$ of $M_n(A(z, z^{-1}))$ which is written as $\sum_{r=0}^{\infty} a_r z^r$. Note that $a_r = 0$ except for a finite number of indices $r$, and that $M_n(A(z, z^{-1}))$ may be identified with $M_n(\sigma(z))$. If $r: S^1 \to GL_n(A)$ denotes the "inverse loop" (defined by $r(z) = (\sigma(z)^{-1})$), then $r$ is a differentiable function of class $C^1$ (actually of class $C^0$), hence its Fourier series converges absolutely, and $\tau_z = \sum_{r=0}^{\infty} b_r z^r \in GL_n(A(z, z^{-1}))$

is the inverse series of $\sigma_z$. For $k \in \mathbb{N}$ we let $\sigma_z^k = \sum_{r=0}^{\infty} a_{r-1} z^r$ and $\tau_z^k = \sum_{r=0}^{\infty} b_{r-k} z^r$.

Then we have $\sigma_z^k \cdot \tau_z^k = z^k (1 + \epsilon_0(z))$, where $\epsilon_0(z) \to 0$ as $k \to +\infty$.

1.18. Lemma. Let $k$ be chosen large enough so that $\sigma_z^k = M_n(A(z))$, and so that $(1 + \epsilon_0(z))$ is invertible. Then the $A$-module $M_n(\sigma, k) = \text{Coker}(\sigma_z^k)$ is projective of finite type. Moreover, $M_n(\sigma, k + l) = M_n(\sigma, k) \oplus A^l$ for $l \geq 0$.

Proof. The $A$-module $M_n(\sigma, k)$ is defined by the exact sequence

$$(A(z))^n \xrightarrow{\sigma_z^k} (A(z))^n \xrightarrow{\tau_z^k} M_n(\sigma, k) \xrightarrow{\epsilon_0(z)} 0,$$

where as usual we identify a matrix with its naturally associated linear map. Let $i: (A(z))^n \to (A(z, z^{-1}))^n$ (resp. $P: (A(z, z^{-1}))^n \to (A(z))^n$) be the natural inclusion (resp. the projection $\sum_{r=0}^{\infty} a_r z^r \mapsto \sum_{r=0}^{\infty} a_r z^r$). We define $\theta_z^k: (A(z))^n \to (A(z))^n$ by the formula $\theta_z^k = P \circ z^{-k} \cdot \tau_z^k \cdot i$. Now we have $\theta_z^k \sigma_z^k = P \circ z^{-k} \cdot \sigma_z^k \cdot i = P \cdot i = \text{Id}$; this shows that $\sigma_z^k$ is invertible on the left, hence that $M_n(\sigma, k)$ is a direct factor of $(A(z))^n$ as an $A$-module.

To show that $M_n(\sigma, k)$ is finitely generated and projective, we consider the commutative diagram

$$\begin{array}{ccc}
0 & \to & (A(z))^n \xrightarrow{\sigma_z^k} (A(z))^n \xrightarrow{\tau_z^k} M_n(\sigma, k) \xrightarrow{\epsilon_0(z)} 0 \\
\| & \| & \|
0 & \to & (A(z))^n \xrightarrow{\text{Id}} (A(z))^n \xrightarrow{\text{Id}} (A^n)^{2k} \xrightarrow{\text{Id}} 0,
\end{array}$$

where $\eta_n = (1 + \epsilon_0(z))^{-1}$. From this diagram we see that the map $(A^*)^{2k} \to M_n(\sigma, k)$ is surjective and splits; hence $M_n(\sigma, k)$ is finitely generated and projective.

Finally, if $l \geq 0$, then the sequence of $A$-modules and homomorphisms

$$(A(z))^n \xrightarrow{\sigma_z^k} (A(z))^n \xrightarrow{\tau_z^k} (A(z))^n$$

induces the exact sequence

$$0 \to \text{Coker}(\sigma_z^k) \to \text{Coker}(\sigma_z^{k+l}) \to \text{Coker}(\sigma_z^l) \to 0$$
1.19. Using Lemma 1.18, we define a homomorphism \( \gamma: \pi_1(\text{GL}(A)) \to K(A) \) in the following way. Let \( \sigma: S^1 \to \text{GL}(A) \) be a Laurentian loop and let \( k \) and \( n \) be two integers such that \( z^k \sigma(z^{-1}) \) and \( z^n \sigma(z^{-1}) \) are invertible in \( M_n(A(z^{-1})) \). Then we define \( \gamma(\sigma) \) to be \( M_n(\sigma, k) - [A^n] \in K(A) \). Since \( M_{n+1}(\sigma, k) = M_n(\sigma, k) \oplus [A^n] \), we see that \( \gamma(\sigma) \) is independent of the choice of \( n \). Moreover, as soon as \( 1 + z \sigma(z^{-1}) \) is invertible in \( M_n(A(z^{-1})) \), we see that \( \gamma(\sigma) \) is independent of the choice of \( k \); essentially, \([M_n(\sigma, k+1)] - [A^{n+1}] = [M_n(\sigma, k)] - [A^n]\) by the last part of 1.18.

Let us consider two Laurentian loops \( \sigma_0 \) and \( \sigma_1 \) in \( \text{GL}(A) \) which are homotopic. Then there exists a Laurentian loop \( \sigma: S^1 \to \text{GL}(A) \), such that \( \sigma_0(z)(0) = \sigma_1(z) \) and \( \sigma_1(1) = \sigma_0(1) \). If \( k \) is chosen large enough, the module \( M_n(\sigma, k) \) is a finitely generated projective module over \( A(I) \), whose restrictions to \( \{0\} \) and \( \{1\} \) are \( M_n(\sigma_0, k) \) and \( M_n(\sigma_1, k) \) respectively. Applying Proposition 1.15, we see that \( M_n(\sigma_0, k) \) and \( M_n(\sigma_1, k) \) are isomorphic. Therefore, the correspondence \( \sigma \to M_n(\sigma, k) \cdot [A^n] \) induces a well-defined map \( \gamma \) from \( \pi_1(\text{GL}(A)) \approx \pi_1(\text{GL}(A)) \) to \( K(A) \).

Finally, let us compare \( M_n(\sigma, k) \), \( M_n(\sigma', k') \), and \( M_n(\sigma', k' + k) \) for \( k \) and \( k' \) large enough. Since \( (\sigma')^k = \sigma' \cdot \sigma' \), the exact sequence of cokernels

\[
0 \longrightarrow \text{Coker}(\sigma_0^k) \longrightarrow \text{Coker}(\sigma_1^k) \longrightarrow 0
\]

can be written as

\[
0 \longrightarrow M_n(\sigma, k) \longrightarrow M_n(\sigma', k + k') \longrightarrow M_n(\sigma', k') \longrightarrow 0,
\]

showing that \( M_n(\sigma', k + k') \approx M_n(\sigma, k) + M_n(\sigma', k') \). This implies that \( \gamma \) is a homomorphism since

\[
[M_n(\sigma, k + k')] [A^{n+1}] = [M_n(\sigma, k)] - [A^n] + [M_n(\sigma', k')] [A^m].
\]

1.20. Theorem. The homomorphism

\[
\gamma: \pi_1(\text{GL}(A)) \approx \pi_1(\text{GL}(A)) \longrightarrow K(A)
\]

is left-inverse to the homomorphism

\[
\gamma: K(A) \longrightarrow \pi_1(\text{GL}(A))
\]

defined in 1.9 and 1.10. In particular \( \gamma \) is injective.
Proof. For every Banach space \( E \) we may define a Banach space \( E\langle z \rangle \) as the space of formal power series \( \sum_{n=0}^{\infty} e_n z^n \), where \( e_n \in E \) and \( \sum_{n=0}^{\infty} \|e_n\| < \infty \). Moreover, if \( E \) is an \( \mathcal{A} \)-module, then \( E\langle z \rangle \) is naturally an \( \mathcal{A} \)-module. In particular \( (A\langle z \rangle)^\mathcal{A} \approx A^\mathcal{A}\langle z \rangle \).

Now let \( E \) be a projective \( \mathcal{A} \)-module, and let \( E' \) be a supplementary module, such that \( E \oplus E' \approx A^\mathcal{A} \). Let \( p \) be the projector in \( A^\mathcal{A} \) associated with this decomposition. By 1.9, the element of \( \pi_1(\text{GL}(\mathcal{A})) \) associated with \( E \) is the class of the loop \( \sigma \) in \( \text{GL}_n(\mathcal{A}) \), where \( \sigma \) is defined by \( \sigma_z = pz + 1 - p \). Therefore by writing \( A^\mathcal{A}\langle z \rangle \) as \( E\langle z \rangle \oplus E'\langle z \rangle \), we obtain the exact sequence

\[
0 \rightarrow (A\langle z \rangle)^\mathcal{A} \overset{pz+1-p}{\rightarrow} A\langle z \rangle \rightarrow E \rightarrow 0
\]

(note that \( pz + 1 - p \) is multiplication by \( z \) on the factor \( E\langle z \rangle \), and the identity on the factor \( E'\langle z \rangle \).

Since \( \gamma' \) is a homomorphism we finally have \( (\gamma'\gamma)([E] - [F]) = (\gamma'\gamma)([E]) - (\gamma'\gamma)([F]) = [E] - [F] \). Hence \( \gamma'\gamma = \text{Id}_{\text{KL}(A)} \).

Following the plan outlined in 1.11, we still must show that \( \gamma' \) is surjective. This is the object of the following lemmas.

1.21. Lemma. Each element of \( \pi_1(\text{GL}(\mathcal{A})) \) may be written as \([\sigma_1] - [\sigma_2]\) where \( \sigma_1 \) and \( \sigma_2 \) are polynomial loops (cf. 1.12).

Proof. In this and the following lemmas, \([\sigma]\) will denote the class of the loop \( \sigma \) in \( \pi_1(\text{GL}_n(\mathcal{A})) \). Now \( [z^k\sigma] = [z^k] + [\sigma] \), implying that \( [\sigma] = [z^k\sigma] - [z^k] \) and thus we may set \( \sigma_1 = [z^k\sigma] \) and \( \sigma_2 = [z^k] \), where \( k \) is chosen large enough to guarantee \( z^k\sigma \in M_n(\mathcal{A}\langle z \rangle) \). \( \square \)

1.22. Lemma. Let \( [\sigma] \) be an element of \( \pi_1(\text{GL}(\mathcal{A})) \) with \( \sigma \) a polynomial. Then \( [\sigma] \) is the class of an affine loop.

Proof. Let us write \( \sigma(z) = a_0 + a_1 z + \cdots + a_k z^k \) in \( \text{GL}_n(\mathcal{A}\langle z \rangle) \) where \( k > 1 \). Then

\[
\sigma(t, z) = \begin{pmatrix}
1 - t z^{k-1} & 0 \\
0 & 1 - t z^k \end{pmatrix}
\begin{pmatrix}
\sigma(z) & 0 \\
0 & 1 - t a_k z
\end{pmatrix}
\]

defines a continuous map from \( I \times S^1 \) to \( \text{GL}_2(\mathcal{A}) \), which connects \( \sigma(z) \) with a loop of degree \( \leq k - 1 \). We "normalize" this homotopy by defining \( \tilde{\sigma}(t, z) = \sigma(t, z)\sigma(t, 1)^{-1} \): then \( \tilde{\sigma}(t, 1) = 1 \), \( \tilde{\sigma}(0, z) = \sigma(z) \), and \( \tilde{\sigma}(1, z) \) is a Laurentian loop of degree \( \leq k - 1 \). The lemma now follows by induction on \( k \). \( \square \)
1.23. Lemma. Let \( \sigma(z) = a_0 + a_i z \) be an affine loop in \( \text{GL}_n(A) \), and let \( \tau(z) = \sum_{k=-\infty}^{\infty} b_k z^k \in \text{GL}_n(A(z, z^{-1})) \) be its inverse loop. Then we have the following relations:

1. \( b_i a_0 b_j = 0 \)  
2. \( b_i a_0 b_j = 0 \)  
3. \( b_i b_j = b_j b_i = 0 \)  
4. \( b_i b_{i+1} = b_{i+1} b_i = 0 \)  
5. \( a_i b_j = b_j a_i \)

\( \text{Proof}. \) Since \( \tau \) is a differentiable function of class \( C^\infty \), its Fourier series converges absolutely. Thus we already have the relations

\[
\begin{align*}
  a_0 b_i + a_i b_{-i} &= b_0 a_0 + b_{-i} a_i = 1, \\
  a_0 b_i - a_i b_{-i} &= b_0 a_0 - b_{-i} a_i = 0 \quad \text{for } i \neq 0.
\end{align*}
\]

Now let us verify the other relations.

1. For \( i < 0 \) and \( j \geq 0 \), we write \( b_i a_0 b_j = b_i a_0 b_{j+i} = \cdots = b_{j+i} b_{j+i} = \cdots = b_{j+i} a_0 b_{j+i} = 0 \).

2. For \( i > 0 \) and \( j < 0 \), we have \( b_i a_0 b_j = b_i a_0 b_{j+i} = \cdots = b_{j+i} a_0 b_{j+i} = 0 \).

3. In the same range of values for the pair \((i, j)\), since \( a_0 + a_1 = 1 \), we have \( b_i b_{j+i} = b_i (a_0 + a_1) b_{j+i} = b_i a_0 b_{j+i} = b_i a_1 b_{j+i} = 0 \).

4. By (3) it is enough to consider the case where \( i \) and \( j \) are \( \neq 0 \) and of the same sign. Let \( 0 < i < j \) for instance, we have

\[
\begin{align*}
  b_i a_0 b_j &= b_i a_0 b_{j+i} = b_i a_0 b_{j+i} = \cdots = b_i a_0 b_i, \\
  b_i a_0 b_j &= b_i a_0 b_{j+i} = b_i a_0 b_{j+i} = \cdots = b_i a_0 b_i.
\end{align*}
\]

By adding these two relations we obtain \( b_i b_{j+i} = b_i b_i \). For \( i < j < 0 \), the relation \( b_i b_{j+i} = b_i b_i \) is obtained in an analogous way.

5. For \( i \leq 0 \), we have \( a_0 b_i - b_i a_0 = -a_i b_{i-1} - b_{i-1} a_i = a_0 b_{i-1} - b_{i-1} a_i \) since \( a_0 + a_1 = 1 \). Therefore \( a_0 b_i - b_i a_0 = a_0 b_{i-1} - b_{i-1} a_0 = 0 \). Similarly for \( i > 0 \), we have \( a_0 b_i - b_i a_0 = a_0 b_{i+1} - b_{i+1} a_0 = a_0 b_{i+1} - b_{i+1} a_0 = 0 \).

6. By (5) we have \( a_i b_i - b_i a_i = -a_0 b_i + b_i a_0 = 0 \).

1.24. Lemma. With the notation of 1.23 the morphism, \( q = a_0 b_0 \) is a projector, and \( \sigma \) can be written as

\[
\sigma(z) = \sigma^+(z) \sigma^-(z^{-1}) (pz + q),
\]

where \( p = 1 - q, \sigma^+(z) \in \text{GL}_n(A(z)), \) and \( \sigma^-(z^{-1}) \in \text{GL}_n(A(z^{-1})). \)
Proof. We have \( q^2 = a_0 b_0 a_0 b_0 = a_0 b_0 (1 - a_1 b_{-1}) = a_0 b_0 - a_0 (a_1 b_{-1}) = a_0 b_0 \) by (ii) of 1.23. Let us define \( \sigma^+ (z) = p + \sigma(z) q \) and \( \sigma^- (z^{-1}) = q + \sigma(z) p z^{-1} \). Then \( \sigma^+ (z) \) (resp. \( \sigma^- (z^{-1}) \)) is an affine function of \( z \) (resp. \( z^{-1} \)), and we have

\[
\sigma^+ (z) \sigma^- (z^{-1}) (pz + q) = (p + \sigma(z) q)(q + \sigma(z) p z^{-1})(pz + q)
= (\sigma(z) q + \sigma(z) p z^{-1})(q + pz) = \sigma(z) q + \sigma(z) p = \sigma(z)
\]

Moreover, \( p + \sigma(z) q \) (resp. \( q + \sigma(z) p z^{-1} \)) is invertible in the Banach algebra \( M_\infty(A(z)) \) (resp. \( M_\infty(A(z^{-1})) \)), and its inverse is \( p + \tau(z) q \) (resp. \( q + \tau(z) p z^{-1} \)), since Lemma 1.23 implies that \( p + \tau(z) q \) (resp. \( q + \tau(z) p z^{-1} \)) contains only positive powers of \( z \) (resp. negative powers of \( z \)). \(
\)

1.25. Theorem. The homomorphism

\[ \gamma: K(A) \rightarrow \pi_1(\text{GL}(A)) \]

is surjective.

Proof. By Lemma 1.22, it suffices to prove that the class of an affine loop \( \sigma(z) = a_0 + a_1 z \) is in the image of \( \gamma \). By Lemma 1.24, we may write \( \sigma(z) \) in the form \( \sigma^+ (z) \sigma^- (z^{-1})(pz + q) \). Let \( \theta: I \times S^1 \rightarrow \text{GL}(A) \) be the continuous map defined by \( \theta(t,z) = \sigma(z) \theta(t, z) \), and let \( \theta_1: I \times S^1 \rightarrow \text{GL}(A) \) be the "normalized" homotopy defined by \( \theta_1(t,z) = \theta(t, z) \theta(t, 1)^{-1} \). Then \( \theta_1 \) defines a homotopy between the loop \( \sigma(z) \) and the loop \( \sigma_0(z) = p z + q \) whose class in \( \pi_1(\text{GL}(A)) \) is \( \gamma(\text{Im}(p)) \).

1.26. Remark. Combining 1.10, 1.20 and 1.25, the proof of 1.4 and hence of 1.3 is now complete. Other types of proofs may be found in the references. It must be pointed out that the basic ideas in this "elementary" proof stem from the work of Atiyah and Bott [1].

1.27. Remark. The computation in 1.24 provides more information on the relation between \( a_0 \) and the projectors \( p \) and \( q \). The element \( i \sigma(z) + (1-i)(q + pz) = [ia_0 + (1-i)q] + [ia_1 + (1-i)p] \cdot z \) belongs to \( \text{GL}_\infty(A(z, z^{-1})) \) for \( t \in [0, 1] \). In particular, the spectrum of \( ia_0 + (1-i)a_1 b_{-1} \) does not meet the axis \( \mathbb{R}(z) = \frac{1}{2} \) (where the spectrum of an element \( z \) of a complex Banach algebra is the set of elements \( \lambda \in \mathbb{C} \) such that \( z - \lambda \) is not invertible). To show this, we notice that the element above is the product

\[ [p + a_0 q + a_1 b (iz + 1 - i)] [q + a_1 p + a_0 p (iz^{-1} + 1 - i)] (p + qz) \]

or equivalently \( \sigma^+ (iz + 1 - i) \sigma^- (iz^{-1} + 1 - i)(q + pz) \). Now \( \sigma^+ (iz + 1 - i) \) (resp. \( \sigma^- (iz^{-1} + 1 - i) \)) belongs to \( \text{GL}(A(z)) \) (resp. \( \text{GL}(A(z^{-1})) \)) for \( t \in [0, 1] \), since its inverse is obtained by substituting \( z \rightarrow iz + 1 - i \) (resp. \( z^{-1} \rightarrow iz^{-1} + 1 - i \)) in the expression \( p + \beta(z) q \) (resp. \( q + \beta(z) p z^{-1} \)), which contains only positive (resp.
negative) powers of \( z \). Note that the inverse series converge, since they are inverses of the differentiable functions \( z \mapsto \sigma^+(iz + 1 - i) \) and \( z^{-1} \mapsto \sigma^-(iz^{-1} + 1 - i) \).

This remark will be used at the end of 6.20. Setting
\[
g = \frac{2\alpha - 1}{i} \quad \text{where} \quad \pi = \alpha a_0 + (1 - i)\alpha b_{-1},
\]
the spectrum of \( g \) does not meet the real axis, i.e. \( g - \lambda \) is invertible for any real number \( \lambda \).

**Exercises (Section III.7)** 1-3, 7, 11, 12.

---

**2. First Applications of Bott Periodicity Theorem in Complex \( K \)-Theory**

Since \( K_4(\mathbb{R}^2) \cong K_4(\mathbb{R}^3, S^1) \), Theorem 1.3 may be reformulated in the following way:

**2.1. Theorem.** Let \( X \) be a locally compact space. Then the cup-product with a generator \( u \) of \( K_4(\mathbb{R}^2) \) defines an isomorphism \( K_4(X) \cong K_4(X \times \mathbb{R}^2) \).

**2.2. Corollary.** Let \( u \) be a generator of \( K_4(S^2) = K_4(\mathbb{R}^2) \). Then \( K_4(S^*) \cong \mathbb{Z} \) if \( n \) is odd, and \( K_4(S^{2n}) \cong \mathbb{Z} \) with generator \( u^n \) (for the product defined in II.5.4).

**2.3. Theorem.** Let \( GL(\mathbb{C}) = \text{inj lim} GL_n(\mathbb{C}) \) and \( U = \text{inj lim} U(n) \). Then the inclusion of \( U \) in \( GL(\mathbb{C}) \) induces a homotopy group isomorphism and the homotopy groups are periodic of period 2. More precisely \( \pi_i(U) \cong \pi_i(GL(\mathbb{C})) \) if \( i \) is even, and \( \pi_i(U) \cong \pi_i(GL(\mathbb{C})) \cong \mathbb{Z} \) when \( i \) is odd.

**Proof.** It is well known that the inclusion of \( U(n) \) in \( GL_n(\mathbb{C}) \) is a homotopy equivalence (Chevalley [1]). Hence \( \pi_i(U(n)) \cong \pi_i(GL_n(\mathbb{C})) \) and \( \pi_i(U) \cong \pi_i(GL(\mathbb{C})) \). Since \( K^{-i}(P) \cong K(\mathbb{R}^i) \cong K(S^i) \cong \pi_{i-1}(GL(\mathbb{C})) \) (II.1.34), the theorem follows from 1.3.

**2.4. Corollary.** For \( n > i/2 \), we have isomorphisms
\[
\pi_i(U(n)) \cong \pi_i(GL_n(\mathbb{C})) \cong \mathbb{Z} \quad \text{if } i \text{ is odd.}
\]
and
\[
\pi_i(U(n)) \cong \pi_i(GL_n(\mathbb{C})) = 0 \quad \text{if } i \text{ is even.}
\]
Finally, if \( i \) is odd and \( n > \frac{i-1}{2} \), the natural map \( \pi_i(U(n-1)) \to \pi_i(U) \cong \mathbb{Z} \) is surjective.
Proof. We consider the locally trivial fibration
\[ U(n) \rightarrow U(n+1) \rightarrow S^{2n+1}. \]
The homotopy exact sequence associated with this fibration may be written as
\[ \pi_1(S^{2n+1}) \rightarrow \pi_i(U(n)) \rightarrow \pi_i(U(n+1)) \rightarrow \pi_i(S^{2n+1}). \]
For \( n > \frac{i-1}{2} \), both end terms of this exact sequence are 0. Hence \( \pi_i(U(n)) \approx \pi_i(U(n+1)) \approx \pi_i(U) \). For \( n > \frac{i-1}{2} \), the last term is equal to 0. \( \Box \)

2.5. Remark. We will prove later (5.22) that the isomorphism \( \pi_i(U) \approx \pi_i(U) \) is induced by an explicit weak homotopy equivalence \( U \sim \Omega^2(U) \), with \( \Omega^2(U) \) the iterated loop space of \( U \).

2.6. If \( E \) is a complex vector bundle with compact base \( X \), we will denote its "conjugate bundle" (1.4.8.e) by \( \overline{E} \): the fiber \( \overline{E}_x \) is the conjugate vector space of \( E_x \). Trivially we have \( \overline{E} \oplus \overline{E} \cong \overline{E} \oplus \overline{E} \) and \( \overline{E} \cong E \). Hence, the correspondence \( E \mapsto \overline{E} \) induces an involution on the group \( K_c(X) \), which we also denote by \( x \mapsto \overline{x} \).

On the other hand, "realification" and "complexification" of bundles induce additive functors
\[ r : \mathcal{C}(X) \rightarrow \mathcal{B}(X) \]
and
\[ c : \mathcal{B}(X) \rightarrow \mathcal{C}(X) \]
respectively.

The first functor associates each complex vector bundle with its underlying real vector bundle. The second one associates each real vector bundle \( E \) with the complex vector bundle \( E \otimes_{\mathbb{R}} \mathbb{C} = E \oplus E \), where multiplication by \( i \) is represented by the matrix
\[ I = \begin{pmatrix} 0 & -1 \\ \epsilon & 0 \end{pmatrix}. \]

These functors induce homomorphisms
\[ K_c(X) \rightarrow K_B(X) \]
and
\[ K_B(X) \rightarrow K_c(X), \]
which we also call \( r \) and \( c \).

2.7. Proposition. The composite homomorphisms
\[ K_B(X) \xrightarrow{c} K_c(X) \xrightarrow{r} K_B(X) \quad \text{and} \quad K_c(X) \xrightarrow{c} K_B(X) \xrightarrow{c} K_c(X) \]
are respectively multiplication by 2 and the homomorphism \( x \mapsto x + \overline{x} \).
Proof. The first assertion is obvious. To prove the second, it suffices to show that for a complex vector bundle \( E \), the two complex structures on \( E \oplus E \) defined by the matrices

\[
J = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \quad \text{and} \quad J' = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}
\]

are isomorphic. This is a formal consequence of the identity \( J = xJx^{-1} \), where

\[
\sigma \begin{pmatrix} 1 \\ i \end{pmatrix}.
\]

2.8. Remark. If \( X \) is locally compact, we have \( K_0(X) \cong \text{Ker} [K(X) \to \mathbb{Z}] \). Thus we may also define \( c: K_0(X) \to K_c(X) \) and \( r: K_c(X) \to K_0(X) \); once again we have \( (rc)(y) = 2y \) and \( (cr)(x) = x + \bar{x} \). Similar results hold for \( K(X, Y) \cong K(X \setminus Y) \).

2.9. Corollary. Let \( K_c(X)^0 \) denote the subgroup of \( K_c(X) \) consisting of the elements invariant under involution. Then the homomorphism \( c: K_0(X) \to K_c(X) \) induces an isomorphism \( K_0(X) \otimes_{\mathbb{Z}} \mathbb{Z}' \cong K_c(X)^0 \otimes_{\mathbb{Z}} \mathbb{Z}' \), where \( \mathbb{Z}' = \mathbb{Z}[\frac{1}{2}] \).

Proof. It is clear that \( \text{Im}(c) = K_c(X)^0 \). If we denote the homomorphism thus defined between \( K_0(X) \) and \( K_c(X)^0 \) by \( c' \) and the restriction of \( r \) to \( K_c(X)^0 \) by \( r' \), we have \( (r'c')(y) = 2y \) and \( (c'r')(x) = x + \bar{x} = 2x \). Hence \( r' \) and \( c' \) induce an isomorphism \( K_0(X) \otimes_{\mathbb{Z}} \mathbb{Z}' \cong K_c(X)^0 \otimes_{\mathbb{Z}} \mathbb{Z}' \).

In the same way, let \( K_c(X)^1 = \{ x \in K_c(X) \mid x = -x \} \). Then \( K_c(X) \otimes_{\mathbb{Z}} \mathbb{Z}' \cong (K_c(X)^0 \otimes_{\mathbb{Z}} \mathbb{Z}') \oplus (K_c(X)^1 \otimes_{\mathbb{Z}} \mathbb{Z}') \). Moreover, if \( X \) and \( Y \) are locally compact spaces, the cup-product

\[
K_c(X) \times K_c(Y) \longrightarrow K_c(X \times Y)
\]

induces a bilinear map

\[
K_c(X)^i \times K_c(Y)^j \longrightarrow K_c(X \times Y)^{i+j},
\]

where we regard the indices \( i, j \) as elements of \( \mathbb{Z}/2 \).

2.10. Proposition. We have \( K_c(\mathbb{R}^2)^0 = 0 \) and \( K_c(\mathbb{R}^2)^1 = K_c(\mathbb{R}^2) \cong \mathbb{Z} \). The cup-product by a generator \( u \) of \( K_c(\mathbb{R}^2) \) induces an isomorphism

\[
\beta_u: K_c(X)^1 \longrightarrow K_c(X \times \mathbb{R}^2)^{1+1}.
\]

Proof. The generator \( u \) of \( K_c(\mathbb{R}^2) = K_c(B^2, S^1) \) may be written as \( d(E, F, z) \), where \( E \setminus F = B^2 \times \mathbb{C} \) and \( a(z, v) = (z, zv) \). Therefore, \( u = d(\bar{E}, \bar{F}, \mathbb{Z}) \), where \( \mathbb{Z} = \sigma \) on the underlying real vector bundles. Complex conjugation permits us to identify \( \bar{E} \) and \( \bar{F} \) with \( B^2 \times \mathbb{C} \) (where \( \mathbb{C} \) is provided with the usual complex structure). Under
this identification \( \bar{x} \) becomes \( x^{-1} \) (since \( \bar{z} = z^{-1} \) for \( z \in S^1 \subset \mathbb{C} \)). Hence \( \bar{x} = d(F, E, x^{-1}) = -u \).

In general, if \( \epsilon \) denotes the homomorphism \( x \mapsto \bar{x} \) in complex \( K \)-theory, we have the commutative diagram

\[
\begin{array}{ccc}
K_\epsilon(Y) & \xrightarrow{\beta} & K_\epsilon(X \times \mathbb{R}^2) \\
\downarrow{\epsilon} & & \downarrow{-\epsilon} \\
K_\epsilon(X) & \xrightarrow{\beta'} & K_\epsilon(X \times \mathbb{R}^2).
\end{array}
\]

Since \( \beta \) is an isomorphism (2.1), it induces an isomorphism \( \beta_0 : K_\epsilon(Y) \cong K_\epsilon(X \times \mathbb{R}^2)^{1,1} \).

2.11. Theorem. Let \( \nu \) be the image of \( u \) under the homomorphism \( K_\epsilon(X) \cong K_\epsilon(X \times \mathbb{R}^2) \). Then the cup-product by \( \nu \) induces an isomorphism \( K_\epsilon(X) \otimes \mathbb{Z} \cong K_\epsilon(X \times \mathbb{R}^2) \otimes \mathbb{Z} \) with \( \mathbb{Z} = \mathbb{Z}[u, u^{-1}] \), for every locally compact space \( X \).

Proof. By 2.9, \( K_\epsilon(X) \otimes \mathbb{Z} \) may be identified with \( K_\epsilon(X)^0 \otimes \mathbb{Z} \) by the map \( \epsilon \). We now have the commutative diagram

\[
\begin{array}{ccc}
K_\epsilon(X) \otimes \mathbb{Z} & \xrightarrow{\beta} & K_\epsilon(X \times \mathbb{R}^2) \otimes \mathbb{Z} \\
\downarrow{\epsilon \otimes 1} & & \downarrow{\epsilon \otimes 1} \\
K_\epsilon(X)^0 \otimes \mathbb{Z} & \xrightarrow{2\beta \beta_0 \otimes 1} & K_\epsilon(X \times \mathbb{R}^2)^0 \otimes \mathbb{Z},
\end{array}
\]

where \( \beta \) is the cup-product by \( \nu \), and \( \beta_0 \otimes 1 \) is the composite \( K_\epsilon(X)^0 \otimes \mathbb{Z} \xrightarrow{\beta} K_\epsilon(X \times \mathbb{R}^2)^0 \otimes \mathbb{Z} \xrightarrow{\beta_0 \otimes 1} K_\epsilon(X \times \mathbb{R}^2)^0 \otimes \mathbb{Z} \) (2.10), i.e., induces the cup-product with \( u \). (note that \( \epsilon(v) = \nu^2 \)). Since \( \beta \) is a morphism (2.11), and since \( \epsilon \) is an isomorphism (2.9), \( \beta_0 \) is an isomorphism as desired.

2.12. Corollary. The cup-product by \( \nu \in K_\epsilon(X, Y) \) induces isomorphisms

\[
K_\epsilon^{-n}(X, Y) \otimes \mathbb{Z} \cong K_\epsilon^{-n-4}(X, Y) \otimes \mathbb{Z}.
\]

Moreover, we have natural isomorphisms

\[
K_\epsilon^{-n}(X, Y) \otimes \mathbb{Z} \cong [K_\epsilon^{-n}(X, Y) \oplus K_\epsilon^{-n-4}(X, Y)] \otimes \mathbb{Z}.
\]

Proof. The first part of the corollary is a formal consequence of 2.10 just as 1.3 is a formal consequence of 1.4. For the same reason, it is enough to prove the second part of the corollary for \( n = 0 \) and \( Y = \mathbb{R}^2 \). Then \( K_\epsilon(X) \otimes \mathbb{Z} \) may be written as \( (K_\epsilon(X)^0 \otimes \mathbb{Z}) \oplus (K_\epsilon(X)^1 \otimes \mathbb{Z}) \cong (K_\epsilon(X)^0 \otimes \mathbb{Z}) \oplus (K_\epsilon(X \times \mathbb{R}^2)^0 \otimes \mathbb{Z}) \cong (K_\epsilon(X) \otimes \mathbb{Z}) \otimes (K_\epsilon(X \times \mathbb{R}^2) \otimes \mathbb{Z}). \)

\( \square \)
2.13. From these results in real $K$-theory we obtain information about the infinite orthogonal group $O = \text{inj lim} \, O(n)$ and the infinite general linear group $GL(\mathbb{R}) = \text{inj lim} \, GL_\infty(\mathbb{R})$ (compare with 2.3). In particular $\pi_3(O) \otimes_\mathbb{Z} \mathbb{Z} \cong \pi_{1,3}(O) \otimes_\mathbb{Z} \mathbb{Z}$. However, we leave these matters for the moment, since better results will be obtained in the next sections (5.22).

Exercise (III.7.6).

3. Clifford Algebras

3.1. Clifford algebras arise as the solution of the following universal problem. Let $k$ be a (commutative) field, and $V$ a $k$-vector space provided with a quadratic form $Q$. We want to find a pair $(C, j)$, where $C$ is a $k$-algebra (not necessarily commutative), and $j: V \to C$ is a homomorphism on the underlying vector spaces with $j(v)^2 = Q(v) \cdot 1$ (1 denotes the unit element in $C$), which satisfies this condition: for any $k$-algebra $A$ and any homomorphism on the underlying vector spaces $\phi: V \to A$ such that $(\phi(v))^2 = Q(v) \cdot 1$, there is a unique algebra homomorphism $\psi: C \to A$ making the following diagram commutative

$$
\begin{array}{ccc}
V & \xrightarrow{j} & C \\
\downarrow{\phi} & & \downarrow{\psi} \\
A & & 
\end{array}
$$

3.2. Definition and theorem. The above problem admits a solution $(C, j)$ which is unique up to isomorphism. We will denote it by $C(V, Q)$, or simply $C(V)$ or $C(Q)$. It is the Clifford algebra associated with the pair $(V, Q)$.

Proof. The uniqueness is obvious since we are dealing with a universal problem. Let us prove the existence. For this we consider the tensor algebra $T(V) = \bigoplus_{i=0}^\infty T^i(V)$ where $T^0(V) = k$ and $T^1(V) = V \otimes \cdots \otimes V$ for $i > 0$. Let $H(Q)$ be the two-sided ideal generated by elements of the form $h(v) = v \otimes v - Q(v) \cdot 1$, where $v \in V$ and 1 is the unit element of $T(V)$. Every element of $H(Q)$ may be written as $\sum \lambda_i h(v_i)g_i$, where $\lambda_i, \mu_i \in T(V)$ and $v_i \in V$. Let $C(V) = T(V)/H(Q)$, and let $i: V \to C(V)$ be the composition of the isomorphism $i$ from $V$ onto $T^1(V) \subset T(V)$, and the projection $p$ from $T(V)$ to $C(V)$. Then the pair $(C(V), i)$ is the solution of our problem. By the universal property of tensor algebras, $h$ may be factorized as

$$
\begin{array}{ccc}
V & \xrightarrow{i} & T(V) \\
\downarrow{h} & & \downarrow{p} \\
A & & 
\end{array}
$$
where $\theta$ is an algebra homomorphism. Since $(\theta(v))^2 = Q(v)$, 1, the map $\theta$ is zero on the ideal $I(Q)$ and thus defines the required homomorphism $\psi$. Since $\theta$ is the unique algebra homomorphism that makes the above diagram commutative, the uniqueness of $\psi$ is clear.

3.3. Example. Let us assume that $Q = 0$. Then $C(V, Q)$ is simply the exterior algebra of $V$ (by the universal property of exterior algebras).

3.4. Example. Let $i = k$, and let $Q$ be the quadratic form defined by $Q(x) = dx^2$ for some $d \in k$. Then $T(V) = k[x]$ and $H(Q) = (X^2 - d)k[x]$. Thus $C(V) \approx k[x]/(X^2 - d)$. In particular, for $k = \mathbb{R}$ and $d = -1$ (resp. $d = +1$), we have $C(V, Q) = \mathbb{C}$ (resp. $C(V, Q) = \mathbb{R} \oplus \mathbb{R}$).

3.5. Clearly the Clifford algebra depends “functorially” on the pair $(V, Q)$. More precisely, if $f : V \to V'$ is a $k$-vector space homomorphism such that $Q(f(v)) = Q(v)$, where $Q$ (resp. $Q'$) is a quadratic form on $V$ (resp. $V'$), then $f$ induces an algebra homomorphism

$$C(f) : C(V, Q) \to C(V', Q'),$$

and we have the identities $C(g \circ f) = C(g) \circ C(f)$ and $C(1_V) = \text{Id}_{C(V)}$.

3.6. The tensor algebra $T(V)$ may be considered as $\mathbb{Z}/2$-graded by setting $T^{(0)}(V) = \sum_{n=0}^{\infty} T^{(n)}(V)$ and $T^{(1)}(V) = \sum_{n=1}^{\infty} T^{2n+1}(V)$. Letting $T^{(0)}(Q) = I(Q) \otimes T^{(0)}(V)$, we have $I(Q) = T^{(0)}(Q) \oplus T^{(1)}(Q)$ (to see this, we decompose the $\lambda$ and $\mu$ introduced in 3.2, as the sum of homogeneous elements). If we define $C^{(0)}(V, Q) = p(T^{(0)}(V))$, where $p : T(V) \to C(V, Q)$ is the canonical projection, we then have $C(V, Q) = C^{(0)}(V, Q) \oplus C^{(1)}(V, Q)$. It follows that the Clifford algebra is also $\mathbb{Z}/2$-graded. We will simply write $C^{(0)}(V)$ or $C^{(0)}(Q)$ instead of $C^{(0)}(V, Q)$. Of course the functoriality described in 3.5 is compatible with the gradation.

3.7. Example. The $\mathbb{Z}/2$-grading for Example 3.3 is given by the even and odd exterior powers: $C^{(0)}(V) = \wedge^0(V) = \sum_{i=0}^n \wedge^i(V)$; $C^{(1)}(V) = \wedge^{2m+1}(V)$. Similarly in Example 3.4, the algebra $k[X]/(X^2 - d)$ is $\mathbb{Z}/2$-graded if we write each element of $C(V)$ in the form $a + bX$, where $X$ is of degree one, and $a$ and $b$ are of degree zero. For instance, if $k = \mathbb{R}$, and $d = -1$, the algebra of complex numbers $\mathbb{C}$ is $\mathbb{Z}/2$-graded by $\mathbb{C}^{(0)} = \mathbb{R}$ and $\mathbb{C}^{(1)} = i \mathbb{R}$.

The following lemma gives an example of how the grading of $C(V, Q)$ may be used.

3.8. Lemma. Let $v$ and $w$ be vectors of $V$ which are orthogonal with respect to the symmetric bilinear form associated with $Q$. Then $j(v)j(w) = -j(w)j(v)$. Therefore, if $x = \prod_{i=1}^n j(v_i)$ and $y = \prod_{j=1}^m j(w_j)$ are elements of $C^{(0)}(V, Q)$ and $C^{(0)}(V, Q)$, with
\( \alpha = n \text{ mod } 2 \) and \( \beta = m \text{ mod } 2 \), and if \( v \) is orthogonal to \( w \), then for each pair \((i, s)\), we have \( xy = (-1)^{\delta y} x y \).

**Proof.** Under the hypothesis of the lemma we have

\[
Q(v) + Q(w) - Q(v + w) = (j(v + w))^2 = (j(v))^2 + (j(w))^2 + j(v)(w) = (j(w))^2 + j(v)(w).
\]

Hence \( j(v)j(w) = j(v)j(w) \).

\[\text{ \hfill } \]

3.9. If \( A \) and \( B \) are \( \mathbb{Z} \)-2-graded algebras, we define their graded tensor product \( A \otimes \mathcal{G} B \) as the algebra whose underlying \( k \)-vector space is \( A \otimes \mathcal{G} B \), and the product of \( x \otimes y \) and \( z \otimes t \) is defined by the formula

\[
(x \otimes y)(z \otimes t) = (-1)^{\delta x} x z \otimes y t
\]

where \( y : B^\mathcal{G} \) and \( z : A^\mathcal{G} \).

3.10. **Theorem.** Let \( V \) and \( V' \) be vector spaces over \( k \) provided with quadratic forms \( Q \) and \( Q' \). Then the Clifford algebra \( C(V \oplus V', Q \oplus Q') \) is naturally isomorphic to \( C(V, Q) \otimes C(V', Q') \) (Chevalley [2]).

**Proof.** We prove this theorem by explicitely defining the desired isomorphism. Let \( j : V \to C(V, Q) \) and \( j' : V' \to C(V', Q') \) denote the canonical maps and let

\[
j' : V \oplus V' \longrightarrow C(V, Q) \otimes C(V', Q')
\]

be the map defined by \( j'(v, v') = j(v) \otimes 1 + 1 \otimes j'(v') \). Now we have \( (j'(v, v'))^2 = [(j(v))^2 + (j(v'))^2] \cdot 1 = (Q(v) + Q(v')) \cdot 1 \). Hence, by the universal property of Clifford algebras, \( j' \) induces a homomorphism

\[
\psi : C(V \oplus V', Q \oplus Q') \longrightarrow C(V, Q) \otimes C(V', Q')
\]

In the other direction, we define homomorphisms

\[
\gamma : C(V, Q) \longrightarrow C(V \oplus V', Q \oplus Q') \quad \text{and} \quad \gamma' : C(V', Q') \longrightarrow C(V \oplus V', Q \oplus Q'),
\]

induced by the inclusions of \( V \) and \( V' \) in \( V \oplus V' \) (cf. 3.5). Since \( V \) and \( V' \) are orthogonal in \( V \oplus V' \), we have the identity \( \gamma'(x') \gamma'(x') = (-1)^{\delta x} \gamma'(x') \gamma'(x) \), for \( x \in C^{(q)}(V, Q) \) and \( x' \in C^{(q)}(V', Q') \) by Lemma 3.8. Hence \( \gamma \) and \( \gamma' \) induce a homomorphism

\[
\theta : C(V, Q) \otimes C(V', Q') \longrightarrow C(V \oplus V', Q \oplus Q')
\]

by the formula \( \theta(x \otimes x') = \gamma(x) \cdot \gamma'(x') \).
a) \( \theta \psi = \text{Id}_{(V \otimes V' \otimes Q)} \). Since \( C(V \oplus V', Q \oplus Q') \) is generated by elements of the form \( j'(v, v') \), it is enough to compute \((\theta \psi)(j'(v, v'))\). Doing this we find

\[
(\theta \psi)(j'(v, v')) = \theta(j(v)) \otimes 1 + 1 \otimes j'(v')) = j'(v, v') \equiv j'(v, v').
\]

b) \( \psi \theta = \text{Id}_{(V \otimes V' \otimes Q)} \). In the same way, \( C(V, Q) \otimes C(V', Q') \) is generated by elements of the form \( j(v) \otimes 1 \) or \( 1 \otimes j'(v') \). But

\[
(\psi \theta)(j(v) \otimes 1) = \psi(j(v)) = j(v) \equiv 1.
\]

and

\[
(\psi \theta)(1 \otimes j'(v')) = \psi(j'(v')) = 1 \otimes j'(v'). \quad \square
\]

**3.11. Corollary.** Let us assume that \( V \) admits an orthogonal basis \( e_i \), for \( i = 1, \ldots, n \), with \( Q(e_i) = d_i \). Then the Clifford algebra \( C(V, Q) \) is of dimension \( 2^n \) over \( k \), with basis the products \( e_{i_1} e_{i_2} \cdots e_{i_r} \) where \( i_1 < i_2 < \cdots < i_r \). The multiplication law is completely determined by the relations

\[
(e_i)^2 = d_i \quad \text{and} \quad e_i e_j = -e_j e_i \quad \text{for} \quad i \neq j.
\]

**Proof.** The vector space \( V \) splits into the orthogonal sum \( \oplus_{i=1}^n k e_i \). Hence \( C(V, Q) \cong (k \oplus k e_1) \otimes (k \oplus k e_2) \otimes \cdots \otimes (k \oplus k e_n) \) by 3.4 and 3.10 applied \((n-1)\) times. Therefore, the products \( e_{i_1} e_{i_2} \cdots e_{i_n} \) form an additive basis for \( C(V, Q) \). The relation \( e_i e_j = -e_j e_i \) for \( i \neq j \) follows from 3.8. \( \square \)

**3.12. Remark.** The argument above shows that the map \( i: V \to C(V, Q) \) is injective. Thus we may identify \( e_i \) with \( j(e_i) \). The hypothesis of Corollary 3.11 is satisfied whenever the characteristic of \( k \) is \( \neq 2 \); hence, in this case the map \( i: V \to C(V, Q) \) is injective. A different argument shows that \( j \) is injective in general (cf. Bourbaki [2]) but we do not need that here.

**3.13.** The case we are more interested in is that where \( k \) is the field of real numbers and \( V \to \mathbb{R}^{p+q} \) is provided with the quadratic form \( -x_1^2 - \cdots - x_p^2 + x_{p+1}^2 + \cdots + x_{p+q}^2 \). In this case we denote the Clifford algebra by \( C^{p,q} \). According to 3.11, the algebra \( C^{p,q} \) is generated over \( \mathbb{R} \) by the symbols \( e_1, e_2, \ldots, e_{p+q} \), subject to the relations

\[
(e_i)^2 = -1 \quad \text{for} \quad 1 \leq i \leq p,
\]

\[
(e_i)^2 = +1 \quad \text{for} \quad p + 1 \leq i \leq p + q,
\]

and

\[
e_i e_j = -e_j e_i \quad \text{for} \quad i \neq j.
\]

One of the purposes of this section is to explicitly compute the algebras \( C^{p,q} \) (cf. 3.19, 3.21, 3.22).

**3.14. Examples.** We have already computed \( C^{-1,0} \cong \mathbb{C} \) and \( C^{0,1} \cong \mathbb{R} \oplus \mathbb{R} \) (3.4). Moreover, \( C^{2,0} \) is the skew field \( \mathbb{H} \) (the quaternions): put \( I = e_1, J = e_2, K = e_1 e_2 \).
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We can also verify that $C^{1,1}$ is $M_2(\mathbb{R})$ (ring of $2 \times 2$ matrices over $\mathbb{R}$) by letting

$$
e_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \text{and} \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$ 

In the same way $C^{0,2} \cong M_2(\mathbb{R})$ by letting

$$
e_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$ 

However, the graded algebras $C^{0,2}$ and $C^{1,1}$ are not isomorphic, since the square of an element of degree one always belongs to the center in $C^{0,2}$, but generally does not belong to the center in $C^{1,1}$.

3.15. In the algebra $C^{\nu,q}$ with $p + q$ even, let us consider the element $\mathbf{e} = e_1 e_2 \cdots e_n$ where $n = p + q$. Then

$$(\mathbf{e})^2 = (-1)^{p-1} \cdot \mathbf{e} \cdot (-1)^{q-1} \cdot \mathbf{e}.$$ 

If $(\mathbf{e})^2 = +1$, we call the algebra $C^{\nu,q}$ positive. If $(\mathbf{e})^2 = -1$, we call the algebra $C^{\nu,q}$ negative. In fact $(\mathbf{e})^2 = (-1)^{p-1} \cdot (-1)^{q-1}$. Therefore, if $p - q \equiv 0, 4 \mod 8$, then the algebra $C^{\nu,q}$ is positive; if $p - q \equiv 2, 6 \mod 8$, then the algebra $C^{\nu,q}$ is negative (in the case $p - q$ odd, the algebra $C^{\nu,q}$ has no sign). Moreover, if $V$ is a finite-dimensional real vector space provided with a nondegenerate quadratic form, the choice of a suitable orthogonal basis defines an isomorphism $C(V, Q) \cong C^{\nu,q}$, where $p$ and $q$ are well-determined by Sylvester’s theorem. Hence the notion of positivity of negativity, for a Clifford algebra associated with a finite-dimensional real vector space provided with a nondegenerate quadratic form, is an intrinsic notion.

With the exception of 3.23 all quadratic forms we will now consider are non-degenerate, and will be taken over real vector spaces of finite dimension.

3.16. Proposition. (i) If $C(V, Q) > 0$ and $\dim(V)$ even, then

$$C(V \oplus V', Q \oplus Q') \cong C(V, Q) \otimes C(V', Q').$$

(ii) If $C(V, Q) < 0$ and $\dim(V)$ even, then

$$C(V \oplus V', Q \oplus Q') \cong C(V, Q) \otimes C(V', -Q').$$

Proof. If $e = e_1 e_2 \cdots e_n$, then we have $\mathbf{e} e = (-1)^{p-1} e \mathbf{e}$. Since $n$ is even, we have $\mathbf{e} e = -e \mathbf{e}$ for each $i$, and therefore $\mathbf{e} e = -\mathbf{e} e$ for each vector $v$ of $V$ (identifying $V$ with a subspace of $C(V)$ via the canonical map $j$; cf. 3.12). In case (i) we define

$$\varphi: V \oplus V' \rightarrow C(V, Q) \otimes C(V', Q')$$
by the formula \( \varphi(v, v') = v \otimes 1 + \varepsilon \otimes v' \). Then
\[
(\varphi(v, v'))^2 = (v \otimes 1)^2 + (\varepsilon \otimes v)^2 + (v \otimes 1)(\varepsilon \otimes v') + (\varepsilon \otimes v')(v \otimes 1) = v^2 \otimes 1 + \varepsilon^2 \otimes v'^2 + \varepsilon v \otimes v' + \varepsilon v \otimes v' = Q(v) + Q(v').
\]

By the universal property of Clifford algebras, we obtain an algebra homomorphism
\[
\psi: C(V \oplus V', Q \oplus Q') \rightarrow C(V, Q) \otimes C(V', Q)
\]
which extends \( \varphi \). Since the two algebras have the same dimension, we will have that \( \psi \) is the required isomorphism, if we show that \( \psi \) is surjective. Since \( C(V, Q) \otimes C(V', Q') \) is generated by elements of the form \( v \otimes 1 \) or \( 1 \otimes v' \), it is enough to show that \( 1 \otimes v' \) and \( v \otimes 1 \in \text{Im}(\psi) \). But \( v \otimes 1 = \psi(v, 0) \), and \( 1 \otimes v' = (\varepsilon \otimes v')(\varepsilon \otimes 1) = \psi(0, v') \psi(\varepsilon, 0) \).

In case (ii), the proof is similar, interpreting \( \varphi \) as a map from \( V \oplus V' \) to \( C(V, Q) \otimes C(V', Q) \).

3.17. Lemma. Let \( A \) be an algebra over \( k \). Then we have algebra isomorphisms:

(i) \( A \otimes_k M_n(k) \cong M_n(A) \),

(ii) \( M_n(M_n(A)) \cong M_{n^2}(A) \),

(iii) \( M_n(A) \otimes_k M_m(k) \cong M_{nm}(A) \).

Proof. For the proof of (i), let \( \gamma: A \times M_n(k) \rightarrow M_n(A) \) be the \( k \)-bilinear map
\[
\begin{pmatrix}
\alpha_{11} & \cdots & \alpha_{1n} \\
\vdots & \ddots & \vdots \\
\alpha_{n1} & \cdots & \alpha_{nn}
\end{pmatrix} \mapsto
\begin{pmatrix}
\lambda_{11} & \cdots & \lambda_{1n} \\
\vdots & \ddots & \vdots \\
\lambda_{n1} & \cdots & \lambda_{nn}
\end{pmatrix}.
\]

Then \( \gamma \) induces an algebra homomorphism \( \tilde{\gamma}: A \otimes_k M_n(k) \rightarrow M_n(A) \). Since \( A \otimes_k k^n \cong A^n \), \( \tilde{\gamma} \) is an isomorphism.

The isomorphism \( M_n(M_n(A)) \cong M_{n^2}(A) \) is simply the obvious writing of matrices in blocks.

Finally \( M_n(A) \otimes_k M_m(k) \cong M_{nm}(M_n(A)) \cong M_{nm}(A) \).

3.18. Proposition. The algebras \( C^{p+n,q+n} \) and \( M_{2^n}(C^{p,q}) \) are isomorphic.

Proof. Since the algebra \( C^{1,1} \) is positive, we have \( C^{p,q} \oplus C^{1,1} \cong C^{p+1,q+1} \cong C^{p, q} \otimes M_2(\mathbb{R}) \) by 3.16 and 3.14. Therefore
\[
C^{p+n,q+n} \cong C^{p,q} \otimes \underbrace{M_2(\mathbb{R}) \otimes \cdots \otimes M_2(\mathbb{R})}_{n} \cong C^{p, q} \otimes M_{2^n}(\mathbb{R}) \cong M_{2^n}(C^{p,q})
\]
by 3.17. □
3.19. Corollary. We have the following algebra isomorphisms
\[ C^{n,n} \cong M_2(\mathbb{R}), \]
\[ C^{n,q} \cong M_2(C^{p-0,0}) \quad \text{if} \quad p > q, \]
and
\[ C^{n,q} \cong M_2(C^{0,q-p}). \quad \text{if} \quad p < q. \]

3.20. Proposition. If \( C(V, Q) \neq 0 \) and the dimension of \( V \) is even, then the graded algebras \( C(V, Q) \) and \( C(V, -Q) \) are isomorphic.

Proof. Let \( h : V \to C(V, Q) \) be the map defined by \( h(v) = xv \), where \( x \) is defined as in 3.16. Then \( \langle h(v)^2 = (xv)^2 = (xv)v = -x^2v^2 = -v^2 = -Q(v) \rangle \), so we obtain a homomorphism \( \overline{h} : C(V, -Q) \to C(V, Q) \). To prove that \( \overline{h} \) is an isomorphism, it is enough to show that \( \overline{h} \) is surjective, since the two algebras have the same dimension over \( k \). In fact, it suffices to show that \( V \) (considered as a subspace of \( C(V, Q) \)) is contained in \( \text{im}(\overline{h}) \). If \( e_1, \ldots, e_n \) is an orthogonal basis in \( V \) with \( Q(e_i) = \pm 1 \), and if \( e' \) denotes the product \( e_1 e_2 \ldots e_n \) in \( C(V, -Q) \), we have
\[ \overline{h}(e') = \overline{h}(e_1) \overline{h}(e_2) \ldots \overline{h}(e_n) = (xe_1)(xe_2) \ldots (xe_n)(xv) = \pm e'v = \pm v. \]
Hence \( v = \overline{h}(e') \) or \( \overline{h}(e') = \pm v \). \( \square \)

3.21. Theorem. The algebras \( C^{p+8,q}, C^{q+8,p}, \) and \( M_{16}(C^{p,q}) \), are isomorphic.

Proof. Since \( C^{p,q} \neq 0 \), we have \( C^{p,q} \cong C^{q,p} \cong C^{4,0} \cong C^{0,4} \) by 3.16. For the same reason, \( C^{p,0} \cong C^{q,0} \cong C^{4,0} \cong C^{q,4} \cong M_{16}(\mathbb{R}) \) by 3.20 and 3.19. Since \( C^{p,q} \neq 0 \), we also have \( C^{p+8,q} \cong C^{q,p} \cong C^{q+8,q} \cong C^{q,0} \cong C^{4,0} \cong M_{16}(\mathbb{R}) \cong M_{16}(C^{p,q}) \) by 3.17. The proof of the isomorphism \( C^{p+8,q} \cong M_{16}(C^{p,q}) \) is analogous. \( \square \)

3.22. By this theorem and Corollary 3.19, we need only compute the algebras \( C^{p,0} \) and \( C^{0,p} \) for \( p < 8 \), to determine all the others. In fact, since \( C^{0,2} \) and \( C^{2,0} \) are negative, Proposition 3.16 gives the isomorphisms
\[ C^{0,p+2} \cong C^{p,0} \cong C^{0,2} \cong C^{p,0} \cong M_2(\mathbb{R}) \cong M_2(C^{p,0}). \]
In the same way, we have the isomorphisms
\[ C^{p+2,q} \cong C^{0,p} \cong C^{2,q} \cong C^{0,p} \cong \mathbb{H}. \]
Finally, if \( p < 4 \) we have the isomorphisms
\[ C^{p+4,q} \cong C^{p,0} \cong C^{4,q} \cong C^{p,4} \cong C^{0,4} \cong M_2(C^{0,4-p}). \]
Given that \( C^{0,0} = \mathbb{R}, \ C^{0,1} = \mathbb{R} \oplus \mathbb{R}, \ C^{0,2} = M_2(\mathbb{R}), \ C^{1,0} = \mathbb{C} \) and \( C^{2,0} = \mathbb{H} \), by applying these identities and Lemma 3.17 we obtain the following table (due to
Atiyah, Bott and Shapiro [1]):

\[
\begin{array}{c|c|c}
\rho & C^{\rho,0} & C^{0,\rho} \\
\hline
0 & \mathbb{R} & \mathbb{R} \\
1 & \mathbb{C} & \mathbb{R} \oplus \mathbb{R} \\
2 & \mathbb{H} & M_2(\mathbb{R}) \\
3 & \mathbb{H} \oplus \mathbb{H} & M_4(\mathbb{C}) \\
4 & M_4(\mathbb{H}) & M_2(\mathbb{H}) \\
5 & M_4(\mathbb{C}) & M_4(\mathbb{H}) \oplus M_4(\mathbb{H}) \\
6 & M_4(\mathbb{R}) & M_4(\mathbb{H}) \\
7 & M_4(\mathbb{R}) \oplus M_4(\mathbb{R}) & M_4(\mathbb{C}) \\
8 & M_4(\mathbb{R}) & M_4(\mathbb{R}) \\
\end{array}
\]

3.23. We may also consider Clifford algebras over complex vector spaces provided
with nondegenerate quadratic forms. Let \( C^n \) be the Clifford algebra of \( \mathbb{C}^n \) provided
with the quadratic form \( \sum_{i=1}^n (x_i)^2 \). Then by 3.10, we have \( C^n = \bigotimes_{1}^{n} \bigotimes \bigotimes_{1}^{n} \)
where \( C^{-1} = \mathbb{C} \otimes_{\mathbb{R}} \mathbb{C} = \mathbb{C} \otimes \mathbb{C} \). Therefore \( C^n \approx C^{n,0} \otimes_{\mathbb{R}} \mathbb{C} \approx C^{0,n} \otimes_{\mathbb{R}} \mathbb{C} \). Moreover, the argument used in 3.16 shows that \( C^{n+2} = C^n \otimes C^2 \) (choose \( e = e_1 e_3 \) to obtain an isomorphism \( C(C^n) \otimes C(C^2) \)). Since \( C^2 = C^{0,2} \otimes_{\mathbb{R}} \mathbb{C} \approx M_2(\mathbb{R}) \otimes_{\mathbb{R}} \mathbb{C} \approx M_2(\mathbb{C}) \), we have an isomorphism \( C^{n+2} \approx M_2(C^n) \). Therefore \( C^{2p} \approx M_{2p}(\mathbb{C}) \) and \( C^{2p+1} \approx M_{2p}(\mathbb{C}) \oplus M_{2p}(\mathbb{C}) \). This “periodicity” of the Clifford algebras \( C^n \) (period 2) may be compared with the “periodicity” of the
Clifford algebras \( C^{0,0} \) and \( C^{0,p} \) (period 8). These “algebraic” periodicities will be
used later to prove the “topological” Bott periodicity in both complex and real
\( K \)-theory (cf. 5.13).

3.24. In 3.22 we completely determined the algebras \( C^{0,0} \) and \( C^{0,p} \). However, for
our purposes, we require still more information. In particular, we need a
description of the inclusions \( C^{0,0} \subset C^{0,1,0} \) and \( C^{0,1} \subset C^{0,1,1} \). For the first lines of the

\[
\begin{align*}
C^{0,0} & \subset C^{0,1,0} \subset C^{0,1,1} \\
\mathbb{R} & \subset \mathbb{C} \subset \mathbb{H}
\end{align*}
\]
are the usual inclusions. Also the inclusions
\[
C^{0,0} \subset C^{0,1} \subset C^{0,2}
\]
\[
\begin{array}{c c c c}
\mathbb{R} & \mathbb{R} \oplus \mathbb{R} & M_2(\mathbb{R})
\end{array}
\]
are defined respectively by \(a \mapsto (a, a)\) and \((a, b) \mapsto \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}\) (note that the isomorphism \(\mathbb{R} \oplus \mathbb{R} \to C^{0,1}\) is defined by \((a, b) \mapsto \frac{a+b}{2} + \frac{a-b}{2} e_1\), and that \(e_1\) is represented in \(M_2(\mathbb{R})\) by the matrix \(\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}\); cf. 3.14).

Moreover, the formulas given in 3.16 show that we have commutative diagrams
\[
\begin{array}{c c c c c c c c c}
C^{0,0+2} & \longrightarrow & C^{0,0+3} & \quad \quad & C^{r+2,0} & \longrightarrow & C^{r+3,0} \\
\mathbb{R} \oplus C^{0,2} & \longrightarrow & C^{r+1,0} \oplus C^{0,2} & & C^{0,0} \oplus C^{2,0} & \longrightarrow & C^{0,0+1} \oplus C^{2,0}
\end{array}
\]
where the horizontal maps are the desired inclusions. Therefore the inclusions
\[
C^{0,2} \subset C^{0,3} \subset C^{0,4} \quad \quad C^{2,0} \subset C^{3,0} \subset C^{4,0}
\]
\[
\begin{array}{c c c c c c c c c}
M_2(\mathbb{R}) & M_2(\mathbb{C}) & M_2(\mathbb{H}) & \mathbb{H} & \mathbb{H} \oplus \mathbb{H} & M_2(\mathbb{H})
\end{array}
\]
are simply the tensor product of the previous inclusions by \(M_2(\mathbb{R})\) and \(\mathbb{H}\), respectively.

In the same way, the inclusions
\[
C^{0,4} \subset C^{0,5} \subset C^{0,6}
\]
\[
\begin{array}{c c c c c c c c c}
M_2(\mathbb{H}) & M_2(\mathbb{H}) \oplus M_2(\mathbb{H}) & M_4(\mathbb{H})
\end{array}
\]
are the tensor product by \(M_2(\mathbb{R})\) of the inclusions
\[
C^{2,0} \subset C^{5,0} \subset C^{4,0}
\]
\[
\begin{array}{c c c c c c c c c}
\mathbb{H} & \mathbb{H} \oplus \mathbb{H} & M_2(\mathbb{H})
\end{array}
\]
3.25. To proceed any further, we need a precise description of the inclusions

$$\mathbb{H} \subset \mathbb{H} \otimes_{\mathbb{R}} \mathbb{C} \subset \mathbb{H} \otimes_{\mathbb{R}} \mathbb{H}.$$ 

We interpret $\mathbb{H}$ as the set of quaternions written in the form $q = x + \beta J$, where $x, \beta \in \mathbb{C}$. Then we set $q' = \overline{q} - \beta J$, so that $q \mapsto q'$ is an anti-involution of $\mathbb{H}$. We define an algebra homomorphism

$$\varphi : \mathbb{H} \otimes_{\mathbb{R}} \mathbb{H} \longrightarrow \text{End}_{\mathbb{R}}(\mathbb{H}) = M_4(\mathbb{R})$$

by the formula $\varphi(q \otimes q')(\nu) = q'\nu'q$. This homomorphism sends $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{C}$ into $\text{End}_{\mathbb{C}}(\mathbb{H}) = M_2(\mathbb{C})$. In fact direct computation shows that the induced homomorphism

$$\varphi' : \mathbb{H} \otimes_{\mathbb{R}} \mathbb{C} \longrightarrow M_2(\mathbb{C})$$

is a $\mathbb{C}$-algebra homomorphism, and that

$$\varphi'(I \otimes 1) = \begin{pmatrix} -i & 0 \\ 0 & i \end{pmatrix}, \quad \varphi'(J \otimes 1) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad \text{and} \quad \varphi'(K \otimes 1) = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}.$$ 

These formulas show that $\varphi'$ is in fact an isomorphism. Moreover, $\varphi'(I \otimes J)$ is an anti-automorphism of $\mathbb{H}$ regarded as a complex vector space of dimension 2. Since any element of $M_4(\mathbb{R}) = \text{End}_{\mathbb{R}}(\mathbb{C}^2)$ may be written as the sum of a $\mathbb{C}$-endomorphism and a $\mathbb{C}$-anti-endomorphism, it follows that $\varphi$ is surjective, hence bijective. In conclusion, the injections $\mathbb{H} \otimes_{\mathbb{R}} \mathbb{C} \subset \mathbb{H} \otimes_{\mathbb{R}} \mathbb{H}$ are therefore

$$\mathbb{H} \cong M_2(\mathbb{C}) \subset M_4(\mathbb{R}),$$

where $\nu(I), \nu(J)$, and $\nu(K)$, are the three matrices above, and where $\nu$ is induced by the inclusion $\text{End}_{\mathbb{C}}(\mathbb{C}^2) \subset \text{End}_{\mathbb{C}}(\mathbb{C}^2)$, i.e. the tensor product by $M_2(\mathbb{R})$ of the inclusion of $\mathbb{C}$ in $M_2(\mathbb{R})$ defined by

$$a + ib \rightarrow \begin{pmatrix} a & -b \\ b & a \end{pmatrix}.$$

3.26. We are now ready to complete our description of the inclusions $C^{p,0} \subset C^{p+1,0}$ and $C^{0,p} \subset C^{0,p+1}$. Since $C^{p+2,0} \approx C^{p,0} \otimes C^{2,0}$, the inclusions

$$C^{4,0} \subset C^{5,0} \subset C^{5,0}$$

are isomorphic to

$$M_2(\mathbb{H}) \subset M_4(\mathbb{C}) \subset M_4(\mathbb{R})$$
are simply the tensor product by $M_2(\mathbb{R})$ of the inclusions $M_2(\mathbb{C}) \subseteq M_4(\mathbb{R})$ described above. Moreover, the inclusions

$$
\begin{align*}
C^6,0 & \subseteq C^7,0 & \subseteq \cdots & \subseteq C^{8,0} \\
M_4(\mathbb{R}) & \subseteq M_8(\mathbb{R}) \oplus M_8(\mathbb{R}) & \subseteq M_{16}(\mathbb{R})
\end{align*}
$$

are the tensor product by $M_2(\mathbb{H})$ of the inclusions

$$
\begin{align*}
C^{2,0} & \subseteq C^{3,0} & \subseteq \cdots & \subseteq C^{4,0} \\
\mathbb{H} & \subseteq \mathbb{H} \oplus \mathbb{H} & \subseteq M_2(\mathbb{H}).
\end{align*}
$$

Therefore we have $u'(a) = (a, a)$ and $u'(a, b) = \begin{pmatrix} a & 0 \\ 0 & b \end{pmatrix}$, where $a$ and $b$ are blocks of $8 \times 8$ real matrices.

Finally the inclusions

$$
\begin{align*}
C^{0,0} & \subseteq C^{0,1} & \subseteq \cdots & \subseteq C^{0,8} \\
M_4(\mathbb{H}) & \subseteq M_8(\mathbb{C}) & \subseteq M_{16}(\mathbb{R})
\end{align*}
$$

are simply the tensor product by $M_4(\mathbb{R})$ of the inclusions $M_2(\mathbb{H}) \subseteq M_4(\mathbb{C}) \subseteq M_8(\mathbb{R})$.

4. The Functors $K^{p,q}(\mathcal{E})$ and $K^{p,q}(X)$

4.1. Let $\mathcal{E}$ be a Banach category (for example, the category $\mathcal{E}(X)$ of vector bundles with compact base $X$), and let $A$ be an $\mathbb{R}$-algebra of finite dimension. Let $\mathcal{O}^A$ denote the category whose objects are the pairs $(E, \rho)$, where $E \in \text{Ob}(\mathcal{E})$ and $\rho : A \to \text{End}(E)$ is an $\mathbb{R}$-algebra homomorphism. A morphism from the pair $(E, \rho)$ to the pair $(E', \rho')$, is a $\mathcal{E}$-morphism $f : E \to E'$ such that $f \cdot \rho(\lambda) = \rho(\lambda) \cdot f$ for each element $\lambda$ of $A$. In particular, if $A$ is the Clifford algebra $C^{p,q}$ (resp. $M_4(\mathbb{R})$), we denote the corresponding category $\mathcal{O}^{p,q}$ by $\mathcal{O}^{p,q}$ (resp. $\mathcal{O}(n)$). In general, we notice that when $\mathcal{E}$ is a pseudo-abelian Banach category, $\mathcal{O}^A$ is also (1.6.10).

4.2. Example. Let $\mathcal{E} = \mathcal{E}_\mathbb{R}(X)$ and $A = \mathbb{C}$. Then $\mathcal{O}^A \simeq \mathcal{E}_\mathbb{C}(X)$. Similarly if $A = \mathbb{H}$, then $\mathcal{O}^A \simeq \mathcal{E}_\mathbb{H}(X)$.

4.3. Example. Let $\mathcal{E} = \mathcal{E}(X)$ and $A = \mathbb{R}[x]/x^2$. Then $\mathcal{O}^A$ is isomorphic to the category of vector bundles provided with an endomorphism whose square is 0 (where the morphisms are compatible with the endomorphism).
4.4. Theorem. Let \( \mathcal{C} \) be a pseudo-abelian Banach category (1.6.7). Then the categories \( \mathcal{C} \) and \( \mathcal{C}(n) \) are equivalent [Morita equivalence].

Proof. We want to define a category equivalence

\[ \psi: \mathcal{C} \rightarrow \mathcal{C}(n) \]

For any object \( F \) of \( \mathcal{C} \) we define \( \psi(F) \) as \( (E, \rho) \), where \( E: F^n \rightarrow \text{End}(E) = \text{End}(F^n) \) is the homomorphism which associates each matrix \( M \simeq (a_{ij}) \) with the endomorphism of \( F^n \) defined by the matrix \( (b_{ij}) \) with \( b_{ij} = a_{ij} \cdot \text{Id}_F \). From now on we will simply write \( a_{ij} \) instead of \( b_{ij} \). If \( f: F \rightarrow F' \) is a morphism in \( \mathcal{C} \), we define \( \psi(f): (E, \rho) \rightarrow (E', \rho') \) as the \( \mathcal{C}(n) \)-morphism whose underlying \( \mathcal{C} \)-morphism is represented by the diagonal matrix

\[
\begin{pmatrix}
  f & 0 & 0 \\
  0 & f & 0 \\
  \vdots & \ddots & \ddots \\
  0 & 0 & f
\end{pmatrix}
\]

If we write any morphism \( g: (E, \rho) \rightarrow (E', \rho') \) in the matrix form \( g = (a_{ij}) \) and require that \( g \) must commute with the action of \( M_n(\mathbb{R}) \), we obtain relations

\[
\sum_{j=1}^{n} \lambda_{ij} g_{ij} = \sum_{j=1}^{n} g_{ij} \lambda_{ij},
\]

where the scalars \( \lambda \) belong to \( \mathbb{R} \). If we choose all except one of the \( \lambda \) to be 0, we see that \( g \) must be of the form \( \psi(f) \). Hence the functor is fully faithful.

Now let \( (E, \rho) \) be an arbitrary object of \( \mathcal{C}(n) \). Let \( \rho_i \) be the diagonal matrix

\[
\begin{pmatrix}
  0 & & & \\
  & \ddots & & \\
  & & 0 & \\
  & & & 1
\end{pmatrix}
\]

and let \( \tau_{ji} \) be the transposition matrix \( (i \neq j) \)

\[
\begin{pmatrix}
  1 & 0 \\
  0 & 1 \\
  0 & 0 \\
  0 & 0
\end{pmatrix}
\]
Finally, let $E_i = \text{Im}(p_i) = \text{Ker}(1 - p_i)$ (which exists since $\mathcal{C}$ is pseudo-abelian). The relations $p_i p_j = 0$ for $i \neq j$ and $\sum_{i=1}^n p_i = 1$ imply $E \cong \bigoplus_{i=1}^n E_i$. Moreover, the transposition $\tau_M$ enables us to identify $E_i$ with $E_j$ since $p_j = \tau_M p_i \tau_M^{-1}$. If we set $E_i = F_i$, we may therefore assume that $E = F^n$, and that the actions of $p_i$ on $F_i$ are represented by the two types of matrices above. Since these matrices generate $M_\mathbb{R}(\mathbb{R})$ as an $\mathbb{R}$-algebra, it follows that the action of $M_\mathbb{R}(\mathbb{R})$ on $F^n$ is the one described at the beginning. Hence the functor $\phi$ is essentially surjective. □

4.5. Proposition. Let $A$ and $B$ be finite dimensional $\mathbb{R}$-algebras and let $\mathcal{C}$ be a Banach category. Then the categories $\mathcal{C}^A$ and $\mathcal{C}^{A \otimes \mathbb{R}}$ are isomorphic.

The proof of this proposition is obvious.

4.6. Corollary. If $\mathcal{C}$ is a pseudo-abelian Banach category, then up to equivalence the category $\mathcal{C}^{A \otimes \mathbb{R}}$ depends only on the difference $p - q \mod 8$.

Proof. If $p - q = p' - q' \mod 8$, we have proved in 3.18, 3.21 and 3.22 that $C^{p, a} = M_\mathbb{R}(A)$ and that $C^{p', a} = M_\mathbb{R}(A)$ for some algebra $A$. Therefore $\mathcal{C}^{p, a} \cong \mathcal{C}^{M_\mathbb{R}(A)} \cong (\mathcal{C}^A)(n) \cong \mathcal{C}^A$ by 4.4 and 4.5 (note that $M_\mathbb{R}(A) = A \otimes \mathbb{R} M_\mathbb{R}(\mathbb{R})$). By the same argument $\mathcal{C}^{p', a} \cong \mathcal{C}^A$. □

4.7. Proposition. Let $\mathcal{C}$ be a pseudo-abelian Banach category, and let $A$ and $B$ be $\mathbb{R}$-algebras. Then the categories $\mathcal{C}^A \otimes \mathbb{R}$ and $\mathcal{C}^A \times \mathcal{C}^B$ are equivalent.

Proof. If $(E, \rho)$ and $(F, \sigma)$ are objects of $\mathcal{C}^A$ and $\mathcal{C}^B$ respectively, we define an object $(E \otimes F, \tau)$ of $\mathcal{C}^A \otimes \mathbb{R}$ by setting $\tau(a, b) = \rho(a) \otimes \sigma(b)$. In fact, this correspondence defines a functor from $\mathcal{C}^A \times \mathcal{C}^B$ to $\mathcal{C}^A \otimes \mathbb{R}$ which is fully faithful. Now let $(G, \tau)$ be an object of $\mathcal{C}^A \otimes \mathbb{R}$. Then $\rho = \tau(1, 0)$ and $\sigma = \tau(0, 1)$ are projectors of $G$ such that $\rho + \sigma = 1$. If we write $G$ as $E \otimes F$ with $E = \text{Im}(\rho)$ and $F = \text{Im}(\sigma)$, we see that $G \cong \rho(E, F)$. This shows that $\rho$ is essentially surjective. In particular, when $A = B$ the composition $\mathcal{C}^A \times \mathcal{C}^A \rightarrow \mathcal{C}^A \otimes \mathbb{R}$, where the functor $\mathcal{C}^A \otimes \mathbb{R} \rightarrow \mathcal{C}^A$ is induced by the algebra map $a \mapsto (a, a)$, is simply $(E, F) \mapsto E \otimes F$. □

4.8. Theorem. Let $\mathcal{C}$ be a pseudo-abelian Banach category, and let $\mathcal{C}'$ and $\mathcal{C}''$ be the categories $\mathcal{C}$ and $\mathcal{C}^A$. Then we have the following table of categories:
$$\begin{array}{c|c|c|c}
 p & \mathcal{C}^{p,0} & \mathcal{C}^{p,1} & \mathcal{C}^{p,2} \\
 0 & \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 1 & \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 2 & \mathcal{C} \times \mathcal{C} & \mathcal{C} & \mathcal{C} \\
 3 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 4 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 5 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 6 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 7 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
 8 & \mathcal{C} \times \mathcal{C} & \mathcal{C} \times \mathcal{C} & \mathcal{C} \\
\end{array}$$

**Proof:** This theorem follows directly from 3.19, 3.22, 4.7, and 4.6. □

4.9. To understand the categories $\mathcal{C}^{p,q}$ better, we need to compare them by the functors, "extension of scalars" and "restriction of scalars". More precisely, let us consider, for example, the functor $\varphi: \mathcal{C}^{0,q+1} \rightarrow \mathcal{C}^{0,q}$, induced by the algebra inclusion $\mathbb{C}^{0,q} \subset \mathbb{C}^{0,q+1}$ (this is a "restriction of scalars" functor). By the periodicity of Clifford algebras, we need only deal with the cases $0 \leq q \leq 7$.

$q = 0$. Up to equivalence, the functor $\varphi$ coincides with the functor from $\mathcal{C} \times \mathcal{C}$ to $\mathcal{C}$, defined by $(E, F) \mapsto E \oplus F$.

$q = 1$. Again up to equivalence, the functor $\varphi$ from $\mathcal{C}(2)$ to $\mathcal{C} \times \mathcal{C}$ is induced by the injection of $\mathbb{R} \oplus \mathbb{R}$ into $M_2(\mathbb{R})$ described in 3.14. Therefore, by 4.4 and 4.7, this functor is essentially the "diagonal" functor $E \mapsto (E, E)$.

$q = 2$. The functor $\varphi$ is simply the "restriction of scalars" functor from $\mathcal{C}^2$ to $\mathcal{C}$ (we ignore the complex structure).

$q = 3$. For the functor $\mathcal{C}^3 \rightarrow \mathcal{C}^3$, we similarly deal with the complex structure underlying the quaternionic structure.

$q = 4$. The functor $\mathcal{C}^4 \rightarrow \mathcal{C}^3 \rightarrow \mathcal{C}$ is simply $(E, F) \mapsto E \oplus F$.

$q = 5$. The functor $\mathcal{C}^5 \rightarrow \mathcal{C}^4 \times \mathcal{C}^2$ is once again the diagonal functor $E \mapsto (E, E)$.

$q = 6$. The functor $\mathcal{C}^6 \rightarrow \mathcal{C}^5 \times \mathcal{C}^1$ is induced by the inclusion $M_2(\mathbb{H}) \subset M_4(\mathbb{C})$, described in 3.26. Up to equivalence, the functor $\varphi$ coincides with the functor

$$\mathcal{C}^6 \rightarrow \mathcal{C}^6(2) \rightarrow \mathcal{C}$$

induced by the inclusion of $\mathbb{H}$ in $M_2(\mathbb{C})$, which was described in 3.25. If we examine the composition

$$\mathcal{C} \rightarrow \mathcal{C}^6(2) \rightarrow \mathcal{C}.$$
we see that the functor $\mathcal{C} \to \mathcal{C}''$ is defined by $E \mapsto E \oplus E$, where $\mathcal{H}$ acts on $E \oplus E$ via the embedding of $\mathcal{H}$ in $M_2(\mathfrak{C})$. Therefore, the functor $\varphi$ may be interpreted as an "extension of scalars" functor. For instance, if $\mathcal{C}$ is the category of vector bundles, then $\varphi$ is isomorphic to the functor $E \mapsto \mathfrak{H} \otimes_\mathfrak{C} E$.

4.10. From the above list, it is clear that the functors we are considering, are Banach functors (more generally, if $B$ is a sub-algebra of $A$, it can easily be shown that the functor $\mathcal{C}^{B_1} \to \mathcal{C}^{B_2}$ is a Banach functor). This enables us to make the following definition:

4.11. Definition. Let $\mathcal{C}$ be a pseudo-abelian Banach category. Then we define the group $K^p,q(\mathcal{C})$ as the Grothendieck group of the functor

$$\mathcal{C}^{p+1} \to \mathcal{C}^p$$

in the sense of 2.2.13. If $\mathcal{C} = \mathcal{C}(X)$ (or more precisely $C_\mathfrak{C}(X)$ or $C_\mathfrak{C}(X)$) then $K_\mathfrak{C}^{p,q}(X)$ (or $K^{\mathcal{C}}_{\mathfrak{R}}(X), K^{\mathcal{C}}_{\mathfrak{C}}(X)$) will denote the group $K^p,q(\mathcal{C})$ obtained.

Up to isomorphism, the group $K^p,q(\mathcal{C})$ depends only on the difference $p - q \text{ mod } 8$ because of these commutative diagrams

\[
\begin{array}{ccc}
\mathcal{C}^{p,q+1} & \to & \mathcal{C}^{p,q} \\
\downarrow & & \downarrow \\
\mathcal{C}^{p,q+2} & \to & \mathcal{C}^{p,q+1} \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{C}^{p,q+1} & \to & \mathcal{C}^{p,q} \\
\downarrow & & \downarrow \\
\mathcal{C}^{p,q+2} & \to & \mathcal{C}^{p,q+1} \\
\end{array}
\]

In the case of complex vector bundles (or more generally, "complex" Banach categories) we can show analogously that the group $K^p,q$ depends only on the difference $p - q \text{ mod } 2$.

4.12. Theorem. Let $\mathcal{C}$ be a pseudo-abelian Banach category. Then the groups $K^{0,0}(\mathcal{C})$ and $K^{0,0}(\mathcal{C})$ are canonically isomorphic to the groups $K(\mathcal{C})$ and $K^{-1}(\mathcal{C})$, defined in 2.1.7 and 2.3.3, respectively. Similarly $K^{0,4}(\mathcal{C}) \approx K(\mathcal{C})$ and $K^{0,5}(\mathcal{C}) \approx K^{-1}(\mathcal{C})$. Therefore $K^{0,0}(X) \approx K(X), K^{0,1}(X) \approx K^{-1}(X), K^{0,4}(X) \approx K^{\mathfrak{C}}(X)$, and $K^{0,5}(X) \approx K^{-1}(X)$.

Proof. Since $K^{0,0}(\mathcal{C})$ is the Grothendieck group of the functor $\mathcal{C} \times \mathcal{C} \to \mathcal{C}$ by 4.9, the exact sequence proved in 2.3.22 may be written as

$$K^{-1}(\mathcal{C} \times \mathcal{C}) \to K^{-1}(\mathcal{C}) \to K^{0,0}(\mathcal{C}) \to K(\mathcal{C}) \oplus K(\mathcal{C}).$$
This shows that $K(\mathcal{E}) \approx K^{0.1}(\mathcal{E})$ by the isomorphism which associates the class of an object $E$ with the element $d(E_0, E_1, \alpha)$, where $E_0 = (E, 0)$, $E_1 = (0, E)$, and $\alpha: 0 \oplus \to 0 \oplus \to E$ is the canonical isomorphism.

An analogous discussion applied to the exact sequence associated with the "diagonal" functor $\mathcal{E} \times \mathcal{E}$, i.e.,

$$
\begin{array}{cccccc}
K^{-1}(\mathcal{E}) & \longrightarrow & K^{-1}(\mathcal{E} \times \mathcal{E}) & \longrightarrow & K^{0.1}(\mathcal{E}) & \longrightarrow & K(\mathcal{E}) \otimes K(\mathcal{E}) \\
& & \downarrow & & \downarrow & & \\
K^{-1}(\mathcal{E}) \oplus K^{-1}(\mathcal{E}) & & K(\mathcal{E}) \otimes K(\mathcal{E})
\end{array}
$$

shows that $K^{-1}(\mathcal{E}) \approx K^{0.1}(\mathcal{E})$. Here the isomorphism associates $d(E, \alpha)$ with the element $d(E, E, \beta)$ where $\beta: (E, E) \to (E, E)$ is given by $\beta = (\alpha, 1)$.

Finally, $K^{0.4}(\mathcal{E})$ is the Grothendieck group of the functor $\mathcal{E}^{0.5} \to \mathcal{E}$, hence $\mathcal{E}^{0.5} \to \mathcal{E}$ by 4.9. Therefore $K^{0.4}(\mathcal{E}) \approx K(\mathcal{E})$. The group $K^{0.5}(\mathcal{E})$ is the Grothendieck group of the functor $\mathcal{E}^{0.5} \to \mathcal{E}$, hence $\mathcal{E} \to \mathcal{E}^{0.5} \times \mathcal{E}$ by 4.9 again. From this we deduce the isomorphism $K^{0.5}(\mathcal{E}) \approx K^{-1}(\mathcal{E})$. \(\square\)

4.13. In the case of the Banach category $\mathcal{E} = \mathcal{B}(X)$, it is important to notice that the groups $K^p,q(X) = K^{p,q}(\mathcal{E})$ are naturally modules over the commutative ring $K(X)$: if $x \to d(E, F, \alpha)$ is an element of $K^{p,q}(X)$, where $E$ and $F$ are $C^{p,q}$ bundles, and $\alpha$ is an isomorphism between their underlying $C^{p,q}$ bundles, we define the product of $x$ by $[G] - [G']$ as $d(E \otimes G, F \otimes G', \alpha \otimes 1) - d(E \otimes G', F \otimes G, \alpha \otimes 1)$. With these structures, the explicit formulas given above show that the isomorphisms $K^{0,0}(X) \approx K(X)$, $K^{0,1}(X) \approx K^{-1}(X)$, $K^{\mathcal{E}^{0.5}}(X) \approx K(\mathcal{E})$, and $K^{\mathcal{E}^{0.4}}(X) \approx K^{-1}(X)$ are in fact $K(X)$-module isomorphisms. It is also possible to define "external" products

$$K^{p,q}(X) \times K(Y) \longrightarrow K^{p,q}(X \times Y).$$

We leave these to the reader.

4.14. Theorem 4.12 gives some credibility to the conjecture that the groups $K^{p,q}(X)$ and $K^{p,q}(\mathcal{E})$ (defined for $p - q \leq 0$ in 1.4.11) are isomorphic, in fact this will be the objective of the next sections. This will complete the construction of $K^n$ for $n \in \mathbb{Z}$, and prove Bott periodicity in real and complex $K$-theory, at the same time.

4.15. In order to work with the groups $K^p,q(\mathcal{E})$ and $K^{p,q}(\mathcal{E})$, we describe these groups in a slightly different way (to avoid confusion we temporarily use the notation $K^{p,q}(\mathcal{E})$ and $K^{p,q}(\mathcal{E})$).

Let $\mathcal{E}$ be a pseudo-abelian Banach category, and let $E$ be a "$C^{p,q}$-module" (i.e., an object of $\mathcal{E}^{p,q}$). We define a gradation of $E$ to be an endomorphism $\eta$ of $E$ regarded as an object of $\mathcal{E}$, such that

(i) $\eta^2 = 1$, and

(ii) $\eta(\rho(e)) = -\rho(\eta(e))$ where the $e_i$ are defined as in 3.13. and $\rho: C^{p,q} \to \text{End}(E)$ defines the $C^{p,q}$-structure.
Equivalently, a gradation of \( E \) is a \( C^{p,s+1} \)-structure of \( E \), extending the initial \( C^{p,s} \)-structure (put \( \eta = \rho(e_{p,s+1}) \)). The term "gradation" is justified by the splitting of \( E \) into the direct sum \( E_0 \oplus E_1 \), where \( E_0 = \text{Ker}\left( \frac{1+\eta}{2} \right) \) and \( E_1 = \text{Ker}\left( \frac{1-\eta}{2} \right) \).

Then the homomorphism \( \rho : C^{p,s} \to \text{End}(E_0 \oplus E_1) \) is a homomorphism of \( \mathbb{Z}/2 \)-graded algebras, where \( C^{p,s} \) has the \( \mathbb{Z}/2 \)-grading described in 3.6, and \( \text{End}(E_0 \oplus E_1) \) has the \( \mathbb{Z}/2 \)-grading \( D_0 \oplus D_1 \), with \( D_0 \) (resp. \( D_1 \)) the set of "diagonal" matrices

\[
\begin{pmatrix}
a & 0 \\
0 & b \\
\end{pmatrix}, \quad \text{for } a \in \text{End}(E_0) \text{ and } b \in \text{End}(E_1)
\]

(resp. "codiagonal" matrices

\[
\begin{pmatrix}
0 & a \\
b & 0 \\
\end{pmatrix},
\]

for \( a \in \mathcal{C}(E_0, E_1) \), and \( b \in \mathcal{C}(E_0, E_1) \).

We define \( K^{p,s}(\mathcal{C}) \) (or \( K^{p,s}(X) \) if \( \mathcal{C} = \mathcal{C}(X) \)) to be the quotient of the free group generated by the triples \((E, \eta_1, \eta_2)\), where \( E \) is a \( C^{p,s} \)-module, and \( \eta_1 \) and \( \eta_2 \) are gradations, by the subgroup generated by the relations

(i) \((E, \eta_1, \eta_2) + (F, \xi_1, \xi_2) = (E \oplus F, \eta_1 \oplus \xi_1, \eta_2 \oplus \xi_2)\), and

(ii) \((E, \eta_1, \eta_2) = 0 \) if \( \eta_1 \) is homotopic to \( \eta_2 \) within the gradations of \( E \).

We let \( d(E, \eta_1, \eta_2) \) denote the class of the triple \((E, \eta_1, \eta_2)\) in the group \( K^{p,s}(\mathcal{C}) \).

4.16. Lemma. We have the relation

\[d(E, \eta_1, \eta_2) + d(E, \eta_2, \eta_1) = 0.\]

Moreover, two isomorphic triples (in the obvious sense) have the same class in \( K^{p,s}(\mathcal{C}) \).

Proof. We have \( d(E, \eta_1, \eta_2) + d(E, \eta_2, \eta_1) = d(E \oplus E, \eta_1 \oplus \eta_2, \eta_2 \oplus \eta_1) \). Then the homotopy

\[\eta(\theta) = \begin{pmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{pmatrix} \begin{pmatrix}
\eta_1 & 0 \\
0 & \eta_2
\end{pmatrix} \begin{pmatrix}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{pmatrix}, \quad \text{for } \theta \in [0, \pi/2]
\]

shows that \( \eta_1 \oplus \eta_2 \) and \( \eta_2 \oplus \eta_1 \) are homotopic. On the other hand, let \( f : (E, \eta_1, \eta_2) \to (E', \eta'_1, \eta'_2) \) be an isomorphism. Therefore, \( f \) is an isomorphism between \( E \) and \( E' \) (denoted again by \( f \)) such that \( \eta'_i = f \cdot \eta_i \cdot f^{-1} \). Now we have the relation

\[
\begin{pmatrix}
\eta_2 & 0 \\
0 & \eta_1
\end{pmatrix} = \begin{pmatrix}
0 & -f^{-1} \\
f & 0
\end{pmatrix} \begin{pmatrix}
\eta_1 & 0 \\
0 & \eta_2
\end{pmatrix} \begin{pmatrix}
0 & f^{-1} \\
-f & 0
\end{pmatrix}
\]
As before, the matrix
\[
\begin{pmatrix}
0 & -f^{-1} \\
 f & 0
\end{pmatrix}
\]
is homotopic to \(\text{Id}_{E \oplus E}\) within the automorphisms of \(E \oplus E'\), due to the homotopy
\[
\begin{pmatrix}
\cos \theta & -f^{-1} \sin \theta \\
 f \sin \theta & \cos \theta
\end{pmatrix}
\]
for \(\theta \in [0, \pi/2]\). Therefore
\[
d(E, \eta_1, \eta_2) - d(E', \eta_1, \eta_2) = d(E, \eta_1, \eta_2) + d(E', \eta_2, \eta_1)
\]
\[
= d(E \oplus E', \eta_1 \oplus \eta_2, \eta_2 \oplus \eta_1) = 0. \quad \square
\]

**4.17. Lemma.** Let \(\eta_1, \eta_2, \) and \(\eta_3\) be gradations of \(E\). Then we have the relation
\[
d(E, \eta_1, \eta_2) + d(E, \eta_2, \eta_3) = d(E, \eta_1, \eta_3).
\]

**Proof.** From 4.16 we see that
\[
d(E, \eta_1, \eta_2) + d(E, \eta_2, \eta_3) = d(E \oplus E \oplus E, \eta_1 \oplus \eta_2 \oplus \eta_3, \eta_2 \oplus \eta_3 \oplus \eta_1).
\]

We also have the identity \(\eta_2 \oplus \eta_3 \oplus \eta_1 = \sigma(\eta_1 \oplus \eta_2 \oplus \eta_3) \sigma^{-1}\), where \(\sigma\) is the automorphism of \(E \oplus E \oplus E\) represented by the matrix
\[
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix}
\]
Since SO(3) is arcwise connected, and since \(\sigma\) may be regarded as an element of SO(3) in an obvious manner, this implies that the gradations \(\eta_1 \oplus \eta_2 \oplus \eta_3\) and \(\eta_2 \oplus \eta_3 \oplus \eta_1\) are homotopic. Therefore
\[
d(E \oplus E \oplus E, \eta_1 \oplus \eta_2 \oplus \eta_3, \eta_2 \oplus \eta_3 \oplus \eta_1) = 0. \quad \square
\]

**4.18. Lemma.** Let \(\eta_i, \eta_j, \eta'_i, \eta'_j\) be gradations of \(E\) such that \(\eta_i\) is homotopic to \(\eta'_i\) for \(i = 1, 2\). Then
\[
d(E, \eta_1, \eta_2) = d(E, \eta'_1, \eta'_2).
\]

**Proof.** We have \(d(E, \eta'_i, \eta_j) = d(E, \eta_i, \eta_j)\). Therefore \(d(E, \eta'_1, \eta'_2) = d(E, \eta_1, \eta_2) + d(E, \eta_1, \eta_2) + d(E, \eta_2, \eta_2) = d(E, \eta_1, \eta_2)\) by 4.17. \(\square\)
4.19. Proposition. Every element of $K^p,q(Q)$ may be written in the form $d(E, \eta_1, \eta_2)$. The identity $d(E, \eta_1, \eta_2) = d(E', \eta_1', \eta_2')$ is equivalent to the existence of a triple $(T, \zeta, \cdot)$, such that the gradations $\eta_1 \oplus \eta_2 \oplus \zeta$ and $\eta_1' \oplus \eta_2' \oplus \zeta$ are homotopic.

Proof. The first assertion follows directly from 4.16. To prove the second, we introduce an auxiliary set, $K^{p,q}(Q)$, which is the quotient of the set of triples $(E, \eta_1, \eta_2)$, by the equivalence relation $(E, \eta_1, \eta_2) \sim (E', \eta_1', \eta_2')$ $\iff \exists (T, \zeta, \cdot)$ such that $\eta_1 \oplus \eta_2 \oplus \zeta$ and $\eta_1' \oplus \eta_2' \oplus \zeta$ are homotopic. The verification that this is an equivalence relation uses the techniques of the previous lemmas. Now $K^{p,q}(Q)$ is an abelian group with respect to the sum of triples.

We define a homomorphism $K^{p,q}(Q) \to K^{p,q}(Q)$, by $d(E, \eta_1, \eta_2) \mapsto [E, \eta_1, \eta_2]$, where $[E, \eta_1, \eta_2]$ is the class of the triple $(E, \eta_1, \eta_2)$; this is well-defined because $(E, \eta_1, \eta_2) \sim 0$ if $\eta_1$ is homotopic to $\eta_2$. Conversely, we can define a homomorphism $K^{p,q}(Q) \to K^{p,q}(Q)$ by $[E, \eta_1, \eta_2] \mapsto d(E, \eta_1, \eta_2)$. This is well defined by 4.17 and 4.18. Obviously these two homomorphisms are inverse to each other.

4.20. Corollary. We have $d(E, \eta_1, \eta_2) = 0$ in the group $K^{p,q}(Q)$ if and only if there exists a triple $(F, \xi, \zeta)$ such that $\eta_1 \oplus \zeta$ is homotopic to $\eta_2 \oplus \xi$.

4.21. Lemma. Let $E$ be a $C^{p,q}$-module, and let $\text{Grad}(E)$ be the space of gradations of $E$ (provided with the topology induced by $\text{End}(E)$). If $\eta : I \to \text{Grad}(E)$ is a continuous map, then there exists a continuous map $\beta : I \to \text{Aut}(E)$ such that $\beta(0) = 1$ and $\eta(I) \beta(I) = \beta(I) \eta(0) \beta(I)^{-1}$.

Proof. For each pair $(i, u) : I \times I$, the endomorphism $\beta(i, u) = \frac{1}{2} \eta(i) \eta(u)$ is a $C^{p,q}$-module endomorphism, which is $I_d$ for $t = u$, and such that

$$\beta(t, u) \eta(u) = \eta(t) \beta(t, u).$$

Since $\text{End}(E)$ is a Banach algebra, there exists $c > 0$ such that $\beta(t, u)$ is an automorphism for $|t - u| < c$. Let $0 = t_0 < t_1 < \cdots < t_n = 1$ be a partition of the interval $[0, 1]$ such that $|t_{i+1} - t_i| < c$. Then, for $t \in [t_i, t_{i+1}]$, we define $\beta(t)$ as $\beta(t, t_i) \beta(t_i, t_{i-1}) \cdots \beta(t_1, t_0)$. □

4.22. Theorem. The groups $K^{p,q}(Q)$ and $K^{p,q}(Q)$ are naturally isomorphic. Hence the groups $K^{p,q}(X)$ and $K^{p,q}(X)$ are naturally isomorphic.

Proof. Let $d(E, F, x)$ be an element of $K^{p,q}(Q) = K(\rho)$, where $\rho$ is the functor $\otimes^{p,q} \to \otimes^{p,q}$. Thus $E$ and $F$ may be regarded as $C^{p,q}$-modules provided with gradations $\eta_E$ and $\eta_F$, respectively, and $x : E \to F$ is an isomorphism on the under-
lying $C^{p,q}$-modules. We associate $d(E, F, \alpha)$ with the class of the triple $(E, \eta_1, \eta_2)$, where $E$ is considered as a $C^{p,q}$-module, $\eta_1 = \eta_2$ and $\eta_2 = \alpha^{-1} \cdot \eta_1 \cdot \alpha$ (thus $\eta_2$ induces the gradation $\eta_2$ on $E$ via $\alpha$). If $(E, F, \alpha)$ and $(E', F', \alpha')$ are isomorphic, then the associated triples $(E, \eta_1, \eta_2)$ and $(E', \eta'_1, \eta'_2)$ are also isomorphic. If $\alpha_2, \alpha_1 : E_2 \to E_1$ are homotopic, then the associated gradations $\eta_2$ are homotopic. Finally, if $E = F$ and $\alpha = \text{Id}$, we have $\eta_2 = \eta_1$. It follows from the definition of $K(q)$ (II.2) and from 4.16, that the correspondence $(E, F, \alpha) \mapsto (E, \eta_1, \eta_2)$ defines a homomorphism from $K^p,q(\mathbb{Q})$ to $K^p,q(\mathbb{Q})$.

Conversely, let $d(E, \eta_1, \eta_2)$ be an element of $K^p,q(\mathbb{Q})$. Let $E_i$ be the $C^{p,q+1}$-module $(E, \eta_i)$, and let $\alpha : E_1 \to E_2$ be the $C^{p,q}$-morphisms which is the identity on the underlying $C^{p,q}$-modules. To check that the correspondence $(E, \eta_1, \eta_2) \mapsto (E_1, E_2, \alpha)$ defines a homomorphism $K^p,q(\mathbb{Q}) \to K^p,q(\mathbb{Q})$, we must show that $d(E_1, E_2, \alpha) = 0$ if $\eta_1$ and $\eta_2$ are two homotopic gradations of $E$. By Lemma 4.21 there exists a continuous map $\beta : I \to \text{Aut}(E)$, such that $\beta(0) = \text{Id}$ and $\beta(1) \eta_1 (\beta(1))^{-1} = \eta_2$. Therefore we have the commutative diagram

\[
\begin{array}{ccc}
E_1 & \xrightarrow{\alpha} & E_2 \\
\downarrow & & \downarrow \\
E_1 & \xrightarrow{\beta(1)^{-1}} & E_2
\end{array}
\]

where $\beta(1)$ is a $C^{p,q+1}$-module isomorphism (since $\beta(1) \eta_1 = \eta_2 \beta(1)$), and where $\gamma = \beta(1)^{-1} \cdot \alpha$. Therefore $d(E_1, E_2, \alpha) = d(E_1, E_1, \gamma) = 0$. since $\gamma$ is homotopic to $\text{Id}_{E_1}$ by the homotopy $t \mapsto \beta(t)^{-1} \cdot \alpha = \beta(t)^{-1}$.

We leave to the reader the trivial checking that these two homomorphisms are inverse to each other. \( \square \)

4.23. From now on, we identify the groups $K^p,q(\mathbb{Q})$ and $K^p,q(\mathbb{Q})$ by the isomorphism defined in 4.22. We also identify $K^p,q(X)$ and $K^p,q(X)$.

4.24. One of the most useful aspects of the definition of $K^p,q(X)$ in terms of gradations, is that it gives interesting "classifying spaces" for the functors $K^p,q$. More precisely, we already know that $K^{0,0}(X) \approx [X, \mathbb{Z} \times \text{BGL}(k)]$ and $K^{0,1}(X) \approx \{X, \text{GL}(k)\}$ (4.12, II.3.3 and II.3.17). By the same method, we can prove that $K^{0,q}(X) \approx \{X, \mathbb{Z} \times \text{BGL}(\mathbb{Q})\}$ and $K^{0,1}(X) \approx \{X, \text{GL}(\mathbb{Q})\}$. By the periodicity of the groups $K^{p,q}$ (4.11), there remains four cases to consider. However, our method will work for all eight cases simultaneously.

4.25. Let $A$ be any ring with unit, and let $(M_\bullet)$ be a sequence of objects of $\mathcal{P}(A)^{\oplus n}$. We say that $(M_\bullet)$ is cofinal in $\mathcal{P}(A)^{\oplus n}$ if $M_\bullet \oplus M_{\bullet+1} = M_{\bullet+2}$, and if every object of $\mathcal{P}(A)^{\oplus n}$ is a direct factor of some $M_\bullet$. For example, if $A = \mathbb{R} \oplus \mathbb{R}$, the modules $M_\bullet = \mathbb{R}^n \oplus \mathbb{R}^n$ form a cofinal system, but the modules $M_\bullet = \mathbb{R}^n \oplus 0$ do not (notice that $\mathcal{P}(A) \sim \mathcal{P}(\mathbb{R}) \times \mathcal{P}(\mathbb{R})$; cf. 4.7).

---

\[^{31} \mathcal{P}(A)^{\oplus n}$ denotes the category of finitely generated projective left $A$-modules.}
4.26. Proposition. Let \( (M_r) \) be a cofinal system of objects in \( \mathcal{P}(C^{p,q+1})^0 \). Then every element of \( K^p,q(X) \) may be written as \( d(T_r, \eta_{(r)}, \eta) \), where \( (T_r, \eta_{(r)}) \) is the "trivial" \( C^{p,q+1} \)-vector bundle \( X \times M_r \), and \( \eta \) is a gradation of the \( C^{p,q} \)-module underlying \( T_r \). The identity \( d(T_r, \eta_{(r)}, \eta) = d(T_r, \eta_{(r)}, \xi) \) is equivalent to the existence of \( s \in \mathbb{N} \) such that \( \eta \oplus \eta_{(r)} \) is homotopic to \( \xi \oplus \eta_{(r)} \) within the gradations of \( T_r \oplus T_r = T_r \), (regarded as a \( C^{p,q} \)-bundle).

Proof. By 4.8, the category \( \mathcal{E}(X)^{p,q+1} \) is equivalent to \( \mathcal{E}_{(p)}(X) \), \( \mathcal{E}_{(q)}(X) \), or the product of two of these categories. Therefore, any \( C^{p,q+1} \)-bundle \( E \) is a direct factor of some \( X \times M_r \), where \( M = \text{Ob}(\mathcal{P}(C^{p,q+1})^0) \). Since \( M \) is a direct factor of a \( M_r \) for some \( r \), \( E \) is a direct factor of \( X \times M_r \). Therefore, if \( d(E, e_1, e_2) \in K^p,q(X) \), we may write it (after addition with a triple of the form \( (F, \xi, \zeta) \)) as \( d(T_r, \eta_{(r)}, \eta) \) for some \( r \).

Let us assume now that \( d(T_r, \eta_{(r)}, \eta) = d(T_r, \eta_{(r)}, \xi) \). According to 4.19, there exists a triple \( (T, T, \xi) \), which we may assume to be of the form \( (T, T, \eta_{(r)}), \eta_{(r)} \), such that \( \eta_{(r)} \oplus \xi \oplus \eta_{(r)} \) and \( \eta \oplus \eta_{(r)} \oplus \eta_{(r)} \) are homotopy gradations of \( T_r \oplus T_r \oplus T_r \). If we put \( r = u \), it follows that \( \xi \oplus \eta_{(r)} \) and \( \eta \oplus \eta_{(r)} \) are homotopic. \( \square \)

4.27. Theorem. Let \( (M_r) \) be a cofinal system of objects in \( \mathcal{P}(C^{p,q+1})^0 \) and let \( \text{Grad}^{p,q}(M_r) \) be the space of gradations of the \( C^{p,q} \)-module underlying \( M_r \). Then for \( X \) a compact space, we have natural isomorphisms

\[
K^p,q(X) \cong \text{lim} \text{inj} [X, \text{Grad}^{p,q}(M_r)] \cong [X, \text{Grad}^{p,q}(\mathbb{R})],
\]

where \( \text{Grad}^{p,q}(\mathbb{R}) \) is \( \text{inj} \text{lim} \text{Grad}^{p,q}(M_r) \).

Proof. This theorem is simply a reformulation of 4.26. \( \square \)

4.28. It is possible to describe the spaces \( \text{Grad}^{p,q}(\mathbb{R}) \) in more familiar terms. To give an idea of the procedure, we give the details for \( p = 1 \) and \( q = 0 \). The other cases can be dealt with in a similar manner. In this case, the Clifford algebra \( C^{p,q+1} \) (resp. \( C^{p,q} \)) is \( M_2(\mathbb{R}) \) (resp. \( \mathbb{C} \)). We may choose \( M_r = \mathbb{R}^2 = \mathbb{R}^2 \oplus \mathbb{R}^2 \), regarded as a \( C^{p,q+1} \)-module by the automorphisms

\[
e_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \text{and} \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]

A gradation of \( M_r \), regarded as a \( C^{p,q+1} \)-module, is simply an automorphism \( \eta \) of \( \mathbb{C}^2 \), which is antilinear and involutive (i.e. \( \eta^2 = 1 \) and \( \eta(\lambda x) = i\eta(x) \) for \( \lambda \in \mathbb{C} \)). The group \( GL_2(\mathbb{C}) \) acts transitively on \( \text{Grad}^{1,0}(M_r) \) by the formula \( \lambda \eta = \lambda \eta \lambda^{-1} \), and the isotropy group of \( e_1 \) may be identified with \( GL_2(\mathbb{R}) \). It follows that the continuous map \( GL_2(\mathbb{C}) \to \text{Grad}^{1,0}(M_r) \), defined by \( \lambda \to \lambda e_1 \lambda^{-1} \) induces a continuous bijection \( \phi \) from \( GL_2(\mathbb{C})/GL_2(\mathbb{R}) \) to \( \text{Grad}^{1,0}(M_r) \). To prove that \( \phi \) is continuous, it suffices to construct a local section \( s : V \to GL_2(\mathbb{C}) \) to \( \phi \) in a neighbourhood \( V \) of each point \( \eta \in \text{Grad}^{1,0}(M_r) \). If \( \phi(\eta) = \eta_0 \), we simply define \( s(\eta) = (1 + \eta \eta_0)/2 \) for \( \eta \in V \). Taking the inductive limit, we see finally that the spaces \( \text{Grad}^{1,0}(\mathbb{R}) \) and
GL(ℂ)/GL(ℝ) are homeomorphic. If we treat the other seven cases in the same way, we obtain the following theorem:

4.29. Theorem. Let \( X \) be a compact space. Then we have natural isomorphisms

\[
K^p_0(X) \cong [X, \text{Grad}^p_q(ℝ)],
\]

where the spaces \( \text{Grad}^p_q(ℝ) \) depend only on the difference \( p - q \mod 8 \), and are determined by the table:

<table>
<thead>
<tr>
<th>( p - q \mod 8 )</th>
<th>( \text{Grad}^p_q(ℝ) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( ℤ \times \text{BGL}(ℝ) \sim ℤ \times \text{GL}(ℝ)/\text{GL}(ℝ) \times \text{GL}(ℝ) )</td>
</tr>
<tr>
<td>-1</td>
<td>( \text{GL}(ℝ) \sim \text{GL}(ℝ)/\text{GL}(ℝ) \times \text{GL}(ℝ) )</td>
</tr>
<tr>
<td>-2</td>
<td>( \text{GL}(ℝ)/\text{GL}(ℂ) )</td>
</tr>
<tr>
<td>-3</td>
<td>( \text{GL}(ℂ)/\text{GL}(ℍ) )</td>
</tr>
<tr>
<td>-4</td>
<td>( ℤ \times \text{BGL}(ℍ) \sim ℤ \times \text{GL}(ℍ)/\text{GL}(ℍ) \times \text{GL}(ℍ) )</td>
</tr>
<tr>
<td>-5</td>
<td>( \text{GL}(ℍ) \sim \text{GL}(ℍ)/\text{GL}(ℍ) \times \text{GL}(ℍ) )</td>
</tr>
<tr>
<td>-6</td>
<td>( \text{GL}(ℍ)/\text{GL}(ℂ) )</td>
</tr>
<tr>
<td>-7</td>
<td>( \text{GL}(ℂ)/\text{GL}(ℝ) )</td>
</tr>
</tbody>
</table>

In this list we must note that the inclusions \( \text{GL}(ℂ) \subseteq \text{GL}(ℝ) \) and \( \text{GL}(ℍ) \subseteq \text{GL}(ℂ) \), are induced by \( \text{GL}_n(ℂ) \subseteq \text{GL}_{2n}(ℝ) \) and \( \text{GL}_n(ℍ) \subseteq \text{GL}_{2n}(ℂ) \) (3.25). Another observation is that up to homotopy, we could replace the homogeneous spaces in this table by their orthogonal, unitary or symplectic analogs (this follows from the polar decomposition of automorphisms; cf. Chevalley [1]). Then we obtain, in order, the spaces \( ℤ \times \text{BO}, O, O/U, SU, S, S \times Sp, Sp, Sp/U \) and \( U/O \).

4.30. Remark. In complex K-theory one can also prove (in fact more easily) that \( K^p_0(X) = [X, \text{Grad}^p_q(ℂ)] \) where \( \text{Grad}^p_q(ℂ) \sim ℤ \times \text{BGL}(ℂ) \) if \( p - q \) is even, and \( \text{Grad}^p_q(ℂ) \sim \text{GL}(ℂ) \) if \( p - q \) is odd.

5. The Functors \( K^p_0(X, Y) \) and the Isomorphism \( \iota \).

Periodicity in Real K-Theory

5.1. The definition of the group \( K^p_0(X) \) in terms of gradations (4.15) may be generalized slightly to a “relative” version \( K^p_0(X, Y) \), where \( Y \) is a closed subspace of a compact space \( X \). More precisely, let us consider the set of triples \( (E, \eta_1, \eta_2) \).
where \( E \) is a \( C^{n,q} \)-vector bundle on \( X \), and \( \eta_1 \) and \( \eta_2 \) are gradations of \( E \) such that \( \eta_1|_Y = \eta_2|_Y \). Then we define the group \( K^{n,q}(X, Y) \) to be the quotient of the free group generated by these triples, by the subgroup generated by the relations:

(i) \((E, \eta_1, \eta_2) + (F, \xi_1, \xi_2) = (E \oplus F, \eta_1 \oplus \xi_1, \eta_2 \oplus \xi_2)\),

(ii) \((E, \eta_1, \eta_2) = 0\) if the gradations \( \eta_1 \) and \( \eta_2 \) are "homotopic", i.e. if there exists a continuous map \( \eta: I \to \text{Grad}(E) \) such that \( \eta(0) = \eta_1 \), \( \eta(1) = \eta_2 \) and \( \eta(t)|_Y = \eta_1|_Y \) for \( 0 \leq t \leq 1 \).

5.2. Some of the propositions and lemmas proved in section 4 remain valid for the group \( K^{n,q}(X, Y) \). For example, it is easy to see that the tensor product of bundles induces a \( K(X) \)-module structure on \( K^{n,q}(X, Y) \) (compare with 4.13), and that \( K^{n,q}(X, Y) \) depends only (up to isomorphism) on the difference \( p - q \mod 2 \) in the complex case. The proofs of Lemmas 4.16, 4.17, 4.18, and of Proposition 4.19 and its corollary, also carry through for the relative version. Moreover, the proof of Proposition 4.26 shows that we may write each element of \( K^{n,q}(X, Y) \) in the form \( d(T, \eta_0, \eta) \), and that \( d(T, \eta_0, \eta) = d(T, \eta_0, \xi) \) if and only if \( \eta \oplus \eta_0 \) is homotopic to \( \xi \oplus \eta_0 \) within the gradations of \( T \) and \( T \) (where the homotopy is constant over \( Y \)). In other words (compare with 4.27), \( K^{n,q}(X, Y) \) may be identified with the set of homotopy classes of continuous maps \( \hat{\eta}: X \to \text{Grad}^{n,q}(k) \), \( k = \mathbb{R} \) or \( \mathbb{C} \), such that \( \hat{\eta}(Y) = \{ e_{p+q+1} \} \) where \( e_{p+q+1} \) is the base point of \( \text{Grad}^{n,q}(k) \).

5.3. Theorem. The projection \( p: (X, Y) \to (X/Y, \{ y \}) \) induces an isomorphism

\[
K^{n,q}(X, Y) \cong K^{n,q}(X, Y)
\]

Proof. This follows immediately from the observations made in 5.2. □

5.4. Theorem. We have the exact sequence

\[
K^{n,q}(X, Y) \xrightarrow{i^*} K^{n,q}(X) \xrightarrow{j_*} K^{n,q}(Y) \rightarrow 0.
\]

Moreover, if \( Y \) is a retract of \( X \), we have the split exact sequence

\[
G \to K^{n,q}(X, Y) \xrightarrow{i^*} K^{n,q}(X) \xrightarrow{j_*} K^{n,q}(Y) \rightarrow 0.
\]

Proof. It is clear that the composition \( K^{n,q}(X, Y) \xrightarrow{i^*} K^{n,q}(X) \xrightarrow{j_*} K^{n,q}(Y) \) is zero. Now let \( d(E, \eta_1, \eta_2) \) be an element of \( K^{n,q}(X) \) such that \( i^*(d(E, \eta_1, \eta_2)) = 0 \). According to 4.20, there exists a triple \((F, \xi_1, \xi_2)\) over \( Y \), such that \( \eta_1|_Y \oplus \xi_1 \) and \( \eta_2|_Y \oplus \xi_2 \) are homotopic. Since any \( C^{n,q+1} \)-bundle is a direct factor of a trivial \( L^{n,q+1} \)-bundle (compare with the proof of 4.26), we may assume that \((F, \xi)\) is the restriction to \( Y \) of an \( C^{n,q+1} \)-bundle \((G, \xi)\). If we substitute \((E \oplus G, \eta_1 \oplus \xi, \eta_2 \oplus \xi)\) for \((E, \eta_1, \eta_2)\), we may thus assume without loss of generality, that \( \eta_1|_Y \) and \( \eta_2|_Y \) are homotopic. Hence there exists a continuous map \( \eta: I \to \text{Grad}(E|_Y) \), such that \( \eta(0) = \eta_1|_Y \) and \( \eta(1) = \eta_2 \). By Lemma 4.21, we may even assume that \( \eta(t) = \beta(t)\eta_1 \beta(t)^{-1} \), where \( \beta: I \to \text{Aut}(E|_Y) \) is a continuous map with \( \beta(0) = 1 \). By 4.8, we may regard \( E \) as a real, complex, or quaternionic bundle (or the sum of two of them). Hence, Proposition II.2.24 implies that \( \beta(t) = a(t)g \), where \( a: I \to \text{Aut}(E) \) is a continuous map with \( a(0) = 1 \). Setting \( g = \beta(1)\eta_1 \beta(1)^{-1} \),

\[
\]
we see that \( d(E, \eta_1, \eta_2) = d(E, \eta_1, \eta_2) \), which belongs to the image of \( i^* \), since \( \eta_1 \mid_Y = \eta_2 \mid_Y \).

Let us now assume that \( Y \) is a retract of \( X \). Then to prove the split exact sequence, it suffices to show that the map \( K^{p,*}(X, Y) \to K^{p,*}(X) \) is injective. Let \( d(E, \eta_1, \eta_2) \) be an element of \( K^{p,*}(X, Y) \), where we may assume \( E \) to be of the form \( X \times M \), and \( \eta_i = \eta_i \mid_0 \), by 5.2 and 4.26. Hence \( \eta_1 \) and \( \eta_2 \) may be regarded as continuous maps (also denoted \( \eta_1 \) and \( \eta_2 \)) instead of \( \hat{\eta}_1 \) and \( \hat{\eta}_2 \) as in 1.1.12) from \( X \) to \( \text{Grad}^{p,*}(M_i) \) (4.27), such that \( \eta_1 \mid_Y = \eta_2 \mid_Y \). Assume now that the image of \( d(E, \eta_1, \eta_2) \) in \( K^{p,*}(X) \) is 0. Therefore, after stabilization, we can find a continuous map \( \eta: X \times I \to \text{Grad}^{p,*}(M_i) \), such that \( \eta(x, 0) = \eta_1(x) \) and \( \eta(x, 1) = \eta_2(x) \) (4.26). By Lemma 4.21, we can find a continuous map \( \beta: X \times I \to \text{Aut}(M_i) \) such that \( \beta(x, 0) = 1 \) and \( \eta_2(x) = \beta(x, 1) \eta_1(x) \beta(x, 1)^{-1} \). Let \( r: X \to Y \) denote a retraction, and \( \gamma: X \times I \to \text{Aut}(M_i) \) denote the continuous map defined by \( \gamma(x, t) = \beta(r(x), t) \). Then, using the obvious notation, we have these successive identities in \( K^{p,*}(X, Y) \):

\[
\begin{align*}
    d(E, \eta_1(x), \eta_2(x)) & \cdot d(E, \eta_1(x), \beta(x, 1) \eta_1(x) \beta(x, 1)^{-1}) \\
    & = d(E, \gamma(x, 1) \eta_1(x), \gamma(x, x, 1)^{-1}, \beta(x, 1) \eta_1(x) \beta(x, 1)^{-1}) \\
    & = d(E, \gamma(x, t) \eta_1(x), \gamma(x, t)^{-1}, \beta(x, t) \eta_1(x) \beta(x, t)^{-1}) \\
    & = d(E, \eta_1(x), \eta_1(x)) = 0
\end{align*}
\]

(note that \( \gamma(x, 1) \eta_1(x) \gamma(x, 1)^{-1} = \eta_1(x) \) since \( \eta_1(x) \) is constant). \( \square \)

5.5. Corollary. If \( X \) is a compact space and \( Y \) is a closed subspace, then \( K^{p,*}(X/Y) \cong K^{p,*}(X, Y) \oplus K^{p,*}(P) \) where \( P \) is a point.

5.6. Corollary. If \( Y \) is a retract of \( X \), we have the split exact sequence

\[
0 \longrightarrow K^{p,*}(X/Y, P) \longrightarrow K^{p,*}(X, P) \longrightarrow K^{p,*}(Y, P) \longrightarrow 0.
\]

Proof. This follows directly from the commutative diagram

\[
\begin{array}{cccccc}
0 & 0 & 0 & \downarrow & \downarrow & \downarrow \\
\downarrow & & & \downarrow & & \downarrow \\
0 & \longrightarrow & K^{p,*}(X/Y, P) & \longrightarrow & K^{p,*}(X, P) & \longrightarrow K^{p,*}(Y, P) \longrightarrow 0 \\
\gamma \downarrow & & \downarrow & & \downarrow & \downarrow \\
0 & \longrightarrow & K^{p,*}(X, Y) & \longrightarrow & K^{p,*}(X) & \longrightarrow K^{p,*}(Y) \longrightarrow 0 \\
\downarrow & & \downarrow & & \downarrow & \downarrow \\
0 & \longrightarrow & K^{p,*}(P) & \longrightarrow & K^{p,*}(P) & \longrightarrow 0 \\
\gamma \downarrow & & \downarrow & & \downarrow & \downarrow \\
0 & 0 & 0 & \downarrow & \downarrow & \downarrow \\
\end{array}
\]
5.7. Proposition. The groups $K^{0,0}(X, Y)$, $K^{0,1}(X, Y)$ (resp. $K^{0,4}_R(X, Y)$, $K^{0,5}_R(X, Y)$) are canonically isomorphic to $K(X, Y)$, $K^{-1}(X, Y)$ (resp. $K_0(X, Y)$, $K_{-1}(X, Y)$) as $K(X)$-modules (resp. $K_R(X)$-modules).

Proof. We define a homomorphism

$$g: K^{0,0}(X, Y) \longrightarrow K(X, Y)$$

in the following way: $g(d(E, \eta_1, \eta_2)) = d(E_1^0, E_2^0, \alpha)$ where $E_i^0 = \text{Ker} \left( \frac{1-\eta_i}{2} \right)$, and $\alpha: E_1^0|_Y \to E_2^0|_Y$ is the identification isomorphism (note that $\eta_1|_Y = \eta_2|_Y$). When $Y$ is empty, $g$ is the inverse homomorphism to the isomorphism $K^{0,0}(X) \cong K(Y)$ (cf. 4.12). Hence, in this case, $g$ is an isomorphism. The morphism $g$ is also an isomorphism when $Y$ is a retract of $X$ (for example when $Y$ is a point). This follows from the diagram

$$
\begin{array}{cccccc}
0 & \longrightarrow & K^{0,0}(X, Y) & \longrightarrow & K^{0,0}(X) & \longrightarrow & K^{0,0}(Y) & \longrightarrow & 0 \\
& & \downarrow \cong \quad \downarrow \cong & & \downarrow \cong & & \cong & & \\
0 & \longrightarrow & K(X, Y) & \longrightarrow & K(X) & \longrightarrow & K(Y) & \longrightarrow & 0
\end{array}
$$

where the horizontal sequences are exact (5.4 and 11.2.29). Finally, for $Y$ arbitrary, we have the commutative diagram

$$
\begin{array}{ccc}
K^{0,0}(X/Y, \{y\}) & \cong & K^{0,0}(X, Y) \\
\downarrow g & & \downarrow g \\
K(X/Y, \{y\}) & \cong & K(X, Y),
\end{array}
$$

where the horizontal arrows are isomorphisms (5.3 and 11.2.35). Since $\{y\}$ is a retract of $X/Y$, $g$ is also an isomorphism. Hence $g$ is an isomorphism as required. Moreover, from the explicit formula given at the beginning, we see immediately that $g$ is a $K(X)$-module map.

Using the same method, we can also define an isomorphism

$$g^{-1}: K^{0,1}(X, Y) \longrightarrow K^{-1}(X, Y).$$

More precisely, every element of $K^{0,1}(X, Y)$ may be written as $d(E, \varepsilon, \eta_1, \eta_2)$, where $(E, \varepsilon)$ is a $C^{0,1}$-bundle (thus $\varepsilon$ is an involution on $E$), and $\eta_1$ and $\eta_2$ are gradations on $E$ (i.e. involutions such that $\eta_2 = -\varepsilon \eta_1$). Now we define $g^{-1}(d(E, \varepsilon, \eta_1, \eta_2)) = d(F, \alpha)$, where $F = \text{Ker} \left( \frac{1-\varepsilon}{2} \right)$ and $\alpha$ is the restriction of $\eta_2 \eta_1$ to $F$ (cf. II.3.25). If $Y$ is empty, it is clear that $g^{-1}$ is the inverse homomorphism to the isomorphism
defined in 4.12. Therefore, using the same type of argument as before (cf. 5.5), it
follows that \( g^{-1} \) is an isomorphism in general. Moreover, the explicit formula
given shows that \( g^{-1} \) is a \( K(X) \)-module isomorphism. The proof of the \( K_p(X) \)-
module isomorphisms \( K^{0,0}_p(X, Y) \approx K_0(X, Y) \) and \( K^{0,1}_p(X, Y) \approx K^{1,0}_p(X, Y) \) follows
the same pattern. □

5.8. If we identify the groups \( K(Z, T) \) and \( K^{0,0}(Z, T) \) in general, it is easy to give
another explicit formula for the product
\[
K(X, X') \times K(Y, Y') \rightarrow K(X \times X', X \times Y' \cup X' \times Y)
\]
where \( X \) and \( Y \) are compact spaces, and \( X' \) and \( Y' \) are closed subsets of \( X \) and \( Y \)
respectively (cf. II.5.6). For this we set
\[
d(E, e_1, e_2) \cup d(F, \eta_1, \eta_2) = d(E \boxtimes F, \xi_1, \xi_2),
\]
where
\[
\xi_1 = e_1 + \frac{1 + \eta_1}{2} + e_2 + \frac{1 - \eta_1}{2}
\]
and
\[
\xi_2 = e_1 + \frac{1 + \eta_2}{2} + e_2 + \frac{1 - \eta_2}{2}.
\]
These formulas are well-defined since \( \xi_1 = \xi_2 \) if \( e_1 = e_2 \) or \( \eta_1 = \eta_2 \), and since
they are compatible with the sum of triples. To verify that these formulas give the
"right" cup-product, by II.5.6 we need only check the case where \( X' = Y' = \varnothing \).
In this case we may take \( e_1 = -e_2 = 1 \) and \( \eta_1 = -\eta_2 = 1 \). Then \( \xi_1 = -\xi_2 = 1 \) (cf.
4.12). Therefore, the obvious diagram
\[
\begin{array}{c}
K^{0,0}(X) \times K^{0,0}(Y) \rightarrow K^{0,0}(X \times Y) \\
\| & \\
K(X) \times K(Y) \rightarrow K(X \times Y)
\end{array}
\]
is commutative.

5.9. For each pair \((\rho, \sigma)\), we define a fundamental homomorphism
\[
i: K^{p,\sigma+1}(X, Y) \rightarrow K^{p,q}(X \times B^1, X \times S^0 \cup Y \times B^1).
\]
For this, consider an element \( d(E, \eta_1(x), \eta_2(x)) \) of \( K^{p,\sigma+1}(X, Y) \), where \( x \) is some
point in \( X \). Let \( \pi: X \times B^1 \rightarrow X \) denote the first projection, and identify \( B^1 \) with
the half-circle \( B^1 = \{ e^{i\theta} \text{ where } 0 \leq \theta \leq \pi \} \). Finally let \( E' \) be the \( C^{p,0} \)-bundle
underlying \( E \), and let \( \eta(x) \) be the gradation of \( E' \) making it a \( C^{p,\sigma+1} \)-bundle. On the vector bundle \( \pi^*(E') = E' \times B^1 \), we can now define two families of gradations, \( \zeta_1 \) and \( \zeta_2 \), by
\[
\zeta(x, \theta) = \eta(x) \cos \theta + \eta(x) \sin \theta.
\]
5. The Functors $K^n(X, Y)$ and the Isomorphism $t$. Periodicity in Real K-Theory

Over $X \times S^0 \cup Y \times B^1$, we have $\zeta_1 = \zeta_2$. On the other hand, the correspondence $(E, \eta_1, \eta_2) \mapsto (\pi^*(E), \zeta_1, \zeta_2)$ is compatible with the sum of triples, and with the homotopy. Hence the homomorphism $t$ is well defined by the formula above.

5.10. Fundamental theorem. The homomorphism defined above

$$t : K^{p,q+1}(X, Y) \to K^{p,q}(X \times B^1, X \times S^0 \cup Y \times B^1)$$

is an isomorphism.

The proof of this theorem will take all of section 6 of this chapter and is quite technical. Thus we prefer to first derive some of its interesting consequences, especially real Bott periodicity which is our main objective.

5.11. Theorem. The groups $K^{p,q+1}(X, Y)$ and $K^{p,q}(X \times B^1, X \times S^{n-1} \cup Y \times B^1)$ are canonically isomorphic.

Proof. Use Theorem 5.10 and induction on $n$. $\square$

5.12. Theorem. The groups $K^{p,q}(X, Y)$ and $K^{p,q}(X, Y)$ are canonically isomorphic for $p \leq q$.

Proof. Since the groups $K^{p,q}(X, Y)$ only depend (up to isomorphism) on the difference $p - q$ (4.11 and 5.2), we may assume $p = 0$. In this case 5.7 and 5.11 imply $K^{0,q}(X, Y) \cong K^{0,0}(X \times B^q, X \times S^{n-1} \cup Y \times B^1) \cong K^{-q}(X, Y) (11.4.11)$. $\square$

5.13. Theorem (weak Bott periodicity). The groups $K^{n,q}(X, Y)$ (resp. $K^{n,q}_R(X, Y)$) are periodic with respect to $n$, of period 2 (resp. 8).

Proof. This follows from the result that $K^{n,q}_R(X, Y)$ (resp. $K^{n,q}_R(X, Y)$) is periodic with period 2 (resp. 8) by 5.2 and 4.11. $\square$

5.14. Theorem. The groups $K^{n,q}_R(X, Y)$ and $K^{n,q-4}_R(X, Y)$ (resp. $K^{n,q}_R(X, Y)$ and $K^{n,q-4}_R(X, Y)$) are canonically isomorphic.

Proof. By 5.11 and 5.13, it suffices to show that $K^{n,q}_R(X, Y) \cong K^{n,q-4}_R(X, Y)$. But $K^{n,q}_R(X, Y) \cong K^{0,0}_R(X \times B^q, X \times S^{n-1} \cup Y \times B^1) \cong K^{n,q}_R(X, Y)$ by 5.7 and 5.11 again. $\square$

5.15. Theorem. Let us define $K^n(X, Y)$ to be $K^{n,0}(X, Y)$ for $n > 0$. Then we have the exact sequence

$$K^{p-1}(X) \to K^{p-1}(Y) \to K^p(X, Y) \to K^p(X) \to K^p(Y)$$

for $p \in \mathbb{Z}$. 
Proof. Since the groups $K^n(X, Y)$ are periodic with period 8 (at most), and coincide with $K^{n-8}(X, Y)$ for $r > 0$ big enough, we need only prove the theorem for $p \leq 0$; however, this was done in 11.4.13. □

5.16. Remark. This theorem essentially concludes the plan outlined in II.3.1.

5.17. Theorem (strong Bott periodicity). The group $K^{-8}(P) = K_0(B^8, S^7)$ is isomorphic to $\mathbb{Z}$. The cup-product by a generator induces the real periodicity isomorphism

$$\beta_{R}: K^{-n, 0}(X, Y) \cong K^{-n-8, 0}(X, Y)$$

(cf. 11.5.26). In the same way, the group $K^{-3}(P) = K_4(B^8, S^7) \cong \mathbb{Z}$, and the cup-product with a generator induces the complex periodicity isomorphism (compare with 1.3)

$$K^{-n}(X, Y) \rightarrow K^{-n-2}(X, Y).$$

Finally, the isomorphism between $K^{-n, 0}(X, Y)$ and $K^{-n-4, 0}(X, Y)$ is again induced by the cup-product with a generator of $K^{-1}(P) \cong \mathbb{Z}$.

Proof. We only prove the first assertion, since the others can be proved in an analogous way. By the Excision theorem (II.4.15), we may assume that $Y$ is empty, and $n = 0$. In this case the composition

$$K_0(X) \cong K_0^{0, 0}(X) \cong K_0^{0, 8}(X) \cong K_0^{0, 0}(X \times B^8, X \times S^7) \cong K_0(X \times B^8, X \times S^7)$$

is a $K_0(X)$-module isomorphism (5.7 and 5.9). Therefore it is defined by the cup-product with the image of the unit element of the ring $K_0(X)$, whose image may be considered to be in $K_0(B^8, S^7) \equiv K_0(X \times B^8, X \times S^7)$. □

5.18. Theorem. We have the exact sequence

$$K^{-1}_R(X, Y) \rightarrow K^{-1}_R(X, Y) \rightarrow K^{-1}_R(X, Y) \rightarrow K^{0}_R(X, Y) \rightarrow K_0(X, Y).$$

In this sequence, the homomorphism $c: K^{-1}_R(X, Y) \rightarrow K^{0}_R(X, Y)$ is induced by the complexification of vector bundles (cf. 2.6). The homomorphism $K^{-1}_R(X, Y) \rightarrow K^{-1}_R(X, Y)$ is induced by the cup-product with the generator of $K^{-1}(P) = \pi_0(GL(\mathbb{R})) = \mathbb{Z}/2$. Finally, the homomorphism $K^{-1}_R(X, Y) \rightarrow K^{1}_R(X, Y)$ is the composition of the realization homomorphism (denoted by $r$) and the periodicity isomorphism $\beta_{C}: K^{-1}_R(X, Y) \rightarrow K^{1}_R(X, Y)$.

Proof. Since $K^{-1}_R(X, Y) = K^{-1}_R(X)$ is the Grothendieck group of the functor $\varphi: \mathcal{C}^{1, 1} \rightarrow \mathcal{C}^{1, 0}$ where $\mathcal{C} = \mathcal{O}(X)$, we have the exact sequence

$$K^{-1}(\mathcal{C}^{1, 1}) \rightarrow K^{-1}(\mathcal{C}^{1, 0}) \rightarrow K(\mathcal{C}^{1, 1}) \rightarrow K(\mathcal{C}^{1, 0})$$
(cf. II.3.22), i.e.

\[ K^*_R (X) \longrightarrow K^*_C (X) \longrightarrow K^3_R (X) \longrightarrow K^*_R (X) \longrightarrow K^*_C (X) \]

(note that \( \mathcal{C} \sim \mathcal{C}^{1,-1} \) by 4.8).

If we apply the excision theorems (II.2.35, II.4.15, and 5.3), we again obtain an exact sequence if we replace \( X \) by the pair \((X, Y)\), or better still, by \((X \times B^p, X \times S^{p-1} \cup Y \times B^p)\). If we choose \( p = -n \mod 8 \), we obtain the exact sequence required.

Now all that remains is to determine the homomorphisms of the exact sequence; however, this is a much trickier task to accomplish.

The homomorphism \( K^*_R (X, Y) \to K^*_C (X, Y) \) is induced by the functor \( \varphi \), hence is equal to \( e \) by 4.9.

The homomorphism \( K^*_R (X) \to K^*_R (X) \) in the exact sequence above may be determined by complexifying the situation. More precisely, if we set \( \mathcal{C}^e = \mathcal{C}^e \overset{R}{\otimes} \mathcal{C}^e = \mathcal{C}^e (X) \), we have the commutative diagram (up to isomorphism)

\[
\begin{array}{ccc}
\mathcal{C}^{1,1} & \longrightarrow & \mathcal{C}^{1,0} \\
\uparrow & & \uparrow \\
\mathcal{C}^{0,1} & \longrightarrow & \mathcal{C}^{1,0} \\
\end{array}
\]

By the equivalence \( \mathcal{C}^{1,1} \sim \mathcal{C} \) and \( \mathcal{C}^{1,0} \sim \mathcal{C} \times \mathcal{C} \), which follow from the isomorphisms \( \mathcal{C}^{1,1} \overset{R}{\otimes} \mathcal{C} \simeq M_2 (\mathcal{C}) \) and \( \mathcal{C}^{1,0} \overset{R}{\otimes} \mathcal{C} \simeq \mathcal{C} \oplus \mathcal{C} \), the diagram can also be read (up to equivalence) as

\[
\begin{array}{ccc}
\mathcal{C} \overset{\varphi}{\longrightarrow} & \mathcal{C} \overset{\beta}{\longrightarrow} \\
\mathcal{C}^{0,1} \overset{\varphi}{\longrightarrow} & \mathcal{C} \times \mathcal{C} \overset{\beta}{\longrightarrow} \\
\end{array}
\]

where the functors \( \varphi, \beta \) are explicitly described as follows. Each object of \( \mathcal{C}^{1,1} \) may be written as \( E = E \oplus E \), where \( E \in \text{Ob}(\mathcal{C}) \) and the action of \( \mathcal{C}^{1,1} \) is given by the automorphisms

\[ e_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \quad \text{and} \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \]

Therefore, the functor \( \mathcal{C} \to \mathcal{C}^{1,1} \to \mathcal{C}^{1,0} \to \mathcal{C}^{0,1} \) acts on an object \( E \) by the correspondence \( E \mapsto (E \oplus E, e_1, e_2) \mapsto (E \oplus E, i e_1, i e_2) \). On the other hand, the involutions

\[ i e_1 = \begin{pmatrix} 0 & -1 \\ i & 0 \end{pmatrix} \quad \text{and} \quad i e_2 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]
are conjugate by the automorphism

\[ x = \begin{pmatrix} 1 & i \\ i & 1 \end{pmatrix} \]

Therefore \( \varphi'(E) \approx E \oplus E \), and thus \( \varphi' \) is isomorphic to the diagonal functor \( \mathcal{G} \to \mathcal{G} \times \mathcal{G} \). A similar computation shows that the functor \( \theta : \mathcal{G} \times \mathcal{G} \to \mathcal{G} \) is defined by \( (E, F) \to E \oplus \overline{F} \), since the functors \( \mathcal{G} \times \mathcal{G} \to \mathcal{G}^{0,1} \to \mathcal{G}^{1,0} \) are defined by \( (E, F) \to (E \oplus F, i) \to (E \oplus \overline{F}, i) \), where

\[ e = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \]

\( E_\mathbb{R} \) and \( F_\mathbb{R} \) denote the real bundles underlying \( E \) and \( F \) respectively, and \( i \) denotes the action of \( C^{+1,0} \) on \( (E \oplus F)_\mathbb{R} \). Finally, by \( 4.9 \) the functor \( \varphi \) (resp. \( \varphi' \)) is induced by complexification (resp. realification). The category diagram given above implies the following commutative \( K \)-group diagram (cf. 1.1.3.21)

\[ K^{-1}_c(X) \approx K^{-1}_c(\mathcal{G}) \quad \xrightarrow{\beta} \quad K(\varphi) = K^{-1}_c(\mathcal{G}) \]

\[ K^{-1}_c(X) \oplus K^{-1}_c(X) \approx K^{-1}_c(\mathcal{G}) \oplus K^{-1}_c(\mathcal{G}) \quad \xrightarrow{\gamma} \quad K(\varphi) = K^{-1}_c(\mathcal{G}) \approx K^{-1}_c(\mathcal{G}) \]

where \( u \) is the map \( (x, y) \mapsto x + y \) (i.e. is induced by \( \theta \)). If \( x \) is an element of \( K^{-1}_c(X) \), we can write \( x = u(x, 0) \). Therefore \( \gamma(x) = (\hat{u}u)(x, 0) = (r\beta)(x) = (r\beta_1)(x) \), since the connecting homomorphism \( \hat{\gamma} \) identifies the first factor \( K^{-1}_c(X) \) of the sum \( K^{-1}_c(X) \oplus K^{-1}_c(X) \) with \( K^1_c(X) \approx K^{-1}_c(\mathcal{G}) \) (cf. 4.12).

Finally we must determine the homomorphism \( \sigma : K^{n+1}_c(P) \to K^n_c(P) \). Since this is a \( K\)-module homomorphism, we have \( \sigma(x) = x + \sigma(1) \), where \( \sigma(1) \) is the image of the unit element under the homomorphism \( \sigma : K^n_c(P) \to K^{n-1}_c(P) \), obtained by setting \( n = -1 \) and \( X = P \) (a point). The exact sequence

\[ K^{-1}_c(P) \overset{r}{\rightarrow} K^{-1}_c(P) \overset{\sigma}{\rightarrow} K^{-1}_c(P) \]

where \( r \) is not surjective, shows that \( \sigma(1) \) is the nontrivial element of \( K^{-1}_c(P) \). This concludes the proof of Theorem 5.18. \[ \Box \]

5.19. Theorem. The groups \( K^{-n}_c(P) \), \( K^{-n}_R(P) \), and \( K^{-n}_E(P) \), are given by the following table:
Moreover, if \( r \) (resp. \( c \)) denotes the realification homomorphism (resp. complexification homomorphism), and if \( u \) (resp. \( v \)) denotes a generator of \( K_{c-2}(P) \) (resp. a suitable generator of \( K_{r-2}(P) \)), we have \( u^2 = c(v) \), and \( v = r(u^2) \) is a generator of \( K_{r-2}(P) \). If \( \eta \) is a generator of \( K_{r-1}(P) \), then \( \eta^2 = r(u) \) is a generator of \( K_{r-3}(P) \), and \( \eta^2 = 4 \eta \).

**Proof.** Obviously we have \( K_{r-1}(P) = \pi_0(\text{GL}(\mathbb{R})) = \mathbb{Z}/2 \), \( K_{c-1}(P) = \pi_0(\text{GL}(\mathbb{C})) = 0 \), and \( K_{r-1}(P) = K_{c-1}(P) = \pi_0(\text{GL}(\mathbb{H})) = 0 \). On the other hand, elementary algebraic topology shows that \( K_{r-2}(P) \approx \pi_1(\text{GL}(\mathbb{R})) \approx \mathbb{Z}/2 \) with generator, the loop

\[
\begin{pmatrix}
\cos \theta & -\sin \theta & 0 & \ldots \\
\sin \theta & \cos \theta & 0 & \ldots \\
0 & 0 & 1 & \ldots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\]

It follows that the realification map \( K_{c-2}(P) \to K_{r-2}(P) \) is surjective. Moreover, the exact sequence

\[
K_{c-3}(P) \hookrightarrow K_{r-3}(P) \xrightarrow{\sigma} K_{r-2}(P) \xrightarrow{\gamma} K_{c-2}(P) \xrightarrow{\gamma} K_{r}(P) \]

shows that \( \eta^2 \) is the generator of \( K_{r-2}(P) \) since \( \sigma \) is multiplication by \( \eta \). We also have \( K_{r-3}(P) = \pi_1(\text{GL}(\mathbb{H})) = 0 \).
The exact sequences

\[
\begin{array}{ccc}
\mathbb{Z} & \to & \mathbb{Z} \\
\mathbb{Z} & \to & \mathbb{Z} \\
K_c^{-3}(P) & \overset{\gamma}{\to} & K_R^{-3}(P) \\
& & \overset{\sigma}{\to} K_R^{-4}(P) \\
& & \overset{\delta}{\to} K_R^{-5}(P) \\
K_c^{-3}(P) & \overset{\gamma}{\to} & K_R^{-3}(P) \\
& & \overset{\sigma}{\to} K_R^{-4}(P) \\
& & \overset{\delta}{\to} K_R^{-5}(P) \\
0 & & \mathbb{Z} \\
& & \mathbb{Z}
\end{array}
\]

show that $K_R^{-3}(P) = K_R^{-5}(P) = 0$ since $cr$ is multiplication by 2, and since $K_R^{-4}(P) \cong K_c^{-4}(P) \approx \mathbb{Z}$ (2.7 and 5.14).

On the other hand, $u^4$ is a generator of $K_c^{-8}(P)$, since the periodicity isomorphism in complex $K$-theory is defined by the cup-product with $u$ (1.3 and 5.17). The exact sequence

\[
\begin{array}{ccc}
K_R^{-7}(P) & \overset{\gamma}{\to} & K_R^{-8}(P) \\
\mathbb{Z} & \to & \mathbb{Z} \\
K_c^{-8}(P) & \overset{\delta}{\to} K_R^{-9}(P) \\
0 & & \mathbb{Z} \\
0 & & \mathbb{Z}
\end{array}
\]

shows that $u^4 = c(v)$, where $v$ is a generator of $K_c^{-8}(P)$.

The exact sequence

\[
\begin{array}{ccc}
K_c^{-4}(P) & \overset{\gamma}{\to} & K_R^{-4}(P) \\
0 & & \mathbb{Z} \\
K_c^{-5}(P) & \overset{\delta}{\to} K_R^{-5}(P) \\
0 & & \mathbb{Z}
\end{array}
\]

shows that $w = \gamma(u^2)$ is a generator of $K_R^{-4}(P)$. Since $c(w) = c(u^2) = 4u^2 + u^2 = 2u^2$ (2.7), we have $c(w^2) = (c(w))^2 = 4u^4 = 4c(u)$. Since $c$ is injective on $K_R^{-8}(P)$, we have $w^2 = 4u$.

\[\square\]

5.20. Remark: The exact sequence

\[
\begin{array}{ccc}
K_R^{-4}(P) & \overset{\gamma}{\to} & K_R^{-4}(P) \\
\mathbb{Z}/2 & \to & \mathbb{Z} \\
K_c^{-4}(P) & \overset{\delta}{\to} K_R^{-5}(P) \\
& & \mathbb{Z}/2 \\
K_c^{-5}(P) & \overset{\gamma}{\to} K_R^{-5}(P) \\
& & \mathbb{Z}/2 \\
K_R^{-5}(P) & \overset{\delta}{\to} K_R^{-6}(P) \\
& & \mathbb{Z}/2 \\
K_R^{-6}(P) & \overset{\delta}{\to} K_R^{-7}(P) \\
& & \mathbb{Z}/2 \\
K_R^{-7}(P) & \overset{\delta}{\to} K_R^{-8}(P) \\
& & \mathbb{Z}/2
\end{array}
\]

shows that the homomorphism $\mathbb{Z} \approx K_R^{-4}(P) \to K_R^{-4}(P) \approx \mathbb{Z}$ is multiplication by 2. Hence the realization homomorphism $K_c^{-4}(P) \to K_R^{-4}(P)$ is an isomorphism. Since the periodicity isomorphism $K^{-n} \approx K^{-n-k}$ is compatible with realization.
and complexification, we have analogous results for the groups $K_R^{-8r-4}$, $K_\mathbb{C}^{-8r-4}$, etc.

5.21. Naturally Theorem 5.19 has a homotopy version (compare with 2.3). However, we can achieve better results by making the iterated loop spaces of $GL(\mathbb{R})$ and $GL(\mathbb{H})$ explicit. To do this, we must slightly alter the definition of the homomorphism $\iota$ which was given in 5.10. If $\varepsilon$ and $\eta$ are gradations which anticommute, we have the identity

$$\varepsilon \cos \theta + \eta \sin \theta = (\cos \theta/2 + \eta \sin \theta/2)\varepsilon (\cos \theta/2 - \eta \sin \theta/2).$$

Using the notation of 5.9, we write $t(d(E, \eta_1, \eta_2)) = d(\pi^*(E^r), \xi_1, \xi_2)$, where $\xi_1(x, \theta) = \eta_1(x)$ and

$$\xi_2(x, \theta) = (\cos \theta/2 - \eta_1(x)\varepsilon(x) \sin \theta/2) (\varepsilon(x) \cos \theta + \eta_2(x) \sin \theta) \times (\cos \theta/2 + \eta_1(x)\varepsilon(x) \sin \theta/2)$$

(for $0 \leq \theta \leq \pi$). In this form, we see that the homomorphism $\iota$ is actually induced by a continuous map

$$T : \text{Grad}^{p,q+1}(k) \to \Omega \text{Grad}^{p,q}(k)$$

($k = \mathbb{R}$ or $\mathbb{C}$; cf. 4.28, 4.29, and 5.2). More precisely, if $(M_\varepsilon)$ is a cofinal system of $C^{p,q+1} \otimes_k k$-modules, it is also a cofinal system of $C^{p,q+1} \otimes_k k$-modules (denoted $M_\varepsilon^0$), as can be seen from the table of Clifford algebras (3.24). Now we define a continuous map from $\text{Grad}(M_\varepsilon)$ to $\Omega \text{Grad}(M_\varepsilon^0)$ by $\eta \mapsto \xi$, where $\xi$ is the loop

$$\xi(e^\theta) = (\cos \theta/4 - \eta \varepsilon \sin \theta/4)(\varepsilon \cos \theta/2 + \eta \varepsilon \sin \theta/2)(\cos \theta/4 + \eta \varepsilon \sin \theta/4)$$

for $0 \leq \theta \leq 2\pi$, and where $\varepsilon$ is the last generator of the Clifford algebra $C^{p,q+1}$, which is taken as the base point of $\text{Grad}(M_\varepsilon^0)$. Since $\iota$ is an isomorphism (5.10), it follows that $T$ is a weak homotopy equivalence, since $\text{Grad}^{p,q+1}(k) \cong \text{inj\ lim \ Grad}(M_\varepsilon)$ and $\text{Grad}^{p,q}(k) \cong \text{inj\ lim \ Grad}(M_\varepsilon^0)$. Examining the spaces $\text{Grad}^{p,q}$ as in 4.28 and 4.29, we obtain the following theorem:

---

4) We say that a map $T : Z \to Z'$ is a weak homotopy equivalence if it induces a bijection $[X, Z] \cong [X, Z']$ for every compact space $X$.

* In the situation considered here, the map $T$ is a homotopy equivalence, since all the spaces involved have the homotopy type of CW-complexes (cf Minor [1]).
5.22. Theorem (Bott [1]). We have the following weak homotopy equivalences: 51

\[
\begin{align*}
\text{GL}(\mathbb{R}) &\sim \Omega(\mathbb{Z} \times \text{BGL}(\mathbb{R})) & \text{or} & \text{O} \sim \Omega(\mathbb{Z} \times \text{BO}) \\
\text{GL}(\mathbb{R})/\text{GL}(\mathbb{C}) &\sim \Omega(\text{GL}(\mathbb{R})) & \text{or} & \text{U}/\text{Sp} \sim \Omega(\text{U}) \\
\text{GL}(\mathbb{C})/\text{GL}(\mathbb{H}) &\sim \Omega(\text{GL}(\mathbb{R})/\text{GL}(\mathbb{C})) & \text{or} & \text{U}/\text{Sp} \sim \Omega(\text{U}/\text{Sp}) \\
\mathbb{Z} \times \text{BGL}(\mathbb{H}) &\sim \Omega(\text{GL}(\mathbb{C})/\text{GL}(\mathbb{H})) & \text{or} & \text{Z} \times \text{BSp} \sim \Omega(\text{U}/\text{Sp}) \\
\text{GL}(\mathbb{H}) &\sim \Omega(\mathbb{Z} \times \text{BGL}(\mathbb{H})) & \text{or} & \text{Sp} \sim \Omega(\mathbb{Z} \times \text{BSp}) \\
\text{GL}(\mathbb{H})/\text{GL}(\mathbb{C}) &\sim \Omega(\text{GL}(\mathbb{H})) & \text{or} & \text{Sp}/\text{U} \sim \Omega(\text{Sp}/\text{U}) \\
\text{GL}(\mathbb{C})/\text{GL}(\mathbb{R}) &\sim \Omega(\text{GL}(\mathbb{H})/\text{GL}(\mathbb{C})) & \text{or} & \text{U}/\text{O} \sim \Omega(\text{Sp}/\text{U}) \\
\mathbb{Z} \times \text{BGL}(\mathbb{R}) &\sim \Omega(\text{GL}(\mathbb{C})/\text{GL}(\mathbb{R})) & \text{or} & \text{Z} \times \text{BO} \sim \Omega(\text{U}/\text{O}) \\
\text{GL}(\mathbb{C})/\Omega(\mathbb{Z} \times \text{BGL}(\mathbb{C})) &\sim \text{Z} \times \text{BO} \sim \Omega(\text{U}/\text{O}) & \text{or} & \text{Z} \times \text{BO} \sim \Omega(\text{U}/\text{O}) \\
\mathbb{Z} \times \text{BGL}(\mathbb{C}) &\sim \Omega(\text{GL}(\mathbb{C})) & \text{or} & \text{O}/\text{U} \sim \Omega(\text{BO}/\text{U}) \\
\mathbb{Z} \times \text{BGL}(\mathbb{C}) &\sim \Omega(\text{GL}(\mathbb{C})) & \text{or} & \text{Z} \times \text{BU} \sim \Omega(\text{U}/\text{O}) \\
\end{align*}
\]

In particular, each space of this list has the same weak homotopy type as its 8th iterated loop space (2nd iterated loop space for the last two lines).

5.23. Remark. In the preceding list, the weak homotopy equivalences of the type $G \sim \Omega(\mathbb{Z} \times BG) = \Omega(BG)$, with $G = \text{GL}(\mathbb{R})$, $\text{GL}(\mathbb{C})$, $\text{GL}(\mathbb{H})$ or $\text{O}$, $\text{U}$, $\text{Sp}$ can be proved in an "elementary" way. The other equivalences are not trivial.

5.24. Remark. It is possible to transform these "stable" homotopy equivalences into "non-stable" isomorphisms of the form $\pi_i(\text{Grad}(M)) \cong \pi_i(\text{Grad}(M^o))$ for $r$ large enough (cf. 1.3.13). For example, if $2p > i + 1$, we have $\pi_i(\text{O}(2p)/\text{U}(p)) \cong \pi_{i+1} (\text{O}(2p))$, etc.

5.25. Example. For the convenience of the reader, we explicitly describe the weak homotopy equivalence between $\text{Grad}(\mathbb{R})$ and $\text{O}(\text{Grad}(\mathbb{R}))$, i.e. $\text{GL}(\mathbb{R}) \text{GL}(\mathbb{C})$ and $\text{O}(\text{GL}(\mathbb{R}))$. As a cofinal system of $C^{0,2}$-modules, we choose $M = \mathbb{C} \otimes \mathbb{C}$ (considered as a real vector space), and the generators $e_1, e_2,$ and $e_3$, of the Clifford algebra acting as

\[
e_1 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad e_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \text{and} \quad e_3 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}.
\]

Then it is easy to check that a gradation of $M$, considered as a $C^{0,2}$-module, must be of the form

\[
\begin{pmatrix}
0 & J \\
-J & 0
\end{pmatrix}
\]

where $J^2 = -1$. Therefore, the space $\text{Grad}(M)$ may be identified with the space of complex structures on $\mathbb{R}^{2r}$. On the other hand, the space $\text{Grad}(M^o)$ may be

\[51\text{ Actually homotopy equivalences by the footnote }^4, \text{ p. 159.}\]
identified with the space of automorphisms of $\mathcal{C}^* \oplus \mathcal{C}^*$ (considered as a real vector space), which are written in the form

$$
\begin{pmatrix}
0 & \alpha \\
\alpha^{-1} & 0
\end{pmatrix}.
$$

Hence $\text{Grad}(M^p)$ may be identified with $\text{GL}_2(\mathbb{R})$. If we put $\eta_3 = e_3$ and $\eta = \begin{pmatrix} 0 & J \\ -J & 0 \end{pmatrix}$, we see by a short computation, that

$$
\xi(e^{i\theta}) = \begin{pmatrix} 0 & e^{-i\theta/2}(\cos \theta/2 + J \sin \theta/2) \\ e^{i\theta/2}(\cos \theta/2 - J \sin \theta/2) & 0 \end{pmatrix}.
$$

Therefore, the loop in $\text{GL}_2(\mathbb{R})$ associated with the complex structure $J \in \text{GL}_2(\mathbb{R})/\text{GL}_2(\mathbb{C})$ is defined by

$$
e^{i\theta} \rightarrow e^{-i\theta/2}(\cos \theta/2 - J \sin \theta/2), \quad \text{for } 0 \leq \theta \leq 2\pi.
$$

Taking the limit, we obtain the homotopy equivalence $\text{GL}(\mathbb{R})/\text{GL}(\mathbb{C}) \sim \Omega(\text{GL}(\mathbb{R}))$ as expected. As an exercise the reader may also make the other nine homotopy equivalences of Theorem 5.22 explicit.

Exercises (Section III.7) 4, 5, 13, 14, 15.

6. Proof of the Fundamental Theorem

6.1. The purpose of this section is to prove Theorem 5.10, from which we derived Bott periodicity in III.5. As in Theorem 1.3, Theorem 5.10 is proved using a general theorem on Banach algebras (6.12; compare with 1.11). In order to do this, we need some preliminary lemmas.

6.2. Let us first show that it suffices to prove Theorem 5.10 for $Y$ empty. In fact, the commutative diagram

$$
\begin{array}{ccc}
K^{p,q+1}(X, Y) & \xrightarrow{f} & K^{p,q}(X \times B^1, X \times S^0 \cup Y \times B^1) \\
\| & & \| \\
K^{p,q+1}(X/Y, \{y\}) & \xrightarrow{f} & K^{p,q}(X/Y \times B^1, X/Y \times S^0 \cup \{y\} \times B^1)
\end{array}
$$

enables us to reduce theorem 5.10 to the case where $Y$ is a point (cf. 5.3). Moreover, when $Y$ is a point we have the commutative diagram
The first sequence is exact by 5.4. The second sequence may also be written (up to isomorphism) in the form

$$0 \rightarrow K^{p,q+1}(X \times B^1, X \times S^0 \cup Y \times B^1) \rightarrow K^{p,q}(X \times B^1, X \times S^0) \rightarrow K^{p,q}(Y \times B^1, Y \times S^0) \rightarrow 0$$

where $\ast$ is a point; it is exact by 5.6 since $T = Y \times B^1 / Y \times S^0$ is a retract of $Z - X \times B^1 / X \times S^0$, and since $X \times B^1 / X \times S^0 \cup Y \times B^1 \approx Z / I$. Therefore, it suffices to prove Theorem 5.10 for $Y$ empty.

6.3. If $E$ is a $C^p$-vector bundle provided with a gradation $\varepsilon$, we again let $\varepsilon(\theta)$ denote the gradation on $p^*E$, induced by the projection $p : X \times B^1 \rightarrow X$. If $\alpha$ is an endomorphism of $p^*E$, we often emphasize the dependence of $\alpha$ on $\varepsilon$ as a function of $\varepsilon^\beta$, by writing $\alpha(\theta)$ instead of $\alpha$ (recall that $B^1$ is identified with the upper half-circle; cf. 5.9).

Now let $(M_\nu)$ be a cofinal system of $C^p$-modules (over $k = \mathbb{R}$ or $\mathbb{C}$; cf. 4.25). Let $E_\nu = X \times M_\nu$, and let $E_\nu^0$ be the $C^p$-bundle underlying $E_\nu$. If $e_1, \ldots, e_{p+q+2}$ are the generators of the Clifford algebra $C^p$, we write $\xi(\theta)$ for the gradation of $p^*(E_\nu^0)$, defined by $\xi(\theta) = e_{p+q+1} \cos \theta + e_{p+q+2} \sin \theta$ (we always identify the generators of a Clifford algebra with their action on vector bundles).

![Fig. 15](image)

6.4. Lemma. Each element of $K^{p,q}(X \times B^1, X \times S^0)$ may be written as $d(p^*E^0, \xi(\theta), \varepsilon(\theta))$, where $\varepsilon$ is a gradation of $p^*E^0$ such that $\varepsilon|_{X \times S^0} = \xi|_{X \times S^0}$. This element is equal to 0 if and only if there exists $s$ such that $\varepsilon \oplus \xi|_s$ is homotopic to $\xi|_{r+s}$ (where the homotopy is constant over $X \times S^0$).

Proof. By 5.2 each element of $K^{p,q}(X \times B^1, X \times S^0)$ may be written as $d(p^*E^0, e_{p+q+1}, e'(\theta))$, where $e'$ is a gradation of $p^*E^0$ such that $e'|_{X \times S^0} = e_{p+q+1}$, or equivalently $e'(0) = e'(\pi) = e_{p+q+1}$. Applying the inner automorphism defined by $h(0) = \cos \theta/2 + e_{p+q+1} \sin \theta/2$, we see that the triple $(p^*E^0, e_{p+q+1}, \varepsilon(\theta))$ is isomorphic to the triple $(p^*E^0, e_{p+q+1}, \cos \theta + e_{p+q+2} \sin \theta, \varepsilon(\theta))$, where

$$\varepsilon(\theta) = (\cos \theta/2 - e_{p+q+1} e_{p+q+2} \sin \theta/2) \varepsilon'(\theta) (\cos \theta/2 + e_{p+q+1} e_{p+q+2} \sin \theta/2).$$
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Therefore, each element of $K^{p,q}(X \times B^1, X \times S^0)$ may be written in the form stated. We remark that the second triple becomes "closer" to the image of $t$, since $\xi_i(\theta)$ is "$\zeta_i(\theta)$" for some gradation on $p^*E_r^0$ (see the definition of $t$ in 5.9).

To prove the second part of the lemma, let us be more precise by writing $e_i^r$ for the automorphism of $E_r$ or $p^*E_r$ associated with the $i$th generator $e_i$ of the Clifford algebra $C^{p,q,\mathbb{R}}$. By 5.2 again, the equality $d(p^*E_r^0, \xi_i(\theta), \varepsilon(\theta)) = 0$ implies the existence of an integer $s$ such that $\varepsilon(\theta) \equiv e_{s+r+1}^r$ is homotopic to $\zeta_i \equiv e_{s+r+1}^r$, where the homotopy is constant over $X \times S^0$. If we apply the inner automorphism $1 \oplus h_i(\theta)$ to this homotopy, we see that $\varepsilon(\theta) \equiv \zeta_i$ is homotopic to $\zeta_{r+s}$, where the homotopy is constant over $X \times S^0$. [\qed]

6.5. Lemma. Each element of $K^{p,q}(X \times B^1, X \times S^0)$ may be written as $d(p^*E_r^0, \xi_i(\theta), \varepsilon(\theta))$ where $\varepsilon(\theta)$ may be assumed of the form $f(\theta)e_{s+r+1}^r/f(\theta)^{-1}$, for an automorphism of $p^*E_r$, such that

(i) $f(0) = \text{Id}_{p^*}$,

and

(ii) $e_{s+r+1}^r f(p) = -f(\pi) e_{s+r+1}^r$.

Such an element is zero if and only if there exists an integer $s$, such that $f \oplus h_s$ is homotopic to $h_{s+1}$ within the automorphisms of $p^*E_r^0$, which satisfies conditions (i) and (ii) above (note that the automorphisms $h_i(\theta)$, which were defined in the proof of 6.4, satisfy conditions (i) and (ii)).

Proof. By Lemma 4.21 (where the interval $[0, 1]$ is replaced by $[0, \pi]$) the gradation $\varepsilon(\theta)$ may be written as $f(\theta)e_{s+r+1}^r / f(\theta)^{-1}$, where $f(0) = 1$. Since $d(\theta) = 0$, $\xi_i(\theta) = -e_{s+r+1}^r$, condition (ii) is automatically satisfied; however, the "lifting" $f(\theta)$ is not unique.

Now let us assume that $d(p^*E_r^0, \xi_i(\theta), \varepsilon(\theta)) = 0$, where $\varepsilon(\theta) = f(\theta)e_{s+r+1}^r / f(\theta)^{-1}$.

By Lemma 6.4, there exists an integer $s$ such that $\varepsilon \equiv \zeta_s$ is homotopic to $\zeta_{s+r}$. Therefore, there exists a continuous map $\eta : B^1 \times I \rightarrow \text{Grad}(E_r^0)$ such that $\eta(\theta, 0) = \varepsilon(\theta) \oplus \xi(\theta)$, $\eta(\theta, 1) = \zeta_{s+r}(\theta)$, $\eta(0, t) = e_{s+r+1}^r$, and $\eta(\pi, t) = -e_{s+r+1}^r$.

Thus we have the commutative diagram

$$
\begin{array}{ccc}
B^1 \times [0, 1] & \cup & [0] \times I \\
\downarrow f & & \downarrow \tilde{\eta} \\
B^1 \times I & \rightarrow & \text{Aut}(E_r^0) \\
\rightuparrow \gamma & & \\
& \eta & \rightarrow \text{Grad}(E_r^0),
\end{array}
$$

where $\gamma(x) = \alpha e_{s+r+1} \alpha^{-1}$, and $\tilde{\eta}$ is defined by

$\tilde{\eta}(\theta, 0) = f(\theta) \oplus h_s(\theta),$

$\tilde{\eta}(\theta, 1) = h_{s+r}(\theta),$

and $\eta(0, t) = 1$. 

Since the pair \((B^1 \times I, B^1 \times [0,1] \cup \{0\} \times I)\) is homeomorphic to the pair \((B^1 \times I, B^1 \times \{0\})\), Lemma 4.2) applied to a vector bundle over \(X \times B^1\), shows the existence of a continuous map \(f' : B^1 \times I \rightarrow \text{Aut}(E^0_{0,0})\), which makes the above diagram commutative. Therefore, we must have the relations
\[
\begin{align*}
f'(0,0) &= f(0) \oplus h_v(0), \\
f'(0,1) &= h_r(0), \\
f'(0,t) &= f(0,t),
\end{align*}
\]
and
\[
e_{p+q+1} : f'(\theta, t) = -f'(\theta, t) : e_{p+q+1},
\]
and \(f'\) realizes the required homotopy between \(f \oplus h_v\) and \(h_r\). \(\square\)

6.6. We wish to apply the lemma above to a Banach algebra interpretation of the group \(K^n(Y \times X \times B^1, X \times S^0)\). From the table of Clifford algebras, we see that the \(C^{p,q+2}\) modules \(N_r = (C^{p,q+2})_Y\) form a cofinal system. If \(C(Y)\) denotes the algebra of continuous functions on the space \(X\), with values in \(k = \mathbb{R}\) or \(\mathbb{C}\), then the Banach algebra \(A\) we consider, is the algebra of endomorphisms of \(C^{p,q+2} \otimes_k C(Y)\), regarded as a left \(C^{p,q+2} \otimes_k C(Y)\)-module (of rank 4). By I.1.12, a more "geometric" interpretation of \(A\) is \(\text{Aut}(F^0_{s,0})\), where \(F^0_{s,0}\) is the \(C^{p,q}\)-bundle underlying \(X \times N_s\).

We may regard \(A\) as a Banach algebra with an involution which is defined by \(\alpha \mapsto \bar{\alpha} = e_{p+q+1} \alpha e_{p+q+1}^{-1}\). Of course, this involution induces an involution on the algebra of matrices over \(A\), and hence on \(\text{GL}_r(A) = \text{Aut}(F^0_{s,0})\), where \(F^0_{s,0}\) is the \(C^{p,q}\)-bundle underlying \(X \times N_s\). We set \(\text{GL}_{s,0}(A) = \{\alpha : \text{GL}_r(A) \mid \bar{\alpha} = -\alpha\}\). In particular, the element \(\varepsilon = e_{p+q+2} \cdot e_{p+q+1} \in \text{GL}_{s,0}(A)\). As a base point of \(\text{GL}_{s,0}(A)\), we choose the diagonal matrix
\[
e^{s,0} = \begin{pmatrix}
e & 0 \\
0 & e^{-1}
\end{pmatrix}
\]
and we set \(\text{GL}_{s,0}(A) = \text{inj lim} \text{GL}_{s,0}(A)\) with respect to the maps \(\alpha \mapsto \alpha \oplus e^{s,0}\). If \(\bar{N}_r\) denotes the \(C^{p,q+1}\)-module underlying \(N_r\), provided with the \(C^{p,q+2}\)-module structure obtained by changing the sign of the action of \(e_{p+q+2}\), then the \(C^{p,q+2}\)-modules \(M_r = N_r \oplus \bar{N}_r\) also form a cofinal system. Now the Banach algebra \(\text{End}(E^0_{s,0})\), where \(E^0_{s,0}\) is the \(C^{p,q}\)-bundle underlying \(E_{s,0} = X \times M_r\), is also a Banach algebra with involution (i.e. \(\alpha \mapsto \bar{\alpha} = e_{p+q+1} \cdot e_{p+q+2}^{-1}\)). The space \(\text{GL}_{s,0}(A)\) may therefore be identified with the space of automorphisms \(\alpha\) of \(E^0_{s,0}\) such that \(\bar{\alpha} = -\alpha\). Note that the action of \(e_{p+q+2}\) may be identified with \(e^{s,0}\).

Let \(\Omega(\text{GL}_{s,0}(A), \text{GL}_{s,0}(A))\) be the space of paths \(f\) in \(\text{GL}_{s,0}(A)\) parametrized by
[0, π], such that \( f(0) = 1 \) and \( f(π) \in \text{GL}_2(A) \), provided with the compact-open topology. We set

\[
π_i(\text{GL}_2(A), \text{GL}_2(A)) = π_0(Ω(\text{GL}_2(A), \text{GL}_2(A)))
\]

and

\[
π_i(\text{GL}(A), \text{GL}^-(A)) = \text{inj lim } π_i(\text{GL}_2(A), \text{GL}_2(A)),
\]

where the inductive limit is taken with respect to the maps \( f \mapsto f \oplus h_1 \), for \( h_i(θ) = \cos θ/2 + e^{iθ} \sin θ/2 \). We set

\[
h_r(θ) = \cos θ/2 + e^{iθ} \sin θ/2 = h_i(θ) \oplus h_i(θ) \oplus \cdots \oplus h_i(θ).
\]

The matrix direct sum induces a monoid operation on \( π_i(\text{GL}(A), \text{GL}^-(A)) \). More precisely, if \( α \in Ω(\text{GL}_2(A), \text{GL}^-(A)) \) and \( β \in Ω(\text{GL}_2(A), \text{GL}^-(A)) \), we consider \( α \oplus β \in Ω(\text{GL}_2(A), \text{GL}^-(A)) \). Now \( α \oplus β \oplus h_1 \oplus h_1 \) is in the same connected component as \( α \oplus h_1 \oplus β \oplus h_1 \) (apply a permutation of the coordinates, which is homotopic to the identity in \( \text{SO}(2r+2s+4) \)). Hence, the class of \( α \oplus β \) in \( π_i(\text{GL}(A), \text{GL}^-(A)) \) depends only on the classes of \( α \) and \( β \) in \( π_i(\text{GL}(A), \text{GL}^-(A)) \). The associativity of this operation, and the existence of a zero element (which is the class of \( h_r \)), are obvious.

6.7. Proposition. We have a natural bijection

\[
K^{p,q}(X \times B^1, X \times S^0) \cong π_i(\text{GL}(A), \text{GL}^-(A)).
\]

In particular, the matrix direct sum induces a group operation in \( π_i(\text{GL}(A), \text{GL}^-(A)) \).

Proof. Actually, this is a reformulation of Lemma 6.5. More precisely, let us associate a path \( f(θ) \in \text{GL}_2(A) \) where \( f(0) = 1 \) and \( f(π) \in \text{GL}_2(A) \), with the class of the triple \((p, \xi, θ, η)\) where \( η(θ) = f(θ)ξ, (f(θ))^{-1} \), identifying \( f(θ) \) with \( f(θ) \) and \( η(θ) \) with \( η(θ) \) (cf. 1.1.12). Since \( f(θ) \in \text{GL}_2(A) \), the triple has a well-defined class in the group \( K^{p,q}(X \times B^1, X \times S^0) \), which depends only on the class of \( f \) in the set \( π_i(\text{GL}(A), \text{GL}^-(A)) \). By 6.5 the map we have just defined from \( π_i(\text{GL}(A), \text{GL}^-(A)) \) to \( K^{p,q}(X \times B^1, X \times S^0) \), is a monoid homomorphism which is surjective and has kernel 0. Hence \( π_i(\text{GL}(A), \text{GL}^-(A)) \) is a group, and the homomorphism is an isomorphism. ⊳

6.8. The group \( K^{r+s+1}(X) \) may also be identified with an invariant of the Banach algebra with involution \( A \). Let \( G_c \) be the space of gradations of \( E_1 \), where \( E_1 \) is the \( C^{p+q+1} \)-bundle underlying \( X \times M \) (cf. 6.6). Then \( G_c \) is the set of elements \( η \in \text{End}_{C^{p+q+1}}(M, ξ, C(X)) \), such that \( η^2 = 1 \) and \( η_i, \ldots, η_j = 0 \) for \( i = 1, \ldots, p+q+1 \). In other words, the elements \( η \) are antilinear automorphisms of \( A^{2r} \) (i.e. \( η(λx) = λη(x) \) for \( λ \in A \) and \( x \in A^{2r} \)), which anticommute with the action of the \( e_i, e_{p+q+1} \in GL_2(A) \). For example
\(e_{p+q+2} \in G_r\), and if we choose this element as base point, we set \(G = \text{inj lim } G_r\). By 4.27 and 4.29, \(K^{p,q+1}(X) \approx \pi_0(G)\).

In order to work "inside" \(\text{GL}_2(A)\) and \(\text{GL}(A)\), it is more convenient to consider a space \(I_r(A) = \text{GL}_2(A)\), which is homeomorphic to \(G_r\). \(I_r(A)\) is the space of matrices \(g \in \text{GL}_2(A)\), such that \(\overline{g} = -g\) and \(g^2 = -1\). The map \(g \mapsto \overline{g} \cdot e_{p+q+1}\) defines a homeomorphism between \(I_r(A)\) and \(G_r\). Therefore \(G \approx \text{inj lim } I_r(A)\), where the limit is taken with respect to the maps \(g \mapsto g \oplus e^1\) (where \(e^1 = e_{p+q+2} \cdot e_{p+q+1}\) is acting on \(A^2\); cf. 6.6). From these remarks, we arrive at the following proposition, analogous to 6.7:

**6.9. Proposition.** The map defined above is an isomorphism

\[K^{p,q+1}(X) \approx \pi_0(I(A)).\]

In particular, the matrix direct sum induces a group operation in \(\pi_0(I(A))\).

**6.10.** The discussion above motivates the following definitions: Let \(A\) be a Banach algebra with involution, and provided with an element \(e\) such that \(e = -e\) and \(e^2 = -1\). We set \(\text{GL}_2^+(A) = \{x \in \text{GL}_2(A) \mid \overline{x} = -x\}\). In \(\text{GL}_2(A)\) we consider the base point defined by the matrix

\[
e^{11} = \begin{pmatrix} e & 0 \\ -e & e \\ 0 & -e \\ e & 0 \end{pmatrix}
\]

Let \(\Omega(\text{GL}_2(A), \text{GL}_2^+(A))\) denote the space of paths \(f(\theta)\), parametrized by \([0, \pi]\), such that \(f(0) = 1\) and \(f(\pi) \in \text{GL}_2(A)\); let \(\Omega(\text{GL}(A), \text{GL}^-(A))\) denote the inductive limit \(\text{inj lim } \Omega(\text{GL}_2(A), \text{GL}_2^+(A))\) with respect to the maps \(f \mapsto f \oplus h^1\), where \(h^1(\theta) = \cos \theta/2 + e^1 \sin \theta/2\). Then we define \(\pi_0(\Omega(\text{GL}(A), \text{GL}^-))\) to be

\[\pi_0(\Omega(\text{GL}_2(A), \text{GL}_2^+(A))) = \text{inj lim } \pi_0(\Omega(\text{GL}_2(A), \text{GL}_2^+(A))).\]

In the same way, we may consider the subset \(I_r(A)\) of elements \(g\) in \(\text{GL}_2(A)\), such that \(\overline{g} = -g\) and \(g^2 = -1\). We define \(I(A)\) to be \(\text{inj lim } I_r(A)\) with respect to the maps \(g \mapsto g \oplus e^1\).

Finally, the sets \(I(A)\) and \(\Omega(\text{GL}(A), \text{GL}^-(A))\) are connected by a map

\[W: I(A) \rightarrow \Omega(\text{GL}(A), \text{GL}^-(A))\]

which is defined by \(g \mapsto f(0) = \cos \theta/2 + g \sin \theta/2\) (in fact the map is actually defined from \(I_r(A)\) to \(\Omega(\text{GL}_2(A), \text{GL}_2^+(A))\) for each \(r\) and thus induced on the inductive...
limit). The map $W$ induces a map

$$w: \pi_0(I(A)) \longrightarrow \pi_1(\text{GL}(A), \text{GL}^{-}(A)).$$

which turns out to be an isomorphism in general (6.12). According to 6.7 and 6.9, this implies that $K^{p,q+1}(X)$ and $K^{p,q}(X \times B^1, X \times S^0)$ are isomorphic. However, we must check that $t$ coincides with $w$ in a particular case (up to isomorphism):

6.11. Proposition. Let $A$ be the Banach algebra $\text{End}(C^{p,q+1} \otimes_k C(X))$, where $C^{p,q+1} \otimes_k C(X)$ is regarded as a $C^{p,q} \otimes_k C(X)$-module (or $\text{End}(F^0)$ using notation of 6.6). Then we have the commutative diagram

$$\begin{array}{ccc}
\pi_0(I(A)) & \xrightarrow{w} & \pi_1(\text{GL}(A), \text{GL}^{-}(A)) \\
\equiv & \equiv & \\
K^{p,q+1}(X) & \xrightarrow{t} & K^{p,q}(X \times B^1, X \times S^0)
\end{array}$$

where the vertical isomorphisms are defined as in 6.7 and 6.8, and $t$ (resp. $w$) is defined as in 5.9 (resp. 6.10).

Proof. Let $g$ be an element of $I_q(A)$. The element of $K^{p,q+1}(X)$ associated with it is defined by the triple $(E_+, \eta_1, \eta_2)$ where $E_+ = X \times M$, (notation of 6.6), $\eta_1 = e_{p-q+2}$, and $\eta_2 = e_{p+q+1}$ (again we identify $\pi$ with the $\delta$ of 1.1.12). Therefore, we have $t(\delta(E_+, \eta_1, \eta_2)) = \delta(\pi E_+, \zeta_1(\theta), \zeta_2(\theta))$ where

$$\zeta_1(\theta) = e_{p+q+1} \cos \theta + \eta_1 \sin \theta = f_1(\theta) e_{p+q+1} (f_1(\theta))^{-1},$$

and where

$$f_1(\theta) = \cos \theta/2 + e \sin \theta/2$$

and

$$f_2(\theta) = \cos \theta/2 + e \sin \theta/2.$$ 

By 6.7, this shows that the diagram is commutative. ⊳

After this task of "translation", we have thus reduced Theorem 5.10 to the following general theorem on Banach algebras:

6.12. Theorem (Wood [1]). Let $A$ be a Banach algebra with involution, provided with an element $e \in A$ such that $e^2 = 1$ and $e - 1 \in e$. Then the map defined in 6.10

$$w: \pi_0(I(A)) \longrightarrow \pi_1(\text{GL}(A), \text{GL}^{-}(A))$$

is bijective.

6.13. As in the last part of 6.6, the matrix direct sum induces a monoid operation on the sets $\pi_0(I(A))$ and $\pi_1(\text{GL}(A), \text{GL}^{-}(A))$. It is clear that $w$ is a monoid homo-
morphism. We check first that \( \pi_0(\mathbb{H}(A)) \) is an abelian group (the reader who is only interested in the Banach algebra \( A = \text{End}(C^b(A) \otimes C(X)) \) may omit this verification by 6.9).

For \( \alpha, \beta \in I_2(A) \subset \text{GL}_2(A) \), the homotopy

\[
\begin{pmatrix}
\cos t & -\sin t \\
\sin t & \cos t
\end{pmatrix} \begin{pmatrix}
\alpha & 0 \\
0 & \beta
\end{pmatrix} \begin{pmatrix}
\cos t & \sin t \\
-\sin t & \cos t
\end{pmatrix}
\]

for \( 0 \leq t \leq \pi/2 \),

shows that \( \alpha \oplus \beta \) is homotopic to \( \beta \oplus \alpha \) in \( I_2(A) \subset \text{GL}_4(A) \). Hence, \( \pi_0(\mathbb{H}(A)) \) is an abelian monoid. Moreover, if \( g \in I_4(A) \), and if \( e' = e'' \), we may write \( e' \cdot g \cdot e'' \oplus g \) as the product of matrices

\[
\frac{1}{2} \begin{pmatrix}
1 & 1 \\
-x^{-1} & 1
\end{pmatrix} \begin{pmatrix}
0 & e' \\
e' & 0
\end{pmatrix} \begin{pmatrix}
1 & -x \\
x^{-1} & 1
\end{pmatrix}, \quad \alpha = e'g.
\]

or equivalently as \( \beta \cdot e'' \cdot \beta^{-1} \) where

\[
e'' = \begin{pmatrix}
0 & e' \\
e' & 0
\end{pmatrix} \quad \text{and} \quad \beta = \begin{pmatrix}
1 & \alpha \\
-x^{-1} & 1
\end{pmatrix}.
\]

Now, in \( \text{GL}_4(A) = \{ \gamma \in \text{GL}_4(A) \mid \gamma^2 = \gamma \} \), \( \beta \) may be written as

\[
\begin{pmatrix}
1 & 0 \\
-x^{-1} & 1
\end{pmatrix} \begin{pmatrix}
1 & -x \\
0 & 1
\end{pmatrix},
\]

which is clearly homotopic to

\[
\begin{pmatrix}
i & 0 \\
0 & 2
\end{pmatrix}
\]

Therefore \( e' \cdot g \cdot e'' \oplus g \) is homotopic in \( I_2(A) \) to

\[
\begin{pmatrix}
1 & 0 \\
0 & 2
\end{pmatrix} \begin{pmatrix}
0 & e'' \\
e'' & 0
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
0 & 2
\end{pmatrix},
\]

which is independent of \( g \). Hence \( e' \cdot g \cdot e'' \oplus g \) is homotopic to \( e' \cdot e'' \cdot e' \oplus e'' = (-e') \oplus e'' \), which is \( e'' \cdot e' \) up to a permutation of the coordinates. This shows that the class of \( e' \cdot g \cdot e'' \) is opposite to the class of \( g \) in the abelian monoid \( \pi_0(\mathbb{H}(A)) \).

Using the lemmas that follow, we will prove that \( w \) is surjective and \( K\ker w = 0 \).

This will show that \( \pi_0(\text{GL}(A), \text{GL}(A)) \) is also an abelian group, and that \( w \) is an abelian group isomorphism.

**6.14.** To prove Theorem 6.12, we must interpret the space \( \Omega(\text{GL}(A), \text{GL}(A)) \) in a slightly different way. By making the parameter change \( \phi = \theta/2 \), we may assume
that the paths are parametrized by \([0, \pi/2]\). The path \(h(\varphi) = f(2\varphi)\) where \(\varphi \in [0, \pi/2]\), may be uniquely extended to a periodic map on \(\mathbb{R}\), with period \(2\pi\), via the formulas

\[
\begin{align*}
    h(\varphi) &= f(2\varphi) \quad \text{for } 0 \leq \varphi \leq \pi/2, \\
    h(\varphi + \pi) &= -h(\varphi) \quad \text{for } 0 \leq \varphi \leq \pi/2, \\
    h(-\varphi) &= \overline{h(\varphi)}.
\end{align*}
\]

In general, a continuous function \(\alpha: \mathbb{R} \to GL(A)\) is called adapted if it is periodic with period \(2\pi\), and if

\[
\begin{align*}
    \alpha(0) &= 1, \\
    \alpha(\varphi + \pi) &= -\alpha(\varphi), \\
    \alpha(-\varphi) &= \overline{\alpha(\varphi)}.
\end{align*}
\]

If \(\alpha_0\) and \(\alpha_1\) are adapted functions, an adapted homotopy between them is a continuous map

\[
\alpha: \mathbb{R} \times I \longrightarrow GL(A),
\]

such that \(\alpha(\varphi, 0) = \alpha_0(\varphi), \alpha(\varphi, 1) = \alpha_1(\varphi)\), and such that the function \(\varphi \mapsto \alpha(\varphi, t)\) is adapted for each \(t \in I\). Therefore we obtain a bijection between \(\pi_1(GL(A), GL^{-}(A))\) and the homotopy classes of adapted functions between \(\mathbb{R}\) and \(GL(A)\). Under this identification, the adapted function associated with \(g \in RA\) is \(\varphi \mapsto \alpha(\varphi) = \cos \varphi + g \sin \varphi\) \((\varphi \in \mathbb{R})\). If we let \(\zeta = \cos \varphi + e^{i} \sin \varphi\), then the function above may also be written as

\[
\alpha(\varphi) = \frac{1 + ge^{i}}{2} \zeta^{-1} + \frac{1 - ge^{i}}{2} \zeta
\]

(again this expression is meaningful in \(GL_{2\pi}(A)\) for \(r\) large enough; the stabilization is given by the map \(\alpha \mapsto \alpha \otimes \zeta_{r}\)). The main idea in the proof of the Theorem 6.12, is to show that each adapted function is homotopic to a function of the type above.

6.15. Definition. An adapted function \(\alpha: \mathbb{R} \to GL(A)\) is called Laurentian (resp. quasi-polynomial, resp. quasi-affine) if it can be written as \(\sum_{n=-N}^{N} a_n \zeta^{2n-1}\) (resp. \(\sum_{n=-0}^{N} a_n \zeta^{2n-1}\), resp. \(a_0 \zeta^{-1} + a_1 \zeta\)) in \(GL_{2\pi}(A)\) for \(r\) large enough, with \(a_n = a_{-n}\). If \(\alpha_0\) and \(\alpha_1\) are adapted functions, a homotopy between them is called Laurentian (resp. quasi-polynomial, resp. quasi-affine) if it can be written as \(\sum_{n=-N}^{N} a_n(t) \zeta^{2n-1}\) (resp. \(\sum_{n=-0}^{N} a_n(t) \zeta^{2n-1}\), resp. \(a_0(t) \zeta^{-1} + a_1(t) \zeta\)), where \(a_n(t) = a_{-n}(t)\) is a continuous function.
of \( t \). We let \( \pi_1^0(\text{GL}(A), \text{GL}^-(A)) \) (resp. \( \pi_1^q(\text{GL}(A), \text{GL}^-(A)) \), resp. \( \pi_1^q = \pi_1^{q, \text{GL}(A), \text{GL}^-(A)} \)) denote the set of homotopy classes of adapted functions which are Laurentian (resp. quasi-polynomial, resp. quasi-affine).

6.16. The sets \( \pi_1^0, \pi_1^q, \pi_1^q \) are abelian monoids (with respect to the matrix direct sum). In fact, the proof of Theorem 6.12 will show that they are abelian groups. If \( g \) is a Laurentian (resp. quasi-polynomial, resp. quasi-affine) function, we let \( d_g(x) \) (resp. \( d_p(x) \), resp. \( d_q(x) \)) denote its class in \( \pi_1^0 \) (resp. \( \pi_1^q \), resp. \( \pi_1^q \)). Since every quasi-affine (resp. quasi-polynomial) function is quasi-polynomial (resp. quasi-affine), we have obvious homomorphisms

\[
\pi_1^q \xrightarrow{w_1} \pi_1^0 \xrightarrow{w_2} \pi_1^0 \xrightarrow{w_3} \pi_1(\text{GL}(A), \text{GL}^-(A)).
\]

We define a homomorphism

\[
w_4 : \pi_0(\mathcal{L}(A)) \rightarrow \pi_1^q
\]

by the formula \( g \mapsto x(\varphi) = \frac{1 + e^{i \varphi}}{2} \varphi^{-1} + e^{i \varphi} \varphi^{-1} \). Thus we obtain a factorization of \( w \) as shown in the commutative diagram

\[
\begin{array}{ccc}
\pi_0(\mathcal{L}(A)) & \xrightarrow{w} & \pi_1(\text{GL}(A), \text{GL}^-(A)) \\
\downarrow{w_4} & & \uparrow{w_1} \\
\pi_1^0 & \xrightarrow{w_1} & \pi_1^0 \\
\downarrow{w_2} & & \downarrow{w_3} \\
\pi_1^0 & \xrightarrow{w_3} & \pi_1^0 \\
\end{array}
\]

To prove Theorem 6.12, we show that each morphism \( w_i \), for \( i = 1, 2, 3, 4 \), is surjective and has kernel 0. Since all the sets involved are monoids, and since \( \pi_0(\mathcal{L}(A)) \) is a group (6.13), it will follow that each \( w_i \) (hence \( w \)) is an isomorphism.

6.17. Lemma. The homomorphism \( w_4 \) is surjective and its kernel is 0.

Proof. We are going to use the same method as in the proof of 1.14. Let \( d(x) \) be an element of \( \pi_1(\text{GL}(A), \text{GL}^-(A)) = \text{im} \lim \pi_1(\text{GL}_2(A), \text{GL}_2(A)) \). We may assume \( x \) to be the class of a map (denoted again \( x \)) from \( \mathbb{R} \) to \( \text{GL}_2(A) \), which is periodic with period \( 2\pi \). Let

\[
\begin{align*}
\alpha_m &= \frac{1}{\pi} \int_0^{2\pi} x(\varphi) \cos(m \varphi) d\varphi & \text{for } m > 0, \\
\beta_m &= \frac{1}{\pi} \int_0^{2\pi} x(\varphi) \sin(m \varphi) d\varphi & \text{for } m > 0,
\end{align*}
\]

and

\[
\omega_m(\varphi) = \sum_{m=1}^{\infty} \left(1 - m/n\right) \left(\alpha_m \cos(m \varphi) + \beta_m \sin(m \varphi)\right).
\]
By Cesaro's theorem, $x$ is the uniform limit of the $x_m$. Since $x$ is adapted, we have $u_m^* \sim q_m = 0$ when $m$ is even. Moreover, $x_m(\phi + \pi) = -x_m(\phi)$ and $x_m(-\phi) = x_m(\phi)$. Since $M_{2,1}(A)$ is a Banach algebra, $x_m(\phi)$ is invertible for $n$ large enough, and $x(\phi) = \lim x_m(\phi)$ where $x_m(\phi) = x_m(\phi)u_m(0)^{-1}$, which is adapted. Finally, $x_m$ and $x_m$ are

Laurentian since \( \cos(m\phi) = \frac{e^{im\phi} + e^{-im\phi}}{2} \) and \( \sin(m\phi) = \frac{e^{im\phi} - e^{-im\phi}}{2i} \) (note that \( e^{i\phi} = \cos \phi + i \sin \phi \); cf. 6.13). This shows that $w_1$ is surjective.

The proof that $\text{Ker}(w_1) = 0$ is based on the same principle applied to the Banach algebra $A(I)$. More precisely, let $d_t(\phi)$ be an element of $\pi_1^+(\text{GL}(A), \text{GL}^-(A))$ such that $w_1(d_t(\phi)) = d_t(\phi) = 0$. If we consider $\phi$ to be a map from $\mathbb{R}$ to $M_{2,1}(A)$ for $r$ large enough, there exists a homotopy $\beta_t(u, \phi)$ from $\beta(u, \phi)$ to $\zeta(t)$. Let $\gamma_t(u, \phi)$ be a Laurentian approximation to this homotopy. When this approximation is close enough, we have $(\beta_t(u, \phi) + (1-t)\gamma_t(u, \phi)) \in \text{GL}_{2,1}(A)$ for $t \in [0,1]$ (where $u$ is the parameter of the homotopy). If we let

\[
\beta_t(u, \phi) = (3u - 2)\beta_t(u, \phi) + (1 - 3u)\phi(\phi) \quad \text{for } 0 \leq u \leq \frac{1}{3},
\]

\[
\beta_t(u, \phi) = \beta_t(3u - 1, \phi) \quad \text{for } \frac{1}{3} \leq u \leq \frac{2}{3},
\]

and

\[
\gamma_t(u, \phi) = (3 - 3u)\beta_t(1, \phi) + (3u - 2)\phi(\phi) \quad \text{for } \frac{2}{3} \leq u \leq 1.
\]

we obtain a Laurentian homotopy between $\gamma$ and $\zeta$. \quad \Box

**6.18. Lemma.** The homomorphism $w_2$ is surjective and its kernel is 0.

**Proof.** a) $w_2$ is surjective. Let $\phi = \sum_{n=0}^N a_n \zeta^{2n-1}$ be an adapted function regarded as a map from $\mathbb{R}$ to $\text{GL}_{2,1}(A)$ (for $r$ large enough), and let $\phi' = \phi \zeta$. It suffices to prove that $d_t(u) = d_t(u) + d_t(\phi \zeta)$ (we write $\zeta_t$ for the adapted function $\cos(t) + e^{i\phi} \sin(t)$ from $\mathbb{R}$ to $\text{GL}_{2,1}(A)$, and $\zeta^{-1}_t$ for its inverse function, notice that the notation $\zeta^{-1}$ has no meaning if we have not fixed $r$). In order to do this, we consider the following product of matrices in $\text{GL}_{2,1}(A)$:

\[
\begin{pmatrix}
\phi(\phi) & 0 \\
0 & \phi(\phi)
\end{pmatrix}
\begin{pmatrix}
\cos(t) & -\sin(t) \\
\sin(t) & \cos(t)
\end{pmatrix}
\begin{pmatrix}
\zeta^{-1}_t & 0 \\
0 & \zeta^{-1}_t
\end{pmatrix}
\begin{pmatrix}
\cos(t) & \sin(t) \\
-\sin(t) & \cos(t)
\end{pmatrix}
\]

For $t \in [0, \pi/2]$, this defines a Laurentian adapted homotopy between $\phi \oplus \zeta_t$ and $\phi' \oplus \zeta^{-1}_t$. Hence we obtain the identity required.

b) $\text{Ker}(w_2) = 0$. Let us assume that $d_t(u) = 0$, where $u$ is quasi-polynomial. Therefore, there exists a Laurentian homotopy $\gamma(\phi, t)$ between $\phi$ and $\phi'$. If the order
of this homotopy is \(-2p - 1\) (\(p > 1\)), we show that the order of the homotopy can be "pushed" to \(-2p + 1\) by increasing the size of the matrix. Assertion b) will then be obtained by downwards induction on \(p\).

The homotopy defined by the product of the four matrices above, actually defines a quasi-polynomial homotopy between \(\alpha \oplus \zeta_5\) and \(a\zeta^2 \oplus \zeta_5^{-1}\) when \(a\) is quasi-polynomial, as is the case. The given Laurentian homotopy of order \(-2p - 1\) defines a Laurentian homotopy of order \(-2p + 1\) between \(a\zeta^2 \oplus \zeta_5^{-1}\) and \(\zeta^3 \oplus \zeta_5^{-1}\). Thus we have a quasi-polynomial homotopy between \(\zeta_5^{2} \oplus \zeta_5^{-1}\) and \(\zeta_5 \oplus \zeta_5^{-1}\). Therefore, we see that

\[
\alpha \sim \alpha \oplus \zeta \sim a\zeta^2 \oplus \zeta_5^{-1} \sim \zeta^3 \oplus \zeta_5^{-1} \sim \zeta \oplus \zeta_5^{-1}.
\]

The composition of these three homotopies provides the desired Laurentian homotopy of order \(-2p + 1\) between \(\alpha \oplus \zeta\) and \(\zeta \oplus \zeta_5\). 

6.19. Lemma. The homomorphism \(w_3\) is surjective and its kernel is 0.

Proof. a) \(w_3\) is surjective. Let \(d_\alpha(\alpha)\) be an element of \(\pi_1^0(\text{GL}(A), \text{GL}^{-1}(A))\) with \(a(\alpha) = a_{-1}\zeta_5^{-1} + a_1\zeta + \cdots + a_{2n-1}\zeta_{2n-1}^{2n-1} \in \text{GL}_{2n}(A)\) for \(n > 1\). We prove that there exists a quasi-polynomial homotopy between \(\alpha \oplus \zeta_5\) and an adapted function which is quasi-polynomial of degree \(\leq 2n - 3\). To do this, we consider the product of the following three matrices in \(\text{GL}_{2n}(A)\) (where \(\zeta = \zeta_5\)):

\[
\alpha(t, \varphi) = \begin{pmatrix}
1 & \zeta_5^{2n-2} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
a & 0 \\
0 & \zeta^{-1}
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
-ta_{2n-1}\zeta^{2} & 1
\end{pmatrix}
\]

\[
= \begin{pmatrix}
a - t^2a_{2n-1}\zeta^{2n-1} & \zeta^{2n-3} \\
-2a_{2n-1}\zeta^{n} & \zeta^{-1}
\end{pmatrix}.
\]

We set \(\alpha(t, \varphi) = \alpha(t, \varphi)a(t, 0)\). Then \(\alpha(t, \varphi)\) is a quasi-polynomial homotopy of degree \(\leq 2n - 1\) between \(\alpha \oplus \zeta^{-1}\) and \(\zeta' = \alpha(1, \varphi)\), which is of degree \(\leq 2n - 3\). Therefore, we may write

\[
d_\alpha(\alpha) = d_\alpha(\alpha) + d_\alpha(\zeta_5^{-1}) = d_\alpha(\alpha) + w_3(d_\alpha(\zeta_5^{-1})).
\]

In Lemma 6.20, prove independently that \(w_3\) is surjective. Therefore \(\pi_1^0(\text{GL}(A), \text{GL}^{-1}(A))\) is a group, and \(d_\alpha(\alpha) = d_\alpha(\alpha) + w_3(d_\alpha(\zeta_5^{-1}))\). By decreasing induction on \(n\), this shows that \(w_3\) is surjective.

b) \(\text{Ker}(w_3) = 0\). Using the same method as in proving a), we must verify the following assertion: let \(\alpha\) be a quasi-polynomial map of degree \(\leq 2n - 3\), for \(n > 1\), which is homotopic to \(\zeta\) by a homotopy \(\gamma\) of degree \(\leq 2n - 1\) in \(\text{GL}_{2n}(A)\); then \(\alpha \oplus \zeta_5^{-1}\) is homotopic to \(\zeta_5 \oplus \zeta_5^{-1}\) by a homotopy of degree \(\leq 2n - 3\). If we let

\[
\gamma(t, \varphi) = a_{-1} t\zeta_5^{-1} + a_1(t)\zeta + \cdots + a_{2n-1}(t)\zeta^{2n-1},
\]
then \( \gamma(0, \varphi) = \alpha \) and \( \gamma(1, \varphi) = \zeta \). In \( GL_4(A) \), let us consider the matrix
\[
\delta(t, \varphi) = \begin{pmatrix}
\gamma(t, \varphi) - a_{2n-1}(t)\zeta^{2n-1} \\
a_{2n-1}(t)\zeta
\end{pmatrix}
\]
It defines a homotopy of degree \( \leq 2n - 3 \), between
\[
\delta(0, \varphi) = \begin{pmatrix}
\varphi \\
\zeta
\end{pmatrix}
\text{ and } \delta(1, \varphi) = \begin{pmatrix}
\zeta \\
\zeta^{2n-3}
\end{pmatrix}
\]
which can themselves be joined by a path of degree \( \leq 2n - 3 \) to
\[
\begin{pmatrix}
\varphi \\
0
\end{pmatrix}
\text{ and } \begin{pmatrix}
\zeta \\
0
\end{pmatrix}
\]
respectively. If we replace each of these homotopies by its "normalization" (the normalization of \( \sigma(t, \varphi) \) is \( \sigma(t, \varphi) = \sigma(t, \varphi)\sigma(t, 0)^{-1} \), we see that the assertion is proved.  

6.20. Lemma. The homomorphism \( \psi_4 \) is surjective and its kernel is 0.

Proof. Let \( d_4(\alpha) \) be an element of \( \pi_1^1(GL(A), GL^-(A)) \). Then \( \alpha \) is the class of a path of the form \( n_{-1} \varphi^{-1} + a_1 \varphi \) where \( a_{-1} + a_1 = 1 \). Since \( \varphi = \cos \varphi + \zeta \sin \varphi \), we may write \( \alpha \) in the form \( g = g + g \sin \varphi \), where \( g \) is an element of \( GL_4(A) \) such that \( \gamma = -g \), and such that \( g - \lambda \) is invertible for every real number \( \lambda \). If \( J(A) \) denotes the space of such automorphisms \( g \), we see that \( \pi_1^1(GL(A), GL^-(A)) \) may be identified with \( \pi_0(J(A)) \). On the other hand, \( I(A) \) is the subset of \( J(A) \) consisting of automorphisms which satisfy the additional condition, \( g^2 = -1 \). So all that remains to be shown, is that the inclusion of \( I(A) \) in \( J(A) \) induces a bijection on \( \pi_0 \).

If \( e \in J(A) \) and if \( A' = A \otimes \mathbb{C} \), let us consider the element \( \beta = \beta_1 z^{-1} + \beta_1 z \), where \( \beta_1 = \frac{1 + ig}{2} \) and \( \beta_1 = \frac{1 - ig}{2} \) regarded as a function of \( z \in S^1 \). Then, if we write \( e = \cos \varphi + i \sin \varphi \), we see that \( \beta \) is invertible, hence may be regarded as an element of \( GL(A', \mathbb{C}) \) using the notation of 1.17. The computations in 1.24 (with a slight change of notation) show that if we write \( \beta^{-1} \) as \( \sum_{n=1}^{-\infty} \gamma_{2n} z^{-2n+1} \), then \( \beta_{1, \gamma_{-1}} \) is a projector. It follows that \( \beta = \frac{2\beta_1 \gamma_{-1} z^{-1}}{i} \) is an element of \( GL(A') \).
such that $\tilde{g}^2 = -I$, and $\tilde{g} = -\tilde{g}$ with respect to the previous involution on $A$, since applying the involution to $\beta$ means changing $z$ to $z^{-1}$, and $i$ to $-i$. Moreover, $g$ is self-conjugate with respect to complex conjugation since applying complex conjugation to $\beta$ means changing $z$ to $z^{-1}$, and $i$ to $-i$. Hence $\tilde{g} \in \text{GL}(A) \subset \text{GL}(A')$, and the correspondence $g \mapsto \tilde{g}$ defines a continuous retraction from $J(A)$ to $I(A)$. It follows that $w_A: \pi_q(I(A)) \rightarrow \pi_q(J(A))$ is injective.

On the other hand, by Remark 1.27, the element $q(t) = (1 - t)g \in J(A)$ for each $t \in [0, 1]$. This defines a path between $g$ and $\tilde{g}$ in $J(A)$. Therefore $w_A$ is surjective. □

6.21. Remark. The reader who is aware of holomorphic calculus in Banach algebras might perhaps prefer to proceed in the following way for the last proof. Since the spectrum of $g$ does not meet the real axis, we choose two circles $\gamma^+$ and $\gamma^-$ which contain the part of the spectrum located in the half-plane $\text{Im}(z) > 0$, and in the half-plane $\text{Im}(z) < 0$, respectively.

Then the map

$$g \mapsto \tilde{g} = \frac{1}{2i\pi} \int_{\gamma} \frac{i\,dz}{z-g} + \frac{1}{2i\pi} \int_{\gamma^*} \frac{-i\,dz}{z-g}$$

also defines a retraction from $J(A)$ to $I(A)$, such that $qw + (1 - t)\tilde{g}$ belongs to $J(A)$. As an exercise, the reader may check that the two definitions of $\tilde{g}$ coincide.

Exercises (Section III.7) 8–11.

7. Exercises

7.1. Prove that the external tensor product of bundles (1.4.9) induces an isomorphism

$$K^e_c(X) \otimes_c K^c_c(S^{2\alpha}) \approx K^e_c(X \times S^{2\alpha}),$$

and deduce that $K^e_c(X \times S^{2\alpha}) \approx K^e_c(X) \oplus K^e_c(X)$ as $K^e_c(X)$-modules. In the same way, prove that $K^e_c(X \times S^{2\alpha + 1}) \approx K^e_c(X) \oplus K^e_c^{-1}(X)$ and compute $K^e_c(X \times S^n)$. 
7.2. Prove that $K_\epsilon(P_n(\mathbb{C}))$ is a free group of rank $n+1$. Compute $K_\epsilon(X \times P_n(\mathbb{C}))$ as a $K_\epsilon(X)$-module.

7.3. Let $Y$ be a compact space and let $\emptyset = Y_0 \subset Y_1 \subset \cdots \subset Y_n = Y$ be a filtration of $Y$ by closed subsets such that $Y_{i+1} - Y_i \simeq \mathbb{C}^n$. Now prove that $K_\epsilon(X \times Y)$ is a free $K_\epsilon(X)$-module of rank $\rho = \sum_{i=0}^{n-1} \rho_i$.

7.4. Let $X$ be a compact differentiable manifold. Prove the existence of a finite open cover $(U_i)$ of $X$, such that the intersection of $\rho$ open sets $U_i$ is either empty or homeomorphic to $\mathbb{R}^n$. Apply the Mayer-Vietoris exact sequence (II.4.18) to show that the groups $K_\epsilon(Y)$ are of finite type.

7.5. Let $X$ be a finite CW-complex of dimension $r$. Apply a method analogous to 7.4 to prove that $K_\epsilon(X)$ is a group of finite type. Prove also that $K_\epsilon(Y)^{r+1} = 0$ (cf. II.5.9).

7.6. Compute $K_\epsilon^6(P_n(\mathbb{C})) \otimes \mathbb{Z}$. Show that $K_\epsilon^6(P_n(\mathbb{C})) \simeq \mathbb{Z}$ and $K_\epsilon^{-1}(P_2(\mathbb{C})) = 0$.

7.7. Let $A$ be a complex Banach algebra. Show that $\pi_0(GL(A)) \simeq \pi_0(GL(A))$. Deduce that $\pi_0(GL(A)) \simeq K_\epsilon(A)$ if $n$ is odd, and $\pi_0(GL(A)) \simeq \pi_0(GL(A))$ if $n$ is even.

7.8. Let $A$ be a real Banach algebra, and let $A_n = A \otimes_{\mathbb{R}} C^{n,0}$ be provided with the involution $a \otimes b \mapsto a \otimes \overline{b}$, where $\overline{b}$ is the involution on $C^{n,0}$ such that $\overline{e_i} = -e_i$, for $i = 1, \ldots, n$.

a) If $n \geq 1$, prove that $A_{n-1}$ may be identified with the subalgebra of $A_n$ consisting of elements of zero degree (i.e. such that $x \cdot x$, and prove that $\Omega(GL(A_n), GL^+(A_n))$ has the same homotopy type as $\Omega(GL(A_n), GL^+(A_n))$ where $GL^+(A_n) = \{ x \in GL(A_n) | x = x \}$.

b) If $n \geq 2$, prove that $GL(A_{n-1})$ acts on $I(A_n)$ (notation of 6.10) by inner automorphisms, and that the connected component of $1 \otimes e_1$ in $I(A_n)$ is homeomorphic to the connected component of the class of $1$ in $GL(A_{n-1})/GL(A_{n-2})$.

c) From a), b), and Theorem 6.12, deduce that

\[ [C : (A_{n-1})/GL(A_{n-1})]^0 \simeq [\Omega(GL(A_{n-1}))/GL(A_{n-1})]^0 \] (Wood [1])

(where in general, $X^0$ denotes a connected component of the space $X$).

d) Prove that $[GL(A)]^0 \simeq [\Omega^0(GL(A))]^0$.

e) Prove that $K(A) \simeq \pi_0(GL(A), GL(A_{n-1})) \simeq \pi_0(GL(A))$.

f) Prove that $K(A \otimes_{\mathbb{R}} \mathbb{R}) \simeq \pi_0(GL(A))$.

g) Prove that $\pi_0(GL(A)) \simeq \pi_0(GL(A))$, and show the homotopy equivalence $GL(A) \sim \Omega^0(GL(A))$. 

7.9. Compute \( \pi_1(\text{GL}(A)) \) for the following real or complex Banach algebras.

a) \( A = C(X) \), the algebra of continuous functions on a compact space \( X \).

b) \( A = C_c(X) \), the algebra of differentiable functions of class \( C^\infty \) on the compact manifold \( X \).

c) \( A = \text{End}(H) \), where \( H \) is a Hilbert space of infinite dimension.

d) \( A = \text{the subalgebra of } \text{End}(H) \text{ consisting of operators of the form } \lambda + u \), where \( \lambda \) is a scalar and \( u \) is a compact operator (i.e. a limit of operators of finite rank).

e) \( A = \mathbb{C}[z, z^{-1}] \), the algebra of Laurent series \( \sum_{n = -\infty}^{\infty} a_n z^n \), where \( a_n \in \mathbb{C} \) and \( \sum_{n = -\infty}^{\infty} |a_n| < +\infty \).

7.10. Let \( H \) be a Hilbert space of infinite dimension over \( k = \mathbb{R} \) or \( \mathbb{C} \), and let \( \text{GL}_+(H) \) be the subgroup of \( \text{GL}(H) \) consisting of operators of the form \( 1 + u \), where \( u \) is compact (cf. 7.9).

a) If \( X \) is a compact space, prove that \( [X, \text{GL}_+(H)] \approx K^{-1}(X) \approx [X, \text{GL}(k)] \).

b) Let \( \mathcal{F}(H) \) be the set of Fredholm operators \( D \) in \( H \) (i.e. such that \( \text{Ker}(D) \) and \( \text{Coker}(D) \) are finite dimensional). Using the fact that \( \text{GL}(H) \) is connected (Kuiper [1]), prove that the map \( D \mapsto \dim(\text{Ker} D) - \dim(\text{Coker} D) \) (= index of \( D \)) induces a bijection \( \pi_0(\mathcal{F}(H)) \approx \mathbb{Z} \).

* c) Let \( \mathcal{F}(H)^0 \) be the subset of \( \mathcal{F}(H) \) consisting of operators of index 0. Prove the fibration

\[
\text{GL}_+(H) \rightarrow \text{GL}(H) \rightarrow \mathcal{F}(H)^0.
\]

Using the fact that \( \text{GL}(H) \) is contractible (Kuiper [1]), prove that \( \Omega \mathcal{F}(H)^0 \sim \text{GL}_+(H) \), and that \( K(X) = [X, \mathcal{F}(H)] \) (Atiyah [3], Jänich [1]).

7.11. Let \( \sigma: S^1 \rightarrow \text{GL}(\mathbb{C}) \) be a differentiable function whose Fourier series is

\[ \sigma(z) = \sum_{n = -\infty}^{\infty} a_n z^n \],

where \( a_n \in M_p(\mathbb{C}) \) for some \( p \), independent of \( n \).

a) Show that the residue of the function \( \frac{1}{\sigma'(z)} \sigma(z)^{-1} \) at 0, is an integer which coincides (up to sign) with the integer defined by the periodicity isomorphism \( \pi_1(\text{GL}(\mathbb{C})) \approx K(\mathbb{C}) \approx \mathbb{Z} \) (1.11).

b) Show that the infinite matrix

\[
\begin{bmatrix}
  a_0 & a_1 & a_2 & a_3 & \cdots \\
  a_{-1} & a_0 & a_1 & a_2 & \cdots \\
  a_2 & a_{-1} & a_0 & a_1 & \cdots \\
  \vdots & \vdots & \vdots & \vdots & \ddots
\end{bmatrix}
\]

defines a Fredholm operator in \( H = \mathbb{C} \oplus \mathbb{C} \oplus \cdots \oplus \mathbb{C} \oplus \cdots \) (Hilbert sum), whose index is the integer above (Atiyah [7]).
7.12. Let \( A \) be a unitary ring, and let \( \mathcal{A}[z, z^{-1}] \) be the ring of Laurent polynomials (i.e., the ring of formal power sums \( \sum_{n \leq -\infty} a_n z^n \) where all but finitely many \( a_n = 0 \)). Applying the methods of section 1, prove the exact sequence (cf. II.6.13)

\[
0 \rightarrow K_1(A) \rightarrow K_1(\mathcal{A}[z]) \oplus K_1(\mathcal{A}[z^{-1}]) \rightarrow K_1(\mathcal{A}[z, z^{-1}]) \rightarrow K_1(A) \rightarrow 0
\]

(Bass [1], Karoubi [5]).

7.13. [Atiyah (6)]. Let \( X \) be a compact space provided with an involution. We define a \textit{Real} vector bundle on \( X \) (Caution: \textit{Real} is distinct from \textit{real}) to be a complex vector bundle \( E \) with base \( X \), provided with an \textit{antilinear} involution \( \tau: E \rightarrow E \) which commutes with the involution of \( X \). It is easy to see that such vector bundles are the \textit{objects} of a Banach category \( \mathcal{B} \mathcal{M}(X) \), where the morphisms are the \textit{morphisms of complex vector bundles which induce the identity on the base} \( X \) and commute with the involution. We let \( KR(X) \) denote the Grothendieck group of this category. In fact, the tensor product of vector bundles defines a \textit{ring structure} on \( KR(X) \).

a) If the involution of \( X \) is trivial, prove that \( KR(X) \cong K_0(X) \).

b) We let \( S^{\rho q} \) (resp. \( B^{\rho q} \)) denote the sphere (resp. the ball) of \( \mathbb{R}^{\rho q} \), provided with the involution \( (x, y) \rightarrow (-x, y) \), for \( x \in \mathbb{R}^{\rho} \) and \( y \in \mathbb{R}^q \). If \( Y \) is provided with the trivial involution, prove that \( KR(Y 
abla S^{1, 0}) \cong K_0(Y) \).

c) Let \( X \) be a space provided with the trivial involution. We consider the set of pairs \((E, c)\) where \( E \) is a complex vector bundle, and \( c: E \rightarrow E \) is an antilinear automorphism. Let \( \Phi SC(X) \) be the monoid consisting of \textit{homotopy} classes of such pairs \((E, c)\), and let \( KSC(X) \) be the \textit{symmetrized group}. Now prove that \( KSC(X) \cong KR(X \times S^{2, \omega}) \).

d) For each pair \((X, Y)\) of compact spaces with involution, we define \( KR^{-\omega}(X, Y) = KR(X \times B^{\rho q}, X \times S^{\rho q} \cup Y \times B^{\rho q}) \). Now prove the exact sequence

\[
KR^{-\omega}(X, Y) \xrightarrow{} KR^{-\omega-1}(Y) \xrightarrow{} KR^{-\omega}(X, Y) \xrightarrow{} KR^{-\omega}(X) \xrightarrow{} KR^{-\omega}(Y),
\]

and the excision isomorphism

\[
KR^{-\omega}(X, Y) \cong KR^{-\omega}(X, \{y\})
\]

(compare with II.4.12).

7.14 (7.13 continued). Let \( KR^p q(X) \) be the group \( K^{p q} \) of the Banach category \( \mathcal{B} \mathcal{M}(X) \) (4.11).

a) Give an interpretation of the group \( KR^p q(X) \) in terms of gradations as in 5.1, and from this description obtain a relative definition for \( KR^p q(X, Y) \).

b) Applying the ideas of the proof of 5.10, define an isomorphism

\[
t: KR^{p q+1}(X, Y) \rightarrow KR^p q(X \times B^{p q}, X \times S^{p q} \cup Y \times B^{p q}).
\]
c) Applying the ideas of the proof of Theorem 1.3, define an isomorphism

$$KR(X, Y) \longrightarrow KR(X \times B^{1,1}, X \times S^{1,1} \cup Y \times B^{1,1})$$

by the cup-product with a suitable generator of $KR(B^{1,1}, S^{1,1}) \cong \mathbb{Z}$. Conclude that $KR^p,q(X, Y) \cong KR(X, Y) \cong KR(X \times B^{0,0}, X \times S^{0,0} \cup Y \times B^{0,0})$.

d) Prove that $KR^p,q(X, Y) \cong KR(X \times B^{0,0}, X \times S^{0,0} \cup Y \times B^{0,0})$, and that up to isomorphism the second family of groups depends only on the difference $p - q$ mod 8. Note that this isomorphism provides a meaning for the concept of a "negative sphere", as the ordinary sphere provided with the antipodal involution.

7.15 (7.14 continued). We set $KR^p,q(X, Y) \cong KR^p,q(X, Y)$ for $n = p - q \in \mathbb{Z}$.

a) Prove the isomorphism $KR^p,q(X \times S^{p,0}, X \times S^{p,0}) \cong KR^p,q(X \times S^{p,0})$ for $p \geq q$, using the fact that $S^{p,0} / S^{p,0}$ and $S^{p,0} / S^{p,0}$ are homeomorphic as $\mathbb{Z}/2$-spaces.

b) Let $\eta_3 : KR^p,q(X, Y) \times S^{p,0} \rightarrow KR^p,q(X)$ be the morphism induced by the obvious inclusion. Prove that it is induced by the cup-product with a certain element $\xi_3 \in KR^p,q(P) = K^\nu(P) \cap K^\nu(P)$, where $P$ is a point.

c) Show that $\xi_3$ and $\xi_2$ are not zero. Show that $\eta_3 = 0$ for $q \geq 3$, and in this case, prove the exact sequences of $KR(X)$-modules

$$0 \longrightarrow KR(X) \longrightarrow KR(X \times S^{p,0}) \longrightarrow KR^{p+1}(X) \longrightarrow 0,$$

$$0 \longrightarrow KR^{p+1}(X) \longrightarrow KR^{p+1}(X \times S^{p,0}) \longrightarrow KR(X) \longrightarrow 0.$$

Deduce that $KR(X \times S^{p,0}) \cong KR^{p+1}(X)$.

* d) Show that the exact sequences above split naturally.

e) Apply the exact sequences associated with the pair $(X \times S^{p,0}, X \times S^{q,0})$ for $(p, q) = (2, 1), (3, 1)$, and $(3, 2)$, to prove the exact sequences

$$\longrightarrow K^{p-1}_c(X) \longrightarrow K^{p-1}_c(X) \longrightarrow KSC^{p-1}(X) \longrightarrow K^p_c(X) \longrightarrow K^p_c(X) \longrightarrow .$$

$$\longrightarrow K^{p-1}_c(X) \longrightarrow K^{p-1}_c(X) \oplus K^p_c(X) \longrightarrow K^p_c(X) \longrightarrow KSC^{p+1}(X) \longrightarrow .$$

and

$$\longrightarrow KSC^{p-1}(X) \longrightarrow K^p_c(X) \oplus K^p_c(X) \longrightarrow K^p_c(X) \longrightarrow KSC^{p+1}(X) \longrightarrow .$$

where $X$ is a compact space (provided with the trivial involution).

* f) Make all the maps explicit in the exact sequences above (Anderson [1]).

7.16. Let $A$ be a Banach algebra provided with an anti-involution, denoted by $\lambda \rightarrow \bar{\lambda}$, and let $M$ be a finitely generated projective right $A$-module. A Hermitian form on $M$ is given by a $\mathbb{Z}$-bilinear map $\Phi : M \times M \rightarrow A$, such that $\Phi(x, y, \mu) = \bar{\mu} \Phi(y, x)$ and $\Phi(x, x) = \Phi(x, y)$. The form $\Phi$ is called nondegenerate if the homomorphism from $M$ to its antidual, which is induced by $\Phi$, is an isomorphism. We let $L(A)$ denote the symmetrized group of the monoid consisting of isomorphism classes of modules provided with nondegenerate Hermitian forms.

a) We assume that the Banach algebra $A$ satisfies the following condition:
for any matrix \( M=(a_{ij}) \) with coefficients in \( A \), the matrix \( I : M \rightarrow M \), where \( M^* = (a_{ji}) \), is an invertible matrix. Now show that \( L(A) \approx K(A) \oplus K(A) \).

b) Compute \( L(A) \) where \( A = M_2(C(X)) \), and the anti-involution on \( M_2(C(X)) \) is given by

\[
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} \mapsto \begin{pmatrix}
d & -b \\
-c & a
\end{pmatrix}
\]

(where \( C(X) \) is the ring of continuous functions on a compact space \( X \) with values in \( k = \mathbb{R} \) or \( \mathbb{C} \)).

c) Compute \( L(A) \) where \( A \) is the ring of continuous functions on \( X \) with values in \( H \), provided with the anti-involution

\[
a + bI + cJ + dK \rightarrow a - bI - cJ - dK,
\]

or

\[
a + bI + cJ + dK \rightarrow a + bI + cJ - dK.
\]

d) Let \( X \) be a space with involution and let \( A \) be the (commutative) Banach algebra of complex continuous functions on \( X \), provided with the involution \( f \mapsto \overline{f} \), where \( \overline{f}(x) = \overline{f(x)} \) (\( \overline{x} \) being the image of \( x \) under the involution). Show that \( L(A) \approx KR(X) \).

8. Historical Note

There are now many proofs of the periodicity theorems. The original due to Bott used Morse theory (Milnor [5], Bott [2]). A second proof (in complex K-theory) was given by Atiyah and Bott [1]: this is essentially the one we have presented in III.1 (although with several changes in method of presentation). There is also a proof by Atiyah, which relies on Fredholm operators in Hilbert spaces (cf. Atiyah [7]; see also the author [5] for an algebraic interpretation).

Apart from the original proof by Bott, there are basically two "elementary" ways to prove Bott periodicity in real K-theory. One uses the KK-theory of Atiyah ([6]; cf. also §7.4. The other, which is an adapted proof of 1.3, is due to Wood [1] and the author [2]. Again with changes in presentation, this is the proof we choose to include since it immediately provides the "right" classifying spaces of the groups \( K^{-n}(X) \), and the eight homotopy equivalences of Bott (cf. III.5). There is also an "homological" proof of these homotopy equivalences in the Cartan-Moore Seminar 1959/60 [1].

Bott periodicity has been generalized in many directions. First of all there is a deep connection between the periodicity and the methods developed by Atiyah and Singer in the index theorem (Atiyah [7]). In algebraic K-theory, there is an analog to Theorem 1.11, which is due to Bass, Heller, and Swan (cf. §7.12). There are also analogs of Theorems 2.11 and 5.22 (among others) in Hermitian K-theory (cf. the author [4]).

Finally, it must be noted that the introduction of Clifford algebras in real K-theory, which is a key to our proof of the periodicity theorems, is due to Atiyah, Bott, and Shapiro [1]. Clifford algebras will play an important role in the next chapter, when we prove Thom isomorphism in real and complex K-theory.
1. The Thom Isomorphism in Complex $K$-Theory for Complex Vector Bundles

1.1. The purpose of this section is to define an isomorphism $K^0(X) \cong K_0(V)$, for any complex vector bundle $V$ over a locally compact space $X$ (note that $K^0(V) \cong K_0(B(V), S(V))$, with respect to any metric on $V$; cf. II.5.12). For $V$ trivial, we again obtain Bott periodicity in complex $K$-theory (cf. III.1.3 and III.2.1); however, Bott periodicity is actually an essential part of our proof. If $X$ is compact, the one point compactification $\tilde{V}$ of $V$ is called the Thom space of $V$. Hence, the isomorphism $K^0(X) \cong K^0(\tilde{V}) \cong K_0(\tilde{V})$ will enable us to compute the $K$-theory of the Thom space of a complex vector bundle. Before defining this isomorphism, we will first establish a general theorem (1.3), which will also be useful in next sections (+ it is the analogous of the Leray-Hirsch-Dold theorem in the framework of $K$-theory).

1.2. Let $\pi: P \to X$ be a continuous map between two locally compact spaces. Then, using the same technique as in II.5.12, we define a product

$$K(X) \times K(P) \to K(P)$$

as the composition $K(X) \times K(P) \to K(X \times P) \xrightarrow{\pi^*} K(P)$, where $j: P \to X \times P$ is the proper map defined by $j(p) = (\pi(p), p)$. More precisely, if we identify the groups $K_X$ and $K_0$ of II.5.16 (cf. II.5.20), the product of $\sigma(F, D) \in K(X)$ and $\sigma(F, \Delta) \in K(P)$ is $\sigma(F, D \oplus \sigma(F, \Delta))$. Therefore, $K(P)$ may be regarded as a module over the ring $K(X)$ (which may have no unit if $X$ is not compact), using the product above.

More generally, if we set $K^s(Z) = \bigoplus_{s \geq 0} K^s(Z) = \bigoplus_{s \geq 0} K(Z \times \mathbb{R}^s)$ (cf. II.4.11) for any locally compact space $Z$, then $K^s(P)$ may be regarded as a $K^s(X)$-module with respect $\omega$ the product

$$K(X \times \mathbb{R}^s) \times K(P \times \mathbb{R}^r) \to K(P \times \mathbb{R}^{s+r})$$

which is defined as the composition

$$K(X \times \mathbb{R}^s) \times K(P \times \mathbb{R}^r) \to K(X \times \mathbb{R}^s \times P \times \mathbb{R}^r) \cong K(X \times P \times \mathbb{R}^{s+r}) \xrightarrow{\pi^*} K(P \times \mathbb{R}^{s+r}).$$
for any matrix $M = (a_{ij})$ with coefficients in $A$, the matrix $I + M^* M$, where $M^* = (\bar{a}_{ji})$, is an invertible matrix. Now show that $L(A) \cong K(A) \oplus K(A)$.

b) Compute $L(A)$ where $A = M_2(C_0(X))$, and the anti-involution on $M_2(C_0(X))$ is given by

$$
\begin{pmatrix}
  a & b \\
  c & d
\end{pmatrix} \mapsto
\begin{pmatrix}
  d & -b \\
  -c & a
\end{pmatrix}
$$

(where $C_0(X)$ is the ring of continuous functions on a compact space $X$ with values in $\mathbb{L} = \mathbb{R}$ or $\mathbb{C}$).

c) Compute $L(A)$ where $A$ is the ring of continuous functions on $X$ with values in $\mathbb{H}$, provided with the anti-involution

$$a + bI + cJ + dK \mapsto a - bI - cJ - dK,$$

or

$$a + bI + cJ + dK \mapsto a + bI + cJ - dK.$$

d) Let $\mathcal{V}$ be a space with involution and let $A$ be the (commutative) Banach algebra of complex continuous functions on $X$, provided with the involution $f \mapsto \overline{f}$, where $\overline{f}(x) = f(\overline{x})$ ($\overline{x}$ being the image of $x$ under the involution). Show that $L(A) \cong KR(X)$.

8. Historical Note

There are now many proofs of the periodicity theorems. The original due to Bott used Morse theory (Milnor [5], Bott [2]). A second proof (in complex $K$-theory) was given by Atiyah and Bott [1]; this is essentially the one we have presented in III.1 (although with several changes in method of presentation). There is also a proof by Atiyah, which relies on Fredholm operators in Hilbert spaces (cf. Atiyah [7]; see also the author [3] for an algebraic interpretation).

Apart from the original proof by Bott, there are basically two "elementary" ways to prove Bott periodicity in real $K$-theory. One uses the $KR$-theory of Atiyah ([5]; cf. also 7.14. The other, which is an adapted proof of 1.3, is due to Wood [1] and the author [2]. Again with changes in presentation, this is the proof we choose to include since it immediately provides the "right" classifying spaces of the groups $K^{2n}(X)$, and the eight homotopy equivalences of Bott (cf. III.5). There is also an "homological" proof of these homotopy equivalences in the Cartan-Moore Seminar 1959/60 [1].

Bott periodicity has been generalized in many directions. First of all there is a deep connection between the periodicity and the methods developed by Atiyah and Singer in the index theorem (Atiyah [7]). In algebraic $K$-theory, there is an analog to Theorem 1.11, which is due to Bass, Heller, and Swan (cf. 7.12). There are also analogs of Theorems 2.11 and 5.22 (among others) in Hermitian $K$-theory (cf. the author [4]).

Finally, it must be noted that the introduction of Clifford algebras in real $K$-theory, which is a key to our proof of the periodicity theorems is due to Atiyah, Bott, and Shapiro [1]. Clifford algebras will play an important role in the next chapter, when we prove Thom isomorphism in real and complex $K$-theory.
Chapter IV  
Computation of Some $K$-Groups

1. The Thom Isomorphism in Complex $K$-Theory for Complex Vector Bundles

1.1. The purpose of this section is to define an isomorphism $K_0^q(Y) \approx K_0^q(V)$, for any complex vector bundle $V$ over a locally compact space $Y$ (note that $K_0^q(V) \approx K_0^q(BV)$, $S(i)$), with respect to any metric on $V$; cf. II.5.12. For $V$ trivial, we again obtain Bott periodicity in complex $K$-theory (cf. III.1.3 and III.2.1); however, Bott periodicity is actually an essential part of our proof. If $X$ is compact, the one-point compactification $\bar{V}$ of $V$ is called the Thom space of $V$. Hence, the isomorphism $K_0^q(Y) \approx K_0^q(V) \approx \tilde{K}_0^q(V)$ will enable us to compute the $K$-theory of the Thom space of a complex vector bundle. Before defining this isomorphism, we will first establish a general theorem (1.3), which will also be useful in next sections (as it is the analogous of the Cartan-Hochschild theorem in the framework of $K$-theory).

1.2. Let $\pi: P \to X$ be a continuous map between two locally compact spaces. Then, using the same technique as in II.5.12, we define a product

$$K(X) \times K(P) \longrightarrow K(P)$$

as the composition $K(X) \times K(P) \to K(\chi \times P) \to K(P)$, where $j: P \to \chi \times P$ is the proper map defined by $j(p) = (\pi(p), p)$. More precisely, if we identify the groups $K$ and $K_0$ of II.5.16 (cf. II.5.20), the product of $\sigma(E, D) \in K(X)$ and $\sigma(F, A) \in K(P)$ is $\sigma(E \otimes F, \pi^*D \otimes I + I \otimes A)$. Therefore, $K(P)$ may be regarded as a module over the ring $K(X)$ (which may have no unit if $X$ is not compact), using the product above.

More generally, if we set $K^s(Z) = \oplus_{q=0}^{\infty} K_q^s(Z) = \oplus_{q=0}^{\infty} K(Z \times \mathbb{R}^q)$ (cf. II.4.11) for any locally compact space $Z$, then $K^s(P)$ may be regarded as a $K^s(X)$-module with respect to the product

$$K(X \times \mathbb{R}^q) \times K(P \times \mathbb{R}) \longrightarrow K(P \times \mathbb{R}^{q+r})$$

which is defined as the composition

$$K(X \times \mathbb{R}^q) \times K(P \times \mathbb{R}) \longrightarrow K(X \times \mathbb{R}^q \times P \times \mathbb{R}) \cong K(\chi \times P \times \mathbb{R}^{q+r}) \longrightarrow K(P \times \mathbb{R}^{q+r})$$.
where \( \iota \) is the proper map \( (p, \lambda) \mapsto (\pi(p), p, \lambda) \). More precisely, if \( \sigma(E, D) \in K(X \times \mathbb{R}^8) \) and \( \sigma(F, J) \in K(P \times \mathbb{R}^8) \) (cf. II.15.15), their product is \( \sigma(\pi_1^*E \otimes \pi_2^*F, \pi_1^*D \otimes \iota + 1 \otimes \pi_2^*J) \), where

\[ \pi_1 : P \times \mathbb{R}^{8+8} \to X \times \mathbb{R}^8 \quad \text{and} \quad \pi_2 : P \times \mathbb{R}^{8+8} \to P \times \mathbb{R}^8. \]

1.3. Theorem. Let \( \iota : P \to X \) be a continuous map between two locally compact spaces. Let \( e^1, \ldots, e^n \) be elements of \( K^8(P) \) such that there exists a finite closed cover \( \{W_i\} \) of \( X \) with the following property: for any closed subset \( Y \subseteq W_i \), the restrictions of \( e^1, \ldots, e^n \) to \( K^8(P, Y) \) form a basis of \( K^8(P, Y) \) as a \( K^8(Y) \)-module, where \( P, Y \) are \( \iota^{-1}Y \). Then \( K^8(P) \) is a free \( K^8(X) \)-module with basis \( e^1, \ldots, e^n \).

Proof. Suppose \( e^i = \sigma(F^i, J^i) \). Then for any locally compact subspace \( T \) of \( X \), we define \( F^i_T = F^i |_T, J^i_T = J^i |_T \), and a fundamental homomorphism

\[ \varphi_T^i : K(T \times \mathbb{R}^8)^n \to K(P_T \times \mathbb{R}^8), \]

by the formula

\[ \varphi_T^i(x_1, \ldots, x_n) = x_1 \cdot e^1_T + \cdots + x_n \cdot e^n_T, \]

where the expression \( x_i \cdot e^i_T \) denotes \( \sigma(\pi_T^*E_i \otimes \theta^*_T F^i_T, \pi_T^*D_i \otimes \iota + 1 \otimes \theta^*_T J^i_T) \) with \( x_i = \sigma(E_i, D_i) \in K(T \times \mathbb{R}^8), \pi_T : P_T \times \mathbb{R}^8 \to T \times \mathbb{R}^8 \), and \( \theta_T : P_T \times \mathbb{R}^8 \to P_T \). If \( T \) is closed, then \( x_i \cdot e^i_T \) is simply the product of \( x \) by the restriction of \( e^i \) to \( \iota^{-1}(T) \) (cf. the second formula given in 1.2). In general (\( T \) is not necessarily closed), the formula giving \( \varphi_T^i \) makes sense, since \( \pi_T^*D_i \otimes \iota + 1 \otimes \theta^*_T J^i_T \) is admissible in the sense of II.15.15, because it defines a bundle isomorphism outside a compact subset of \( P_T \times \mathbb{R}^8 \) (cf. the computation made in II.5.21). Thus in order to prove Theorem 1.3, it suffices to show that \( \varphi_T^i \) is an isomorphism.

The homomorphisms \( \varphi_T^i \) have some "natural" properties, which can easily be verified by checking the explicit formulas above. If \( T \) is closed in \( T \), we have the commutative diagram

\[ K(T \times \mathbb{R}^8)^n \xrightarrow{\varphi_T^i} K(P_T \times \mathbb{R}^8) \]

where the vertical maps are defined by restriction.

If \( T \) is open in \( T \), we also have the commutative diagram

\[ K(T \times \mathbb{R}^8)^n \xrightarrow{\varphi_T^i} K(P_T \times \mathbb{R}^8) \]

where the vertical maps are defined by restriction.
where the vertical maps are defined by "extension", i.e. as the composition

\[ K(T' × \mathbb{R}^q) \cong K(T × \mathbb{R}^q, (T - T') × \mathbb{R}^q) \longrightarrow K(T × \mathbb{R}^q), \]

or

\[ K(P_T × \mathbb{R}^q) \cong K(P_T × \mathbb{R}^q, (P_T - P_{T'}) × \mathbb{R}^q) \longrightarrow K(P_T × \mathbb{R}^q) \]

cf. II.1.19). Moreover, the diagram

\[
\begin{array}{ccc}
K(T × \mathbb{R}^q)^n & \xrightarrow{\varphi_1^n} & K(P_T × \mathbb{R}^q) \\
\downarrow & & \downarrow \\
\tilde{c}_{r,1 - r,0} & & \tilde{c}_{r,0 - r,1}
\end{array}
\]

\[
\begin{array}{ccc}
K(T' × \mathbb{R}^q)^n & \xrightarrow{\varphi_2^n} & K(P_{T'} × \mathbb{R}^q) \\
\downarrow & & \downarrow \\
\tilde{c}_{r,1 - r,0} & & \tilde{c}_{r,0 - r,1}
\end{array}
\]

where \( \tilde{c} \) is the connecting homomorphism described in II.4.9, is also commutative. This follows from the fact that the connecting homomorphism \( \tilde{c} \) is the composition of two maps of the form \( \alpha^* - 1 \) and \( \beta^* \), where \( \alpha^* \) and \( \beta^* \) are induced by extension from open subsets (cf. II.4.9). By the substitutions \( T ↦ T × \mathbb{R}^q, T' ↦ T' × \mathbb{R}^q, \) and \( P ↦ P × \mathbb{R}^q, \) we also obtain the commutative diagram

\[
\begin{array}{ccc}
K(T × \mathbb{R}^q)^n & \xrightarrow{\varphi_1^n} & K(P_T × \mathbb{R}^n + 1) \\
\downarrow & & \downarrow \\
K(T' × \mathbb{R}^q)^n & \xrightarrow{\varphi_2^n} & K(P_{T'} × \mathbb{R}^q)
\end{array}
\]

(up to sign, depending on convention; cf. II.5.27). Finally, if \( S \) and \( T \) are closed subsets of \( X \), and if \( q ≤ 0 \), we have the diagram

\[
\begin{array}{ccc}
K^{q-1}(S × \mathbb{R})^n ⊕ K^{q-1}(T × \mathbb{R})^n & \longrightarrow & K^{q-1}(S ∩ T × \mathbb{R})^n \\
\varphi_5^{q-1} ⊕ \varphi_6^{q-1} & \longrightarrow & \varphi_7^{q-1}(S ∩ T)^n \\
\downarrow & & \downarrow \\
K^{q-1}(P_S × \mathbb{R})^n ⊕ K^{q-1}(P_T × \mathbb{R})^n & \longrightarrow & K^{q-1}(P_{S∩T} × \mathbb{R})^n \\
\varphi_5^{q-1} ⊕ \varphi_6^{q-1} & \longrightarrow & \varphi_7^{q-1}(P_{S∩T})^n \\
\longrightarrow & & \varphi_7^{q-1}(P_{S∩T}) \\
\phi_5^{q-1} ⊕ \phi_6^{q-1} & \longrightarrow & \phi_7^{q-1}(P_{S∩T}) \\
\longrightarrow & & \phi_7^{q-1}(P_{S∩T})
\end{array}
\]

In this diagram the horizontal sequences are the Mayer-Vietoris exact sequences (II.4.18). The diagram is commutative by the observations above, and by the fact that the homomorphism \( d \), in the Mayer-Vietoris exact sequence, is the composition of restrictions, extensions, and connecting homomorphisms \( \tilde{c} \) (cf. II.4.18).

Now let \( W_1, \ldots, W_n \) be a finite closed cover of the space \( X \) satisfying the hypothesis of the theorem. Let \( Z_i = W_{i1} ∪ \cdots ∪ W_{i j} \). We prove that \( \alpha_i^*: K^q(Z_i) \longrightarrow K^q(P_{Z_i}) \) is an isomorphism for \( q ≤ 0 \) by induction on \( i \). If we put \( S = W_{i1} ∪ \cdots ∪ W_{i j} \)}
and \( T = W_{i+1} \), we may write the two Mayer-Vietoris exact sequences above, with \( S \cap T = Z_{i+1} \). Since \( \varphi_Z^x \) is an isomorphism for \( Z = S, T \), or \( S \cap T \), by the inductive hypothesis we see that \( \varphi_Z^x = \varphi_Z^{x+1} \) is also an isomorphism. This completes the proof of Theorem 1.3. □

1.3.1. Remark. In fact the proof above shows that in theorem 1.3 we may restrict ourselves to subspaces \( \psi := w_i \) obtained by intersection of \( w_i \) with the union of \( w_j \), \( j < i \).

1.4. We wish to apply Theorem 1.3 to the case where \( P \) is the total space of a complex vector bundle \( V \), where \( \pi: V \rightarrow X \) is the canonical projection, and where \( K = K \pi \). If \( X \) is compact, we show that \( K \pi(V) \) is a \( K \pi(X) \)-module of rank one, generated by an element \( U \), (= \( e^1 \) in the notation of the theorem) which belongs to \( K \pi(V) \), and which will be called the Thom class of the complex vector bundle \( V \).

This element \( U \) is constructed using a metric \( \varphi \) on \( V \) (1.8.5), and the metric \( \psi \) induced on the bundle \( A(V) \) of exterior algebras associated with \( V \) (1.4.8 c)). More precisely, if \( V \) is a fiber of \( V \), then the metric \( \psi \) on \( A(V)^n \rightarrow A(V) \), is defined by the formula:

\[
\psi(x_1 \wedge \cdots \wedge x_n, y_1 \wedge \cdots \wedge y_n) = 0 \quad \text{if} \quad n = 1,
\]

\[
\psi(x_1 \wedge \cdots \wedge x_n, y_1 \wedge \cdots \wedge y_n) = \text{Det}(\varphi(x_i, y_j)).
\]

In particular, the products \( e_{i_1} \wedge \cdots \wedge e_{i_p} \) for \( i_1 < \cdots < i_p \) and \( p \leq \dim(V) \), are an orthonormal basis of \( A(V)^n \) (which is of complex dimension \( 2^{\dim(V)} \)), if the \( e_i \) are an orthonormal basis of \( V \). By defining local coordinates, we see that \( \psi \) is continuous.

For a vector \( v \in V \), we let \( d_v: A(V) \rightarrow A(V) \) denote the linear map defined by \( d_v(e) = v_A e \). Let \( r_v: A(V)^n \rightarrow A(V) \) be the adjoint of \( d_v \) with respect to the metric \( \psi \) above.

1.5. Lemma. We have the identity

\[
(d_v + r_v)^2 = d_v r_v + r_v d_v = \varphi_x(v, v) = Q_x(v),
\]

where \( Q_x \) denotes the positive definite quadratic form associated with \( \varphi_x \).

Proof. Each element \( e \) of \( A(V) \) may be written as \( e = v_A w + w' \), where \( w \) and \( w' \) are orthogonal to \( v \) (choose an orthonormal basis \( (e_i) \) of \( V \) such that \( v = \lambda e_1 \)). Therefore

\[
r_v(d_v(e)) = r_v(v_A w) = Q_x(v) w,
\]

and

\[
r_v(d_v(e)) = r_v(v_A w) = Q_x(v) w + v_A w.
\]

Hence

\[
(d_v + r_v)^2 = d_v r_v + r_v d_v = Q_x(v). \quad \Box
\]

1.6. By applying Lemma 1.5, the element \( U \in K \pi(V) \) may now be described as follows. We have \( U = \sigma(n^n A(V), d) \), where \( \pi: V \rightarrow X \), where \( A(V) \) is provided
with the $\mathbb{Z}/2$-grading defined in III.3.7 and the metric $\psi$, and where $\Delta: \pi^* A(V) \to \pi^* A(V)$ is defined over the point $(x, v) \in \pi^* V$, for $x \in X$ and $v \in V_x$, by the operator $\Delta_{x,v} = d_x + c_v$. Since $(D_{x,v})^2 = Q_x(v)$, $\Delta$ is an isomorphism outside the zero section of $V$, hence $\Delta$ is admissible in the sense of II.5.15. Moreover, if $V$ is trivial, say $V = X \times \mathbb{C}^n$, then $A(V) = X \times A(\mathbb{C}^n)$ and $U_V = \sigma(E, A)$, where $E = X \times \mathbb{C}^n \times \mathbb{A}(\mathbb{C}^n)$, and $\Delta(x, v, e) = (x, v, (d_x + c_v)(e))$. Therefore, $\Delta$ is continuous.

All that remains to be shown is that $U_V = e^A$ satisfies the hypothesis of Theorem I.3. To do this, we need the following proposition:

1.7. Proposition. Let $V$ and $V'$ be complex vector bundles with bases $X$ and $X'$, respectively. Then $U_{V \oplus V'} = U_V \cup U_{V'}$. (note that $V \oplus V' = V \times V'$; cf. I.4.9).

Proof. Let $U_V = \sigma(\pi^* A(V), A)$ and $U_{V'} = \sigma(\pi'^* A(V'), A')$ be the Thom classes of $V$ and $V'$, respectively, where $\pi: V \to X$ and $\pi': V' \to X'$. According to the formula given in II.5.21 for the cup-product, we have

$$U_V \cup U_{V'} = \sigma(\pi^* A(V) \boxtimes \pi'^* A(V'), A \boxtimes 1 + 1 \boxtimes A').$$

Let $\pi_1, \tilde{\pi}_1, \pi_2, \tilde{\pi}_2, \pi''$ be the obvious projections

$$V \times V' \begin{array}{c} \pi_1 \end{array} \begin{array}{c} \pi'' \end{array} \begin{array}{c} \pi_2 \end{array} \begin{array}{c} \tilde{\pi}_1 \end{array} \begin{array}{c} \tilde{\pi}_2 \end{array} X \times X'$$

By definition, we have an isomorphism $\pi^* A(V) \boxtimes \pi'^* A(V') = \pi_1^* A(V) \oplus \pi_2^* A(V)$ (I.4.9). Moreover, we have an isomorphism

$$\pi_1^* A(V) \cong \pi_2^* A(V') \overset{\phi}{\to} \pi''^* A(V \times V'),$$

defined by the formula

$$(v, v', \sum e_i \otimes e_i) \mapsto (v, v', \sum e_i \otimes e_i),$$

where we consider $A(V_x)$ and $A(V'_x)$ as imbedded in the obvious way in $A(V \times V')_x = A(V_x \oplus V'_x) \cong A(V_x) \otimes A(V'_x)$ (cf. III.3.10). Therefore, the proposition is equivalent to the commutativity of the diagram

$$\begin{array}{cc}
\pi_1^* A(V) \oplus \pi_2^* A(V') & \overset{\phi}{\to} \pi''^* A(V \times V') \\
\downarrow^\Delta & \downarrow^\sigma \\
\pi_1^* A(V) \oplus \pi_2^* A(V') & \overset{\phi}{\to} \pi''^* A(V \times V'),
\end{array}$$
where \( I = \pi_+ A \otimes 1 + 1 \otimes \pi_+ A \), and where \( \sigma(\pi^* A(V \times V')) = A''(V \times V') \) as defined in 1.6. The commutativity of this diagram is a matter of linear algebra: we must verify the commutativity of the vector space diagram (where \( V \) and \( V' \) are now vector spaces)

\[
\begin{array}{c}
A(V) \otimes A(V') \xrightarrow{\theta} A(V \oplus V') \\
(\theta \otimes 1) \downarrow & (1 \otimes \theta) \downarrow & d + e, e' \downarrow \\
A(V) & A(V') & A(V \oplus V'),
\end{array}
\]

where \( \theta(\sum e_i \otimes e'_j) = \sum e_i A e'_j, v \in V \oplus V', \) and \( e' \in V' \subset V \oplus V'. \)

Since \( \theta \) is an isometry, it suffices to verify the commutativity of the diagram

\[
\begin{array}{c}
A(V) \otimes A(V') \xrightarrow{\theta} A(V \oplus V') \\
d \otimes 1 & + 1 \otimes d. & d + e, e' \\
A(V) \otimes A(V') & A(V \oplus V'),
\end{array}
\]

However, if \( e \) and \( e' \) are homogeneous elements of \( A(V) \) and \( A(V') \) respectively, we have

\[
\theta((d \otimes 1 + 1 \otimes d)(e A e')) = u e A e' + (-1)^{\delta \rho(e)} A e' A e = d + e, e' = (d \otimes 1 + 1 \otimes d)(e \otimes e').
\]

1.8. Corollary. If \( \lambda = \lambda' \), and if \( (x, \beta) \mapsto \lambda \cdot \beta \) denotes the product

\[
K(V) \times K(V') \rightarrow K(V \oplus V')
\]

obtained by the composition \( K(V) \times K(V') \rightarrow K(V \times V') \xrightarrow{\pi_+} K(V \oplus V') \), where \( \pi \) is the canonical inclusion \( V \oplus V' \subset V \times V' \) (1.4.9), then we have the formula

\[
U_{V \oplus V'} = U_V U_{V'}.
\]

1.9. Theorem (Thom isomorphism). Let \( V \) be a complex vector bundle with compact base \( X \). Then \( K^*_{\pi}(V) \) is a free \( K^*_{\pi}(X) \)-module of rank one, generated by the Thom class \( U_V \).

Proof. Let \( (W_i) \) be a finite closed cover of \( X \) such that \( V|_{W_i} \) is trivial, say \( V|_{W_i} = W_i \times \mathbb{C}^n \). If \( Y \subset W_i \), then \( V|_Y \cong Y \times \mathbb{C}^n \), and the Thom class \( U_V|_Y = U_{V|_Y} \) may be written as \( U \cup w_i \), where \( w_i \) is the Thom class of \( \mathbb{C}^n \) regarded as a bundle over a point. By Bott periodicity in complex K-theory (III.2.1), and 1.2, it is therefore
enough to check that $u_\ast$ is a generator of $K_\mathbb{C}(\mathbb{C}^n) = K_\mathbb{C}(\mathbb{R}^{2n}) \cong \mathbb{Z}$. Since $u_\ast = (u_\ast)^n$ by 1.7 (applied to bundles over a point), it actually suffices to check that $u_\ast$ is a generator of $K(\mathbb{C})$, but this was shown in II.5.25 and III.1.3. □

1.10. Let us now assume that the base of the vector bundle $V$ provided with a metric, is locally compact. Then even if the Thom class $U_\iota$ is not defined (see, however, Exercise 8.14), we may define a “Thom homomorphism”

$$\beta_\iota: K_\mathbb{C}(X) \longrightarrow K_\mathbb{C}(V)$$

(hence from $K_\mathbb{C}(X)$ to $K_\mathbb{C}(V)$) by the formula

$$\sigma(E, D) \longmapsto \sigma(\pi^*E \otimes \pi^*F, \pi^*D \otimes 1 + 1 \otimes \mathcal{A}),$$

where $\pi: V \to X$, $\mathcal{F} = \pi^*\mathcal{A}(V)$, and $\mathcal{A}$ is defined as before (1.6). Since $\mathcal{A}$ is an isomorphism outside the zero section of $V$, and since $D$ is an isomorphism outside a compact subset of $X$, we see that $\pi^*D \otimes 1 + 1 \otimes \mathcal{A}$ is admissible in the sense of II.5.15.

1.11. **Theorem** (Thom isomorphism for locally compact spaces). Let $V$ be a complex vector bundle over a locally compact base $X$. Then the Thom homomorphism defined above,

$$\beta_\iota: K_\mathbb{C}(X) \to K_\mathbb{C}(V),$$

is an isomorphism.

**Proof.** Let us first assume that there exists a pair of compact spaces $(Z, T)$ such that $X = Z \times T$, and a complex vector bundle $V'$ over $Z$ such that $V'|_Z = V$. Then we have the commutative diagram

$$\begin{array}{cccccc}
K_\mathbb{C}(Z \times \mathbb{R}) & \to & K_\mathbb{C}(T \times \mathbb{R}) & \to & K_\mathbb{C}(X) & \to & K_\mathbb{C}(Z) & \to & K_\mathbb{C}(T) \\
\phi^\iota & & \phi^\iota & & \beta_\iota & & \psi^\iota & & \psi^\iota \\
K_\mathbb{C}(V' \times \mathbb{R}) & \to & K_\mathbb{C}(V' \times \mathbb{R}) & \to & K_\mathbb{C}(V) & \to & K_\mathbb{C}(V') & \to & K_\mathbb{C}(V) \\
\end{array}$$

where the horizontal sequences are exact (cf. the “natural” properties of the homomorphism $\phi^\iota$ and $\partial$ proved in I.3 and II.4.9). Since $\phi^\iota_1, \phi^\iota_2, \phi^\iota_3, \text{ and } \phi^\iota_4$ are isomorphisms (1.9), $\beta_\iota$ is also an isomorphism.

For the general case, we have $K_\mathbb{C}(X) \cong \text{inj lim } K_\mathbb{C}(U_\iota)$, where $(U_\iota)$ runs through the set of relatively compact open sets in $X$ (II.4.21). Similarly $K_\mathbb{C}(V) \cong \text{inj lim } K_\mathbb{C}(V'_\iota)$, where $V'_\iota = V|_{U_\iota}$. Since $U_\iota = \overline{U}_\iota \setminus \text{Fr}(U_\iota)$ (where Fr($U_\iota$) denotes the boundary of $U_\iota$),
we have the commutative diagram

\[ \text{inj \, lim} \text{ } K_\ell(U_i) \xrightarrow{\sim} K_\ell(X) \]
\[ \text{inj \, lim} \text{ } K_\ell(V_i) \xrightarrow{\sim} K_\ell(V), \]

where the first vertical arrow is an isomorphism by what we just proved. Therefore \( \beta_c \) is an isomorphism. \( \Box \)

1.12. Remark. If we replace \( X \) by \( X \times \mathbb{R}^q \), and \( V \) by \( V \times \mathbb{R}^q \), it follows that the groups \( K_\ell^{-a}(X) = K_\ell(X \times \mathbb{R}^q) \) and \( K_\ell^{-a}(V) = K_\ell(V \times \mathbb{R}^q) \) are also isomorphic.

1.13. If we choose a metric on \( V \) (which is always possible when the base \( X \) is paracompact; cf. 1.87), we have \( K_\ell(V) \cong K_\ell(B(V) - S(V)) \cong K_\ell(B(V), S(V)) \)
(11.5.19). Since \( B(V) \) has the homotopy type of \( X \), it admits \( X \) as a deformation retract via the zero section, the exact sequence

\[ K_\ell^{-1}(B(V)) \rightarrow K_\ell^{-1}(S(V)) \rightarrow K_\ell(B(V), S(V)) \rightarrow K_\ell(B(V)) \rightarrow K_\ell(S(V)) \]

may also be written as

\[ K_\ell^{-1}(X) \xrightarrow{\pi^*} K_\ell^{-1}(S(V)) \rightarrow K_\ell(X) \xrightarrow{\gamma} K_\ell(X) \xrightarrow{\pi} K_\ell(S(V)), \]

and is called the \textit{Gysin exact sequence}. The homomorphism \( \pi^* \) is induced by the projection \( \pi^* : S(V) \rightarrow X \). The homomorphism \( \pi \) is defined by \( \sigma(E, D) \rightarrow \sum_{i=0}^{\text{rank} D} (-1)^i \sigma(E \otimes \lambda(V), D \otimes 1) \). When \( X \) is compact, \( \pi \) is simply the product with \( \chi(V) = \sum_{i=0}^{\text{rank} D} (-1)^i [\lambda(V)] \). The element \( \chi(V) \) is called the Euler class (or rather, the analog of the Euler class in \( K_\ell \)-theory; cf. V.3) of the bundle \( V \). Finally, if we replace \( X \) by \( X \times \mathbb{R}^q \), and \( V \) by \( V \times \mathbb{R}^q \), we also have the exact sequence

\[ K_\ell^{-q-1}(X) \xrightarrow{\pi^*} K_\ell^{-q-1}(S(V)) \rightarrow K_\ell^{-q}(X) \xrightarrow{\gamma} K_\ell^{-q}(X) \xrightarrow{\pi} K_\ell^{-q}(S(V)), \]

where once again, \( \alpha \) is defined by the product with the Euler class when \( X \) is compact.

1.14. Example. Let \( CP_n \) denote the complex projective space of \( \mathbb{C}^{n+1} \), and let \( \xi \) be the canonical line bundle over \( CP_n \) (1.24). Then \( \xi \) may be identified with the quotient of \( S^{2n+1} \times \mathbb{C} \) by the equivalence relation \( (x, t) \sim (\lambda x, \lambda^{-1} t) \), for \( \lambda \in S^1 \subset \mathbb{C} \). Therefore, \( \xi \otimes \cdots \otimes \xi = \xi^{\otimes k} \) may be identified with the quotient of \( S^{2k+1} \times \mathbb{C} \) by the equivalence relation \( (x, t) \sim (\lambda x, \lambda^{-1} t) \). Moreover, we can give
\( \xi^* \text{ the metric defined by } \varphi_{\xi}(x, t), (x, t)) = Q \). It follows that \( S(\xi^*) \) may be identified with the "lens space" \( S^{2n+1}/(\mathbb{Z}/k) \), \( \text{where } \mathbb{Z}/k \) acts on \( S^{2n+1} \in \mathbb{C}^{n+1} \) via the \( k \)th roots of the unity) by the map \((x, t) \rightarrow \sqrt[n]{t} \cdot x\). Hence we obtain the exact sequence (cf. 1.13)

\[
K_0(P_0(\mathbb{C})) \rightarrow K_0(P_0(\mathbb{C}))/\pi^* \rightarrow K_0(S^{2n+1}/(\mathbb{Z}/k) \rightarrow K_1(P_0(\mathbb{C})),
\]

where \( \pi^* \) is a ring map and \( \pi \) is multiplication by the Euler class of \( \xi^* \mathbb{R}^k \), i.e., \( 1 - [\xi^* \mathbb{R}^k] \).

We will utilize this exact sequence in the computation of \( K_0(S^{2n+1}/(\mathbb{Z}/k)) \) in the next section.

**Exercises** (Section IV.8) 2, 11, 13.

2. Complex \( K \)-Theory of Complex Projective Spaces and Complex Projective Bundles

2.1. Since we do not consider real \( K \)-theory in this section, we denote complex \( K \)-theory \( K_0 \) simply by the letter \( K \). Hence \( K(X) = K_0(X), K(X, Y) = K_0(Y, X) \), etc.

2.2. Let \( V \) be a complex vector bundle with compact base \( X \). We let \( P(V) \) denote the bundle on \( X \), whose fiber over a point \( x \) is \( P(V_x) \). More precisely, the topology on \( P(V) = \bigsqcup_{x \in X} P(V_x) \) is defined by the same procedure as in 1.4.5: the function \( q \) in \( x \in X \).

1.4.3 is replaced by the functor from \( \mathcal{E}_c \) to \( \text{Top} \), given by \( E \mapsto \pi(E) \), where \( \text{Top} \) is the category of topological spaces, and \( \mathcal{E}_c \) is the category whose objects are the finite dimensional complex vector spaces, and whose morphisms are the isomorphisms between them.

The purpose of this section is to compute \( K_0(P(V)) \) in terms of \( K_0(X) \) (2.16). This is nontrivial even when \( X \) is a point, i.e., \( P(V) = CP^\infty_\bullet \) for some \( n \). In this computation, an important role is played by the canonical line bundle, denoted by \( \xi \) or \( \xi_V \), over \( P(V) \) it is the bundle on \( X \), whose fiber over \( x \) is the canonical line bundle on \( P(V_x) \). The argument above shows that \( \xi \) has a well-defined topology. Moreover, \( \xi_V \) may be regarded as a line bundle over \( P(V) \), since locally, we have isomorphisms \( V \cong X \times \mathbb{C}^{n-1} \), and \( P(V) \cong X \times CP^\infty_\bullet \) hence \( \xi \cong X \times \xi^* \).

2.3. Now let \( L \) be a line bundle over \( X \). Then \( P(L) \) is isomorphic to \( X \) by the canonical projection, and \( P(V \otimes L) \rightarrow P(L) \) may be identified with the line bundle \( \xi^* \otimes \pi^* L \rightarrow \text{HOM}(\xi^* \mathbb{R}^k, \pi^* L) \), where \( \pi : P(V) \rightarrow X \), over the space \( X \) (1.4.8.d)). More precisely, if \( \xi \rightarrow \xi_V \rightarrow L \) is a

\[
\begin{array}{ccc}
\xi_V & \xrightarrow{q} & L \\
\downarrow & & \downarrow \\
P(V) & \xrightarrow{p} & X
\end{array}
\]
general morphism over $\pi(1.1.6)$, and if $v$ is a nonzero vector of $\xi_v$, then the pair $(v, g(v))$ defines a point of $P(V \oplus L) - P(L)$, which does not depend on the choice of $v$ in a fiber. In particular, the Thom space (cf. 1.1) of $\xi_v^* \otimes \pi^*L$ is homeomorphic to $P(V \oplus L)/P(L) = P(V \oplus L)/X$.

![Diagram](image)

2.4. Proposition. We have the split exact sequence (cf. II.4.13)

$$0 \longrightarrow K'(P(V \oplus L) - X) \longrightarrow K'(P(V \oplus L)) \longrightarrow K'(X) \longrightarrow 0.$$

If $U \in K'(P(V \oplus L) - X)$, then $K'(P(V \oplus L))$ denotes the Thom class of the line bundle $\xi_v^* \otimes \pi^*L$ over $P(V)$, and $j^*_0(U)$ is the Euler class (1.12) of the vector bundle $\xi_v^* \otimes \pi^*L$ over $P(V \oplus L)$, where $\pi_1 : P(V \oplus L) \rightarrow X$. Finally, if $x \in K'(P(V \oplus L))$, and if $x'$ is the restriction of $x$ to $K'(P(V))$ (note that $P(V) \subset P(V \oplus L)$), we have the formula $x'h(u) = j^*_0(\Phi(x'))$, where $\Phi : K'(P(V)) \rightarrow K'(P(V \oplus L) - X)$ is the Thom isomorphism.

Proof. Since $X \approx P(L)$ is a retract of $P(V \oplus L)$, the cohomology exact sequence II.4.13 implies the first part of the proposition. Let us now consider the commutative diagram

$$\begin{array}{c}
\xi_v^* \otimes \pi^*L \approx P(V \oplus L) - P(L) \rightarrow P(V \oplus L) \rightarrow P(V \oplus L) \approx \xi_v^* \otimes \pi^*L \\
\downarrow \quad \downarrow \\
P(V) \rightarrow P(V \oplus L).
\end{array}$$

Then the map $s$ is a general vector bundle morphism (I.1.6), since

$$\xi_v^* \otimes \pi^*L|_{P(V)} \approx \xi_v^* \otimes \pi^*L.$$

Hence the Thom class of $\xi_v^* \otimes \pi^*L$ is induced from the Thom class $U'$ of $\xi_v^* \otimes \pi^*L$ by $s$. Moreover, we have the following commutative diagram of
$K$-groups:

$$K(P(V \oplus L) - P(L)) \xrightarrow{j^*} K(P(V \oplus L))$$

$$K(P(V \oplus L \oplus L) - P(L)) \xrightarrow{j^*} K(P(V \oplus L \oplus L))$$

In this diagram the horizontal homomorphisms are defined by "extension" (II.5.19), and $\times$ is induced by the map $(u, l) \mapsto (u, 0, l)$. However $s^*$ is homotopic to $i^*(P(V \oplus L) - P(L) \oplus L)$ defined by $(v, l) \mapsto (v, l, 0)$, due to the homotopy $l \mapsto (v, l \cos \theta, l \sin \theta)$, for $\theta \in [0, \pi/2]$. Hence

$$j^*(U) = j^*$$(\pi^*(U')) = i^*(j^*\phi(U')) = i^*j^*(\pi^*(U')).$$

If $i$ denotes the zero section of the line bundle $\mathbb{L} \oplus \pi_1^* L$, we also have the commutative diagram of $K$-groups

$$K(P(V \oplus L \oplus L) - P(L)) \xrightarrow{j^*} K(P(V \oplus L \oplus L))$$

$$\xrightarrow{i^*} K(P(V \oplus L))$$

because the image of $i$ is a compact subset of $P(V \oplus L \oplus L) - P(L)$. Since the Euler class is the restriction of the Thom class to the zero section (1.13), $j^*(U) = \pi^*(U')$ is the Euler class of $\mathbb{L} \oplus \pi_1^* L$.

Finally, let us consider an element $x$ of $K'(P(V \oplus L))$. Since $K'(P(V \oplus L) \simeq K'(P(V \oplus L) - X) \oplus K'(X)$, we must check the formula $xj^*_n(U) = j^*(\Phi(x'))$ in two cases:

a) $x \in K'(X) \simeq K'(P(L)) \subset K'(P(V \oplus L))$. Since $j^*$ and $\Phi$ are $K_n(X)$-module homomorphisms, we have $xj^*_n(U) = \pi^*_n \Phi(1) = j^*_n \Phi(x) = j^*_n \Phi(x')$.

b) $x \in K'(P(V \oplus L) - X)$. Then $xj^*_n(U) = j^*_n(x \cdot U) = j^*_n(\Phi(x'))$ by II.5.31 (where $(\alpha, \beta) \mapsto \alpha + \beta$ is the product defined in II.5.30).

2.5. Theorem. Let $X$ be a compact space, and let $P_n = CP_n$ be the complex projective space of $\mathbb{C}^{n+1}$. Then $K^*(X \times P_n)$ is a free $K^*(X)$-module with basis $1, \ldots, e^s$, where $e^s = 1 - [\pi_1^* \pi_2^*]$ is the Euler class of the bundle $\pi_1^* \pi_2^* X \times P_n \to P_n$ (1.2.4). Moreover, we have $e^s + 1 = 0$, which implies $K^*(X \times P_n) \simeq K^*(X)[e^s]$, $\pi^* + 1 = 0$.

Proof. We prove the first part of the theorem by induction on $n$, beginning at $n = 0$. To obtain the $(n + 1)$-stage from the $n$-stage, we consider the split exact sequence

$$0 \to K^*(X \times P_{n+1}, X) \xrightarrow{j^*} K^*(X \times P_{n+1}) \to K^*(X) \to 0.$$
According to 2.4, the Thom isomorphism (denoted by $\Phi_n$) identifies the first group of this sequence with $K^*(X \times P_n)$. To be more precise, let $t_i$ denote the Euler class of $\eta^*_n \otimes \eta^*_m$. Since $\iota_{a+1} \mid |L_{a} \times P_n \rangle \sim \iota_{a}$, we have $j^* \eta^*_a(t^a) = \iota_{a+1}$ by the last part of Proposition 2.4. Therefore, by the induction hypothesis, $j^* \Phi_n$ is an isomorphism between $K^*(X \times P_n)$ and the free sub-module of $K^*(X \times P_{n+1})$ with basis $\iota_{a+1}, \iota_{a+1}, \ldots, \iota_{a+1}$. Since the quotient module is isomorphic to $K^*(X)$, it follows that $1, \iota_{a+1}, \ldots, \iota_{a+1}$ is a basis for $K^*(X \times P_{n+1})$ as a $K^*(X)$-module.

Since the restriction of $t$ to any point of $P_n$ is 0, example 11.5.10 shows that $t^{n+1} = 0$. Hence $K^*(X \times P_n) \simeq K^*(X)[[t]]/[t^{n+1}].$

2.6. Remark. Instead of working with $K^*(Z) = \bigoplus_{r=0}^{\infty} K^r(Z)$ in general, one could as well work with $K^*(Z) = K^0(Z) \oplus K^{-1}(Z)$, where the products $K^i \times K^{j} = K^{i+j}$, for $i$ and $j \in \mathbb{Z}/2$, are defined using Bott periodicity.

2.7. Corollary. The relative group $K^*(X \times P_n, X \times P_n)$ for $k < n$, is the free submodule of $K^*(X \times P_n)$ generated by $\iota_{a+1}, \ldots, \iota_{a+1}$.

Proof: This is a direct consequence of the split exact sequence of $K^*(X)$-modules

$$0 \to K^*(X \times P_n, X \times P_n) \to K^*(X \times P_n) \to K^*(X \times P_n) \to 0,$$

where $\beta$ is surjective (hence $\alpha$ injective) by the previous proposition. $\Box$

2.8. Corollary. We have $K^i(P_n) = 0$ and $K^q(P_n) \simeq \mathbb{Z}[t]/(t^{n+1})$, where $t = 1 - \left[ \frac{\eta^*_n}{\eta^*_m} \right]$ is the Euler class of $\eta^*_n$.

2.9. Corollary. Let $P_n$ and $P_m$ be complex projective spaces, and let $\eta_1 = \pi^*_n \otimes \pi^*_m$ and $\eta_2 = \pi^*_n \otimes \pi^*_m$, where $\pi_1: P_n \times P_m \to P_n$ and $\pi_2: P_n \times P_m \to P_m$. Let $x$ and $y$ be the Euler classes of the line bundles $\eta_1$ and $\eta_2$. Then $K^i(\eta_1, \eta_2) = 0$ and $K^i(\eta_1, \eta_2) \simeq \mathbb{Z}[x,y]/(x^m, y^m, x^p, y^p)$.

2.10. Proposition. Let $L_1$ and $L_2$ be line bundles over a compact base $X$. Then $\chi(L_1 \otimes L_2) = \chi(L_1) + \chi(L_2) - \chi(L_1) \chi(L_2)$. Moreover, $z = \chi(L_1)$ is nilpotent, and $\chi(L_1^*) = -z + z^2 - \cdots + z^n$. Finally, $\chi(L_1^* \otimes L_2)$ may be written as $(\chi(L_1) - 1)^{n-1}h$, where $h$ is a unit element.

Proof. Since in general $\chi(V) = \sum_{i=0}^{\text{rank}(V)} (-1)^i \chi(V)$ by 1.13, we have $\chi(V) = 1 - \left[ V \right]$ if $V$ is a line bundle. Hence,

$$\chi(L_1 \otimes L_2) = 1 - \left[ L_1 \otimes L_2 \right] = (1 - \left[ L_1 \right]) + (1 - \left[ L_2 \right]) - (1 - \left[ L_1 \right])(1 - \left[ L_2 \right]),$$

thus proving the first part of the proposition.

Now $\chi(L_1)$ obviously belongs to $K^*(X)$, hence is nilpotent by 11.9. If $x$ is the Euler class of $L_1^*$, we must have the relation $x + z - z^2 = 0$, since $\chi(L_1 \otimes L_1^*) = 0$. 

Therefore \( x = -z(1 - z)^{-1} = -z - z^2 - \cdots - z^n - \cdots \) in the ring \( K(X) \).

Finally, if we set \( t_1 = \chi(L_1) \) and \( t_2 = \chi(L_2) \), we have

\[
\chi(L_1 \oplus L_2) = -t_2 \cdot (1 - t_2)(-t_1^2 - \cdots - t_1 - \cdots) = (t_2 - t_1)(1 + t_1 + t_1^2 + \cdots),
\]

which is of the form \((t_2 - t_1)h\), where \( h \) is a unit. □

2.11. Corollary. Let \( u \) be the Euler class of \( \pi^*\xi_m \), where \( \pi: X \times P_n \rightarrow X \). Then \( K^*(X \times P_n) \cong K^*(X)[[u]]/(u^{n+1}) \).

2.12. With the aid of 2.11, we now finish the computation begun in 1.14. If \( L_{n,k} \) denotes \( S^{2n+1}/(\mathbb{Z}/k) \), we have the exact sequence

\[
0 \rightarrow K(P^n) \xrightarrow{\alpha} K(P^n) \rightarrow K(L_{n,k}) \rightarrow 0,
\]

where \( \alpha \) is multiplication by the Euler class of \( \xi^{\otimes k} \), i.e., \( (1 - u)^k \). Therefore, \( K(L_{n,k}) \) is a finite group of at most \( k^n \)-torsion. For example, if \( k = 2 \), then \( K(L_{n,2}) \cong K(RP_{2n+1}) \cong \mathbb{Z}/2^n \mathbb{Z} \), with generator \( [H^*] - 1 \), where \( H^* \) is the complexification of the canonical real line bundle over \( RP_{2n+1} \) (1.2.4; cf. also 6.47).

2.13. Proposition. Let \( X \) be a compact space, and let \( V \) be a complex vector bundle of rank \( n \) over \( X \). Let \( u \) be the Euler class of the line bundle \( \xi_{\nu} \), as in (2.2). Then \( K^*(P(V)) \) is a free \( K^*(X) \)-module with basis \( 1, u, \ldots, u^{n-1} \). In particular, the homomorphism \( K^*(X) \rightarrow K^*(P(V)) \) is injective.

Proof: If \( V \) is trivial, say \( X \times \mathbb{C}^n \), then \( \xi_{\nu} \approx \pi^*\xi_{\nu} \), where \( \pi: P(V) \approx X \times P_n \rightarrow P_n \).

Therefore, by 2.11, the proposition is true in this case. Now let \( W_1, \ldots, W_r \) be a finite cover of \( X \) such that \( V|_{W_i} \) is trivial, and let \( v_i = u^{i-1} \). Now we apply Theorem 1.3 since \( V|_{\nu} \) is trivial when \( Y \subset W_i \). □

2.14.1. Proposition. Using the notation of 2.13, let us assume that \( V = \bigoplus_{i=1} L_i \), where the \( L_i \) are line bundles. Then we have the relation

\[
\left( \bigotimes_{i=1} (u - \chi(L_i)) \right) - 0, \text{ where } u \text{ is the Euler class of } \xi_{\nu}.
\]

Proof. Since the proposition is clear for \( n = 1 \), we proceed by induction on \( n \). Let us consider a line bundle \( L_{n+1} = L \) over \( X \), and the product \( y = \bigotimes_{i=1} (v - \chi(L_i)) \), where \( v \) is the Euler class of the line bundle \( \xi_{\nu} \oplus L \) over \( P(V \oplus L) \).
Then
\[ y = x \cdot \tau, \quad \text{where} \quad x = \prod_{i=1}^{n} (v - \chi(L_i)), \]
and
\[ \tau = -\chi(L) \otimes \left( \prod_{i=1}^{n} \pi^*_i L_i \right) \quad \text{for} \quad \pi_i : P(V \oplus L) \to X, \]
up to a unit element (2.10). Using the notation of 2.4, we have \( x \cdot \tau = \int_{\varphi} \Phi(x') \).
where \( x' = \prod (u - \chi(L_i)) = 0 \), by the induction hypothesis. Hence \( y = 0 \) as required. \( \square \)

2.14.2. Remark. Let \( \pi : P(V) \to X \) denote the canonical projection. Then the vector bundle \( \xi \otimes (\prod \pi^* L_1 \otimes \cdots \otimes \pi^* L_n) \cong \xi \otimes \pi^* V \approx \text{HOM}(\xi, \pi^* V) \) has a canonical nonzero section, since \( \xi \) is a sub-bundle of \( \pi^* V \). Therefore its Euler class which is \( \prod (u - \chi(L_i)) \) up to a unipotent element by 1.13 and 2.10, must be 0. This provides another proof of 2.14.1.

There still remains the task of determining the ring structure of \( K^*(P(V)) \), when \( V \) is an arbitrary complex vector bundle. For this and many other computations, we use the following theorem called the “splitting principle”:

2.15. Theorem. Let \( V \) be a complex vector bundle with compact base \( X \). Then we can find a space \( F(V) \) and \( \pi : F(V) \to X \), which depend naturally on \( V \), such that

a) the homomorphism \( \pi^* : K^*(X) \to K^*(F(V)) \) is injective,

b) the vector bundle \( \pi^* V \) splits into the Whitney sum of line bundles.

Proof. We prove the theorem by induction on the rank of \( V \). If the rank is equal to 1, we choose \( F(V) = X \), of course. When the rank of \( V \) is greater than 1, we consider the projective bundle \( P(V) \) associated with \( V \). Now the canonical line bundle \( \xi = \xi_\nu \) on \( P(V) \) is a sub-bundle of \( V' = \pi^* V \), where \( \nu : P(V) \to Y \). We set \( F(V) = P(V' / \xi) \), and \( \pi \) equal to the composition \( F(V' / \xi) \to P(V) \to X \). By 2.13 and the inductive hypothesis, the homomorphism \( K^*(X) \to K^*(F(V)) \) is injective. Moreover, since \( P(V) \) is compact, we may write \( V' \approx \sum \otimes V \otimes \xi (1.15.13) \). Since \( \pi^*(V) \otimes \xi \) is the sum of line bundles by the inductive hypothesis, we see that \( \pi^*(V) = \pi^* \pi^* V \) is also the sum of line bundles. \( \square \)

2.16. Theorem. Let \( h \) be the class of the canonical line bundle \( \xi_\nu \) in \( K(P(V)) \). Then \( K^*(P(V)) \) is a free \( K^*(X) \) module with basis \( 1, h, \ldots, h^{n-1} \). Moreover, \( h^a \) is determined by the relation

\[ h^a \left[ \lambda^1(V) \right] \equiv a^{n-1} - \lambda^2(V) ]h^{n-2} + \cdots + (-1)^a [\lambda^a(V) \equiv 0. \]

where \( \lambda^i(V) \) is the \( i \)th exterior power of \( V \) (1.4.8).

Proof. Since \( v = 1 - h \), it is clear that \( 1, h, \ldots, h^{n-1} \) are a basis for \( K^*(P(V)) \) as a \( K^*(X) \) module by 2.14. Now, to prove the relation in the theorem, we may assume
that \( V \) is the sum of line bundles by the splitting principle (2.15). If \( V = \bigoplus_{r=1}^n L_r \), we have

\[
\begin{align*}
\zeta^1(V) &= \bigoplus_{r=1}^n L_r, \\
\zeta^2(V) &= \bigoplus_{r_1 < r_2} L_{r_1} \otimes L_{r_2}, \\
&\vdots \\
\zeta^n(V) &= L_1 \otimes L_2 \otimes \cdots \otimes L_n.
\end{align*}
\]

Hence \( \zeta(V) \) may be expressed as the \( r^{th} \) symmetric polynomial of the \([L_i]\) in the ring \( K(X) \), and the relation may be written as

\[
\prod_{i=1}^n (u - [L_i]) = 0,
\]

which is equivalent to \( \prod_{i=1}^n (u - \chi(L_i)) = 0 \), since \( \chi(L_i) = 1 - [L_i] \). Therefore, the theorem follows from 2.14. \( \square \)

The next observations will be very useful in V.3.

**2.17. Proposition.** For each vector bundle \( V \) of rank \( n \), with compact base \( X \), we define "characteristic classes" \( c_i(V) \in K(X) \), for \( i = 0, \ldots, n \) such that \( c_0(V) = 1 \). These characteristic classes satisfy the following axioms:

1) The \( c_i(V) \) are "natural", i.e., \( c_i(V) = f^*(c_i(V')) \) for any general morphism \( V \to V' \), which induces \( f : X \to X' \) on the bases, \( X \) and \( X' \), of \( V \) and \( V' \) respectively, and which induces an isomorphism on each fiber.

\[
\begin{array}{ccc}
V & \xrightarrow{f} & V' \\
\downarrow & & \downarrow \\
X & \xrightarrow{f} & X'
\end{array}
\]

2) If \( V_1 \) and \( V_2 \) are vector bundles on \( X \), then

\[
c_k(V_1 \otimes V_2) = \sum_{i+j=k} c_i(V_1)c_j(V_2).
\]

3) If the rank of \( V \) is one, then \( c_i(V) = \chi(V) = 1 - [V] \), and \( c_i(V) = 0 \) for \( i > 1 \). Moreover, the characteristic classes \( c_i(V) \) are uniquely determined by these axioms.

**Proof.** Let us first notice that the second axiom may be expressed more briefly as

\[
c_k(V_1 \otimes V_2) = c_k(V_1)c_k(V_2), \quad \text{where} \quad c_k(V) = \sum_{i=0}^\infty r^i c_i(V) \in K(X)[r].
\]
We now prove the uniqueness of these classes. If \( \pi : F(V) \to X \) is the map described in 2.15, we have \( \pi^* V = \bigoplus_{r=1}^n L_r \) where the \( L_r \) are line bundles. Therefore, we must have

\[
\pi^*(c_i(V)) = c_i \left( \bigoplus_{r=1}^n L_r \right) \\
= \sum_{r_1 < r_2 < \cdots < r_i} c_1(L_{r_1})c_1(L_{r_2}) \cdots c_1(L_{r_i}) \\
= \sum_{r_1 < r_2 < \cdots < r_i} \gamma(L_{r_1})\gamma(L_{r_2}) \cdots \gamma(L_{r_i})
\]

Since \( \pi^* \) is injective (2.13), the classes \( c_i \) are determined by the axioms.

To prove existence, we consider the ring \( K(P(V)) \). By 2.13, \( \omega^i \) is a linear combination of \( 1, u, \ldots, u^{n-1} \), with coefficients in \( K(X) \). Now we define the \( c_i(V) \) by the equation

\[
u^n - c_1(V)\nu^{n-1} + \cdots + (-1)^i c_i(V) = 0,
\]

and \( c_i(V) = 0 \) for \( i > \text{rank}(V) \). With this definition, axioms 1 and 3 are trivial. To verify axiom 2, let us consider the space \( F(V') \), where \( V' = \pi^* V_2 \), with \( \pi : F(V') \to X \). Let \( \pi \) be the composition \( F(V') \to F(V_1) \to X \). Then \( \pi^* : K(X) \to K(F(V')) \) is injective, and \( \pi^* \) and \( \pi^* V_1 \) and \( \pi^* V_2 \) split into direct sums of line bundles. Therefore, using the homomorphism \( \pi^* \) and the naturality of the characteristic classes, we see that it suffices to verify axiom 2 when \( V' \) and \( V_2 \) are sums of line bundles. By induction on the rank of \( V_2 \), it is actually enough to verify the relation \( c_i(V \oplus L) = c_i(V)c_i(L) \) for \( V = V_1 \) a sum of line bundles, and \( L \) a line bundle. If we let \( V = \bigoplus_{i=1}^n L_i \), then Theorem 2.14 enables us to explicitly compute the \( c_i(V) \) as

\[
c_1(V) = \sum_{r_1} \gamma(L_{r_1}) \\
c_2(V) = \sum_{r_1 < r_2} \gamma(L_{r_1})\gamma(L_{r_2}) \\
\vdots \\
c_n(V) = \gamma(L_1) \cdots \gamma(L_n).
\]

Therefore,

\[
c_1(V \oplus L) = \sum \gamma(L_{r_1}) + \gamma(L) = c_1(V) + c_1(L), \\
c_2(V \oplus L) = \sum_{r_1 < r_2} \gamma(L_{r_1})\gamma(L_{r_2}) + \left( \sum_{i=1}^n \gamma(L_{r_i}) \right) \gamma(L) = c_2(V) + c_1(V)c_1(L),
\]

\[\vdots\]
\[
    c_i(V \oplus L) = \sum_{\epsilon_1 \cdot \cdots \cdot \epsilon_n} \chi(L_{\epsilon_1}) \cdots \chi(L_{\epsilon_n}) \\
    + \sum_{\epsilon_1 \cdot \cdots \cdot \epsilon_n} \chi(L_{\epsilon_1}) \cdots \chi(L_{\epsilon_n}) \chi(L)
\]

\[
    = c_i(V) + c_{i-1}(V)c_i(L), \quad \text{for } i \leq n,
\]

\[
    c_{n+1}(V \oplus L) = \chi(L_1) \cdots \chi(L_n) \chi(L) = c_n(V)c_1(L).
\]

and

\[
    c_i(V \oplus L) = 0 \quad \text{for } i > n + 1.
\]

These relations, which may be simplified to \( c_i(V \oplus L) = c_i(V)c_i(L) \), are the ones we wished to verify. \( \square \)

2.18. We may in fact determine the \( c_i(V) \) in terms of the exterior powers \( \Lambda^k(V) \) by the following method. By 2.16, we have the equation

\[
    h^n - [\Lambda^1(V)]h^{n-1} - \cdots - (-1)^n[\Lambda^n(V)] = 0.
\]

If we replace \( h \) by \( 1 - u \), we obtain the equation

\[
    (1 - u)^n - [\Lambda^1(V)](1 - u)^{n-1} - \cdots - (-1)^n[\Lambda^n(V)] = 0.
\]

Therefore, if we identify the coefficients of \( u^i \) as \( (-1)^n c_{n-i}(V) \), we must have

\[
    c_1(V) = \left( \begin{array}{l} 1 \\ -1 \end{array} \right) [\Lambda^1(V)] - \left( \begin{array}{l} 0 \\ -1 \end{array} \right) [\Lambda^2(V)],
\]

\[
    c_2(V) = \left( \begin{array}{l} 2 \\ 0 \end{array} \right) [\Lambda^2(V)] - \left( \begin{array}{l} 0 \\ 0 \end{array} \right) [\Lambda^3(V)] + \left( \begin{array}{l} 0 \\ 0 \end{array} \right) [\Lambda^4(V)],
\]

\[
    c_3(V) = \left( \begin{array}{l} 3 \\ 1 \end{array} \right) [\Lambda^3(V)] - \left( \begin{array}{l} 1 \\ 0 \end{array} \right) [\Lambda^4(V)] + \left( \begin{array}{l} 0 \\ 0 \end{array} \right) [\Lambda^5(V)] - \left( \begin{array}{l} 0 \\ 0 \end{array} \right) [\Lambda^6(V)],
\]

and

\[
    c_n(V) = [\Lambda^0(V)] - [\Lambda^1(V)] + [\Lambda^2(V)] + \cdots + (-1)^n[\Lambda^n(V)].
\]

Another interpretation of these results will be given in IV.7 (in the framework of real and complex K-theory).

Exercises (Section IV.8) 3, 10.


3.1. As in Section IV.2, the letter \( K \) will again denote complex K-theory, \( K_{\mathbb{C}} \).

3.2. Let \( E \) be a complex vector space of dimension \( n \). A flag in \( E \) is a sequence of subspaces \( 0 = E_0 \subset E_1 \subset \cdots \subset E_n = E \), where \( E_i \) is of dimension \( i \). We denote the set of flags in \( E \) by \( F(E) \); it may be provided with a topology in the following way. If we choose a basis in \( E \), i.e. an isomorphism \( \mathbb{C}^n \cong E \), we see that the group \( \operatorname{GL}_n(\mathbb{C}) \)
acts transitively in \( F(E) \approx F(\mathbb{C}^n) \), and that the subgroup leaving the canonical flag
\( 0 \subset \mathbb{C} \subset \mathbb{C}^2 \subset \cdots \subset \mathbb{C}^n \) fixed, is the subgroup \( \tau^*_+ \) of upper triangular matrices. Hence \( F(E) \approx \text{GL}_n(\mathbb{C})/\tau^*_+ \) may be provided with the quotient topology of \( \text{GL}_n(\mathbb{C}) \); this topology is independent of the choice of basis. Moreover, \( F(E) \) is a compact space, since \( \text{GL}_n(\mathbb{C})/\tau^*_+ \approx U(n)/T^* \), where \( T^* \) is the group of diagonal matrices with elements of norm 1 on the diagonal.

3.3. Now let \( V \) be a complex vector bundle over a compact space \( X \). We define the "flag bundle" \( F(V) \) as the bundle on \( X \) whose fiber over \( x \in X \) is \( F(V_x) \). More precisely, \( F(V) = \bigsqcup_{x \in X} F(V_x) \), and the topology on \( F(V) \) is defined by the same procedure as in 1.4.5 (compare with 2.2).

The space \( F(V) \) may also be constructed by induction on the rank of \( V \), by the following procedure. Let \( P(V) \) be the projective bundle of \( V \), and let \( V' = p^*V \) where \( p : F(V) \to X \). Then \( F(V) \approx F(V'/\xi) \), where \( \xi \) is the canonical line bundle over \( P(V) \). More precisely, we have a bijection \( F(V) \to F(V'/\xi) \): it associates the flag \( 0 \subset E_1 \subset \cdots \subset E_{n-1} \subset V' \) in \( V' \), with the flag over \( \{ E_i \} \in P(V) \) defined by \( 0 \subset E_2/E_1 \subset \cdots \subset V'/E_1 \). This is clearly a continuous map, hence a homeomorphism since \( F(V) \) and \( F(V'/\xi) \) are compact (one may also define a continuous map in the opposite direction). This construction also shows that the space \( F(V) \), introduced in 2.15 to prove the splitting principle, is the same (up to isomorphism) as the one considered here.

3.4. Over the space \( F(V) \), we have a sequence of bundles \( 0 \subset V_1 \subset V_2 \subset \cdots \subset V_n = \pi^*V \), where \( \pi : F(V) \to X \) and where the fiber of \( V_i \) over the flag \( A = \{ 0 \subset E_1 \subset \cdots \subset E_i - V_i \} \in F(V_x) \) is the set of vectors \( v \) belonging to \( E_i \) (with the topology induced by the inclusion \( V_i \subset \pi^*V \)). According to 1.5.14 applied \((n-1)\) times, the quotients \( V_i/V_{i-1} \) are well-defined line bundles \( L_i \) over \( F(V) \), with \( \bigoplus_{i=1}^n L_i \approx \pi^*V \). We denote the class of \( L_i \) in \( K(F(V)) \) by \( h_i \).

3.5. Theorem. Let \( X \) be a compact space, and let \( V \) be a complex vector bundle over \( X \) of rank \( n \). Then \( K^*(F(V)) \) is a free \( K^*(X) \)-module of rank \( n! \), and with basis, the products \( h_1^{r_1} h_2^{r_2} \cdots h_{n-1}^{r_{n-1}} \) for \( r_i \leq n - i \).

Proof. We prove this proposition by induction on \( n \). Assume that \( K^*(F(V'/\xi)) \) is a free \( K^*(P(V')) \)-module with basis, the products \( h_i^{r_i} h_{i+1}^{r_{i+1}} \cdots h_{n-1}^{r_{n-1}} \) for \( r_i \leq n - i \). Since \( K^*(P(V)) \) is a free \( K^*(X) \)-module with basis \( h_i^{r_i} \) for \( r_i \leq n - 1 \) (2.13), the theorem is proved. \( \square \)

To avoid the asymmetric role played by the \( h_i \), we also prove the following:

3.6. Theorem. Let

\[ \varphi : K^*(X) [x_1, \ldots, x_n] \longrightarrow K^*(F(V)) \]
be the $K^*(X)$-algebra homomorphism sending $x_i$ to $h_i$. Then $\varphi$ is surjective, and its kernel is the ideal $I$ generated by the elements $\sigma_i - [\mathcal{L}(V)]$, where $\sigma_i$ denotes the $i$th elementary symmetric function of the $x_i$. Hence $\varphi$ induces an isomorphism

$$
\varphi': K^*(X)[x_1, \ldots, x_n]/I \cong K^*(F(V))
$$

Proof. By 3.5, $\varphi$ is surjective. On the other hand, since $\bigoplus_{i=1}^{n} L_i \cdot V$, it is clear that $\sigma_i - [\mathcal{L}(V)]$ belongs to the kernel of $\varphi$. By a well-known theorem in algebra (3.28), $K^*(X)[x_1, \ldots, x_n]$ is a free $K^*(X)[\sigma_1, \ldots, \sigma_n]$-module with basis $x_1^{r_1} \cdots x_n^{r_n}$, where $r_i \leq n - i$. Hence, the quotient $M$ of $K^*(X)[x_1, \ldots, x_n]$ by the ideal generated by $\sigma_i - [\mathcal{L}(V)]$, is a free $K^*(X)$-module with basis, the products $x_1^{r_1} \cdots x_n^{r_n}$. Since $K^*(F(V))$ is a free $K^*(X)$-module, and since $\varphi$ induces a homomorphism $\varphi': M \to K^*(F(V))$ which sends the basis of $M$ onto the basis of $K^*(F(V))$, $\varphi'$ is an isomorphism. □

3.7. If $E$ is a complex vector space of dimension $n$, we call the set of $q$-dimensional subspaces of $E$, the Grassmannian of $q$-planes in $E$. If we denote this set by $G_q(E)$, we saw in 1.7.16 that $G_q(E)$ may be identified with $U(n)/U(q) \times U(n-q)$, hence may be provided with the topology of a compact space. Moreover, we have a continuous map $F(E) \to G_q(E)$: it associates each flag $E_1 \subset E_2 \subset \cdots \subset E_q = E$ with the $q$th element $E_q$. Up to isomorphism, this map coincides with the map $U(n)/T^q \to U(n)/U(q) \times U(n-q)$, induced by the inclusion of $T^q$ in $U(q) \times U(n-q)$.

3.8. Lemma. The map $\pi: F(\mathbb{C}^n) \to G_q(\mathbb{C}^n)$ is a fibration with fiber $F(\mathbb{C}^q) \times F(\mathbb{C}^{n-q})$.

Proof. By “fibration”, we mean here that for each point $S^0$ of $G_q(\mathbb{C}^n)$, we can find a neighbourhood $W$ of $S^0$, such that $\pi^{-1}(W) \cong W \times F(\mathbb{C}^q) \times F(\mathbb{C}^{n-q})$. To prove this, we first give a slightly different description of the space $F(E)$, as the set of sequences $(L_1, \ldots, L_n)$ of linearly independent one-dimensional subspaces of $E$, which are mutually orthogonal (take $L_i \perp L_{i+1} \perp \cdots \perp L_n$ or, conversely, $L_i - E_{i+1} \cap E_i$). Next we choose $W$ to be the set of elements $S$ of $G_q(\mathbb{C}^n)$, such that the orthogonal projection of $S^0$ on $S$ is an isomorphism. If we fix an orthonormal basis $\mathcal{E}^0 = \{e_1^0, \ldots, e_n^0\}$ of $S^0$, and an orthonormal basis $\mathcal{C}^0 = \{c_1^0, \ldots, c_n^0\}$ of $S^{0\perp}$, then the orthogonal projection $B$ (resp. $C$) of $S^0$ (resp. $S^{0\perp}$) is a basis of $S$ (resp. $S^{\perp}$). The Gram-Schmidt orthonormalization process, applied to $B \cup C$, gives a new orthonormal basis of $\mathbb{C}^n$, hence a unitary isomorphism $\alpha: \mathbb{C}^n \to \mathbb{C}^n$, which depends continuously on $S \in W$, and such that $\alpha(S^0) = S$. The isomorphism

$$
0: \pi^{-1}(W) \to W \times F(S^0) \times F(S^{0\perp})
$$

is now defined by the formula

$$
0(L_1, \ldots, L_n) = (S, A, \Gamma),
$$
where
\[ S = L_1 \oplus \cdots \oplus L_q, \]
\[ A = (a_s^{-1}(L_1), \ldots, a_s^{-1}(L_q)), \]
and
\[ \Gamma = (a_s^{-1}(L_{q+1}), \ldots, a_s^{-1}(L_n)). \]

The inverse isomorphism \( \theta^{-1} \) is defined by the formula
\[ \theta^{-1}(S, A^0, \Gamma^0) = (a_s(L_1^0), \ldots, a_s(L_{q}^0), \ldots, a_s(L_{n}^0)), \]
for \( A^0 = (L_1^0, \ldots, L_{q}^0) \) and \( \Gamma^0 = (L_{q+1}^0, \ldots, L_{n}^0). \)

**3.9. Theorem.** Let \( X \) be a compact space, and let \( \beta : X \times F(\mathbb{C}^n) \longrightarrow X \times G_p(\mathbb{C}^n) \)
be the continuous map defined by \((x, e) \mapsto (x, \pi(e))\). Then \( \beta^*: K^*(X \times G_p(\mathbb{C}^n)) \rightarrow K^*(X \times F(\mathbb{C}^n)) \) is injective, and its image is the invariant subgroup \( K^*(X \times F(\mathbb{C}^n))^G \), where \( G \cong S_p \times S_{n-p} \) acts on \( F(\mathbb{C}^n) \) by permutation of the \( L_i \) (cf. the description of \( F(\mathbb{C}^n) \) given in the proof of 3.8).

**Proof.** By 3.8 we have the fibration
\[ F(\mathbb{C}^n) \times F(\mathbb{C}^{n-p}) \longrightarrow X \times F(\mathbb{C}^n) \xrightarrow{\beta} X \times G_p(\mathbb{C}^n). \]
If we denote the classes of the canonical line bundles on \( X \times F(\mathbb{C}^n) \) by \( h_1, \ldots, h_n \), then the restrictions of the products
\[ h_1^0 \cdots h_{p-1}^0 h_p^{-1} \cdots h_{n-1}^{-1} \]
for \( r_1 \leq p - i \) and \( s_j < n - j + 1 \), to \( \beta^{-1}(X \times Y) \),
where \( Y \) is chosen so that \( \pi^{-1}(Y) \approx Y \times F(\mathbb{C}^r) \times F(\mathbb{C}^{n-r}) \), are a basis of \( K^*(\beta^{-1}(X \times Y)) \) as a \( K^*(X \times Y) \)-module, by 3.5 applied twice. Therefore, by 1.3 \( K^*(X \times F(\mathbb{C}^n)) \) is a free \( K^*(X \times G_p(\mathbb{C}^n)) \)-module with the products above. In particular, the homomorphism \( K^*(X \times G_p(\mathbb{C}^n)) \rightarrow K^*(X \times F(\mathbb{C}^n)) \) is injective.

Now the map \( F(\mathbb{C}^n) \xrightarrow{\beta} G_p(\mathbb{C}^n) \) is equivariant with respect to the trivial action of \( S_p \times S_{n-p} \) on the Grassmannian. It follows that \( \beta^* \) sends \( K^*(X \times G_p(\mathbb{C}^n)) \) into the invariant part \( K^*(X \times F(\mathbb{C}^n))^G \), under the action of \( G = S_p \times S_{n-p} \). To compute \( K^*(X \times F(\mathbb{C}^n))^G \), we write \( K^*(X \times F(\mathbb{C}^n)) \) as the quotient of the polynomial algebra \( K^*(X)[x_1, \ldots, x_n] \), by the ideal generated by the elementary symmetric polynomials \( \sigma_1, \ldots, \sigma_n \) (3.6). Let \( \tau_i \) (resp. \( \gamma_j \)) be the \( i^{th} \) elementary symmetric polynomial of \( x_1, \ldots, x_p \) (resp. the \( j^{th} \) elementary symmetric polynomial of \( x_{p+1}, \ldots, x_n \)). Then an elementary computation shows that \( K^*(X \times F(\mathbb{C}^n))^G \) may be identified with the quotient of \( K^*(X)[\tau_1, \ldots, \tau_p, \gamma_1, \ldots, \gamma_{n-p}] \) by the ideal generated by \( \sigma_r = \sum_{i=0}^r \tau_i \gamma_{r-i} \), for \( r = 1, \ldots, n \) (with the convention \( \tau_0 = \gamma_0 = 1 \)).

This is the formula expressing the \( i^{th} \) elementary symmetric polynomial of
Let \( x_1, \ldots, x_n \) in terms of the \( \tau^i \)'s and the \( \gamma^j \)'s, and which is obtained by computing
the product \( \prod_{r=1}^{n} (1 + \tau r \gamma r) = \prod_{i=1}^{n} (1 + \tau \gamma i) \prod_{j=1}^{n-\rho} (1 + \tau \gamma_{n+j}) \), in two different ways.

Finally, let us consider the canonical vector bundle \( \xi \) of rank \( \rho \) on \( G_\rho(C^\ast) \) (cf. 1.7.8). It may be identified with the subspace of \( G_\rho(C^\ast) \times C^\ast \), consisting of pairs \((X, x)\), where \( X \) is a \( \rho \)-plane in \( C^\ast \) and \( x \) is a vector of \( X \). We define \( \sigma^0 \) to be its "orthogonal", i.e. the subset of \( G_\rho(C^\ast) \times C^\ast \) consisting of pairs \((X, x)\) where \( X \in G_\rho(C^\ast) \) and \( x \in X^\perp \).

We set \( T = \sigma^0 \sigma^1 \) and \( T^+ = \sigma^0 \sigma^1 \), where \( \sigma^0 : X \times G_\rho(C^\ast) \to G_\rho(C^\ast), \sigma^0 = \frac{\lambda(T)}{\lambda(T)} \) for \( i \leq \rho \), and \( \sigma^1 = \frac{\lambda(T)}{\lambda(T)} \) for \( j \leq n - \rho \). Let

\[
g : K^\ast(X) \left[ \tau_1, \ldots, \tau_\rho, \gamma_1, \ldots, \gamma_{n-\rho} \right] \longrightarrow K^\ast(X \times G_\rho(C^\ast))
\]

be the \( K^\ast(X) \)-algebra homomorphism sending \( \tau_i \) to \( r_i \) and \( \gamma_j \) to \( s_j \). Since \( T = T^+ \) is trivial, this homomorphism is zero on the ideal generated by \( \sigma = \sum_{i=0}^{\rho} \tau_i \tau_{i-1} \).

Therefore, it defines a homomorphism

\[
K^\ast(X \times F(C^\ast))^G \cong K^\ast(X) \otimes K(F(C^\ast))^G \longrightarrow K^\ast(X \times G_\rho(C^\ast)).
\]

Because \( T = \bigoplus_{i=1}^\rho L_i \) and \( T^+ = \bigoplus_{j=\rho+1}^{n-\rho} L_j \), the composition

\[
K^\ast(X) \otimes K(F(C^\ast))^G \longrightarrow K^\ast(X \times G_\rho(C^\ast)) \longrightarrow K^\ast(X) \otimes K(F(C^\ast))^G
\]

is the identity. Since \( K^\ast(X \times G_\rho(C^\ast)) \to K^\ast(X) \otimes K(F(C^\ast))^G \) is injective, the theorem is proved.

3.10. Corollary. Let \( d = \binom{n}{\rho} \). Then there exist integral polynomials \( P_1, \ldots, P_d \) of the classes \( r_i \) and \( s_j \), such that \( K^\ast(X \times G_\rho(C^\ast)) \) is a free \( K^\ast(X) \)-module with basis \( P_1, \ldots, P_d \).

Proof. We have the inclusions as \( \mathbb{Z} \)-modules

\[
0 \to K^\ast(C^\ast)^G \to K(F(C^\ast))^G \to \mathbb{Z},
\]

where \( K^\ast(C^\ast)^G \) is a free \( \mathbb{Z} \)-module of rank \( n! \), and \( K(F(C^\ast))^G \) is a free \( K(F(C^\ast))^G \)-module of rank \( \rho! (n-\rho)! \) by the first part of the proof of 3.9. Therefore, \( K(F(C^\ast))^G \) is a free \( \mathbb{Z} \)-module of rank \( d \) with basis, classes of suitable polynomials \( P_1, \ldots, P_d \) of the \( \tau_i \) and \( \gamma_j \). It follows that \( K^\ast(X \times G_\rho(C^\ast)) \cong K^\ast(X) \otimes K(F(C^\ast))^G \) is a free \( K^\ast(X) \)-module with basis, the polynomials \( P_i \), evaluated on \( r_i \) and \( s_j \).

3.11. Corollary. Let \( d = \binom{n}{\rho} \). Then \( K^{-1}(G_\rho(C^\ast)) \neq 0 \), and \( K(G_\rho(C^\ast)) \) is a free group of rank \( d \).

Now let \( V \) be a vector bundle of rank \( n \), with compact base \( X \). Since the functor \( E \mapsto G_\rho(E) \) from the category of \( n \)-dimensional complex vector spaces to the
category of compact spaces, is "continuous" in an obvious sense, the method of 3.14.5 enables us to construct a compact space \( G_p(V) \), fibered over \( X \) with fiber, a Grassmannian (when \( p = 1 \) this reduces to the definition of \( P(V) \) cf. 2.2). We call \( T \) the canonical \( p \) dimensional vector bundle over \( G_p(V) \), and \( T^* \), its "orthogonal" with respect to an arbitrary metric on \( V \).

### 3.12. Theorem

Let

\[
\psi : K^*(X)[\tau_1, \ldots, \tau_p, \gamma_1, \ldots, \gamma_{n-p}] \longrightarrow K^*(G_p(V))
\]

be the \( K^*(X) \)-algebra homomorphism sending \( \tau_i \) to \( \tau_i = [\lambda^*(T)] \) and \( \gamma_j \) to \( s_j = [\lambda^*(T^*)] \).

Then \( \psi \) is surjective with kernel the ideal \( J \) generated by the \( \sigma_r - \lambda^*(V) \) where \( \sigma_r = \sum \tau_i \gamma_j \). Hence \( \psi \) induces an isomorphism

\[
\psi' : K^*(X)[\tau_1, \ldots, \tau_p, \gamma_1, \ldots, \gamma_{n-p}] / J \longrightarrow K^*(G_p(V)).
\]

**Proof.** Since \( T \oplus T^* \) is isomorphic to \( \pi^*V \), where \( \pi : G_p(V) \rightarrow X \), it is clear that the kernel of \( \psi \) contains the ideal generated by the \( \sigma_r - \lambda^*(V) \). By Theorem 1.3, \( K^*(G_p(V)) \) is a free \( K^*(X) \)-module with basis the polynomials \( P_1, \ldots, P_s \) defined in 3.10. Hence \( \psi' \) is well-defined and surjective.

On the other hand, we have the commutative diagram

\[
\begin{array}{ccc}
K^*(X)[\tau_1, \ldots, \tau_p, \gamma_1, \ldots, \gamma_{n-p}] / J \xrightarrow{\phi} K^*(G_p(V)) & \Downarrow \psi' & \\
\phi \downarrow \quad & & \Downarrow \\
K^*(X)[x_1, \ldots, x_p] / J \xrightarrow{\psi} K^*(F(V)). & & \\
\end{array}
\]

where \( \phi \) is the isomorphism defined in 3.6, and where \( \theta \) sends \( \tau_i \) (resp. \( \gamma_j \)) to the \( i^{th} \) (resp. \( j^{th} \)) elementary symmetric polynomial of \( x_1, \ldots, x_p \) (resp. \( x_{p+1}, \ldots, x_n \)). Since \( \theta \) is clearly injective, \( \psi' \) must also be injective.

### 3.13. Theorem

The observations above may be extended to "generalized flag bundles". More precisely, if \( p_1, \ldots, p_s \) are integers such that \( p_1 + p_2 + \cdots + p_s = n \), we consider the bundle \( F_{p_1, \ldots, p_s}(V) \) over \( X \), whose fiber over \( x \in X \) is the set of orthogonal subspaces \( L_1, \ldots, L_s \), such that \( L_1 \oplus \cdots \oplus L_s = V \) with \( \text{Dim}(L_i) = p_i \).

On \( F_{p_1, \ldots, p_s}(V) \), we have canonical bundles \( T_{p_1}, \ldots, T_s \) of respective ranks \( p_1, \ldots, p_s \). The following theorem may be proved in the same way as Theorem 3.12:

### 3.14. Theorem

Let

\[
\psi : K^*(X)[\tau_1^i] \longrightarrow K^*(F_{p_1, \ldots, p_s}(V)), \quad \text{for} \quad 1 \leq i \leq p_j,
\]

be the \( K^*(X) \)-algebra homomorphism sending \( \tau_1^i \) to \( [\lambda^*(T_i)] \). Then \( \psi \) is surjective with kernel the ideal generated by \( \sigma_r - \lambda^*(V) \) where \( \sigma_r = \sum \tau_i \gamma_j \).
3.15. Example. Let $X$ be the space $U(n_1) \times \cdots \times U(n_d)$ where $n_1 + \cdots + n_d = n$. Then $K(X)$ is empty, and $K(X)$ is a free group of rank $n_1! n_2! \cdots n_d!$.

3.16. The above results have been expressed in terms of exterior powers of the vector bundles involved. Sometimes it is more convenient to work with the characteristic classes of $V$, $c_i(V)$, rather than $K(V)$. For example, Theorem 3.14 (which implies all the others) may be expressed in the following form:

3.17. Theorem. Let

$$
\psi : K^*(X)[\tau^*] \to K^*(F_{p_1} \times \cdots \times F_{p_d}, V), \quad \text{for } 1 \leq i \leq p_d,
$$

be the $K^*(X)$-algebra homomorphism sending $\tau_i$ to $c_i(V)$. Then $\psi$ is surjective with kernel, the ideal generated by $\sigma_r - c_r(V)$ where $\sigma_r = \sum_{i_1 + \cdots + i_k = r} \tau_{i_1} \tau_{i_2} \cdots \tau_{i_k}$.

3.18. Example. Assume $s = 2$ and $p_1 = 1$. If we set $\tau_1^1 = \gamma_1$ and $\tau_2^1 = \gamma_2$, then we obtain the relations

$$
\gamma_1 + \gamma_2 = c_1(V),
\gamma_2 + \gamma_1 = c_2(V),
\gamma_3 = c_3(V),
\gamma_{n-1} + \gamma_{n-2} = c_{n-1}(V),
\gamma_n = c_n(V).
$$

Therefore, if we set $u = c_1(T^1)$, then $K^*(F_{1,n-1}(V)) \cong K^*(P(V))$ is a free $K^*(X)$-module, with basis $1, u, \ldots, u^{n-1}$. Moreover, we have the relation

$$
u^n - c_1(V)u^{n-1} + \cdots + (-1)^{s-1}c_s(V) = 0.
$$

Hence, we recover some of the observations in IV 2. If we set $h = [T^1]$, we can also prove Theorem 2.16 by the same method.

3.19. Corollary. Let $c_i = c_i(T)$ and $d_j = c_j(T^+)$. For $i \leq p$ and $j \leq n - p$, be the characteristic classes of the vector bundles $T$ and $T^+$ on $G_{p}(\mathbb{C}^n)$. Let

$$
\psi : \mathbb{Z}[[T_1, \ldots, T_p, \bar{T}_1, \ldots, \bar{T}_{n-p}]] \to K(G_{p}(\mathbb{C}^n))
$$

be the $\mathbb{Z}$-algebra homomorphism sending $T_i$ to $c_i$ and $\bar{T}_j$ to $d_j$. Then $\psi$ is surjective with kernel the ideal generated by products of the form $\sigma_r = \sum_{i_1 + \cdots + i_k = r} T_{i_1} \bar{T}_{i_2} \cdots \bar{T}_{i_k}$.

3.20. Example. Let $X = \text{U}(4) \times \text{U}(2) \times \text{U}(2) \times G_{4}(\mathbb{C}^3)$. If we let $v = c_1$ and $v = c_1$, a trivial computation shows that $K(X)$ is a free group of rank 6, with basis $1, x, x^2, j, y, z, x y$. The multiplication operation in $K(X)$ is given by the relations $x^3 = 2xy$ and $x^2 y = y^3$ (these relations imply $xy^2 = 0$ and $y^4 = 0$).
3.21. An advantage of the formulation using characteristic classes, \( c_i \) and \( d_i \), is that these classes are nilpotent (2.10 and 2.17). This enables us to compute \( \text{proj lim } K(G_*(\mathbb{C}^n)) \). More precisely, if \( X \) is any topological space, we write \( \mathcal{K}(X) \) for \( \text{proj lim } K(X_x) \), where \( X_x \) runs through the set of compact subsets of \( X \). If \( \{ X_x \} \) is a cofinal system of compact spaces, we have \( \mathcal{K}(X) = \text{proj lim } K(X_x) \). In particular, if \( p \) is fixed and if \( X = \text{proj lim } G_*(\mathbb{C}^n) \) is provided with the inductive limit topology, then \( \mathcal{K}(X) = \text{proj lim } K(G_*(\mathbb{C}^n)) \). Note that \( X \) has the same homotopy type as the space \( BU(p) \) considered in 1.7.14.

3.22. Theorem (Atiyah [3]). Let

\[
\Gamma : \mathbb{Z}[[x_1, \ldots, x_p]] \longrightarrow \text{proj lim } K(G_*(\mathbb{C}^n))
\]

be the \( \mathbb{Z} \)-algebra homomorphism sending the formal sum

\[
\sum a_{i_1 \cdots i_p} (x_1)^{i_1} \cdots (x_p)^{i_p} \quad \text{to} \quad \sum a_{i_1 \cdots i_p} (c_1)^{i_1} \cdots (c_p)^{i_p}.
\]

Then \( \Gamma \) is an isomorphism. In particular, \( \mathcal{K}(BU(p)) \approx \mathbb{Z}[[c_1, \ldots, c_p]] \), where the \( c_i \) are the characteristic classes of the canonical vector bundle over \( BU(p) \) (in an obvious sense).

**Proof.** The relations of Corollary 3.19 may be explicitly written as

\[
\begin{align*}
\tau_1 + \gamma_1 &= 0 \\
\tau_2 + \tau_1 \gamma_1 + \gamma_2 &= 0 \\
& \quad \vdots \\
\tau_i &+ \tau_{i-1} \gamma_{i-1} + \cdots + \gamma_{n-p+1} = 0 \\
\tau_{p+n-2p} &+ \tau_{p-1} \gamma_{n-2p+1} + \cdots + \gamma_{n-p} = 0 \\
& \quad \vdots \\
\tau_{p+n-p} &= 0.
\end{align*}
\]

From the first \( n - p \) relations, it follows that the \( \gamma_i \) are functions of the \( \tau_i \)'s. More precisely, \( \gamma_i \) is a polynomial of weight \( i \) in the \( \tau_i \)'s. The last \( p \) relations may be written as \( P_{(\tau_1, \ldots, \tau_p)} = 0 \), where \( P_i \) is isobaric of weight \( n - p + i \). It follows that \( K(G_*(\mathbb{C}^n)) \approx \mathbb{Z}[[\tau_1, \ldots, \tau_p]]/I_{p,n} \), where \( I_{p,n} \) is an ideal generated by polynomials of order \( \geq p \). If we denote the ideal generated by all polynomials of order \( \geq r \) by \( I_r \), we therefore have \( I_{p,n} \subset I_r \) when \( n > rp + p \).

On the other hand, let us denote the **Euler classes** of the canonical line bundles over \( F(\mathbb{C}^n) \) by \( \nu_i, \ldots, \nu_n \). They are induced from the Euler class of the canonical line bundle over \( P(\mathbb{C}^n) \), by the canonical maps \( F(\mathbb{C}^n) \rightarrow P(\mathbb{C}^n) \). Therefore \( (\nu_i)^n = 0 \) by 2.11. Moreover, Theorem 3.6, written in terms of characteristic classes as in 3.14, shows that \( K(F(\mathbb{C}^n)) \) is a free \( \mathbb{Z} \)-module, with basis \( \nu_1 \cdots \nu_n \) where \( r_1 \leq n - i \). Hence, if \( z \in K(F(\mathbb{C}^n)) \), then \( z^n \) is a sum of monomials \( \nu_1^{r_1} \cdots \nu_n^{r_n} \).
where \( r_1 + \cdots + r_{n-1} \geq m \). If we choose \( m > (n-1)^2 \), at least one of the \( r_i \) is \( > n \), and this shows that \((\tilde{K}(F(L^n)))^* = 0\). Therefore, every element of \( \tilde{K}(G_p(C^n)) \) is nilpotent of order \( \leq (n-1)^2 + 1 \), a fact which may be expressed in the form \( I_r = I_{r,n} \) when \( r>(n-1)^2 \). This shows that the filtrations of \( \mathbb{Z}[r_1, \ldots, r_n] \) by the ideals \( I_{r,n} \) and \( I_r \) are equivalent. Hence

\[
\mathcal{K}(BU(p)) \cong \text{Proj lim } K(G_p(C^n)) = \text{Proj lim } \mathbb{Z}[r_1, \ldots, r_n]/I_{r,n} = \text{Proj lim } \mathbb{Z}[r_1, \ldots, r_n]/I_r \cong \mathbb{Z}[[r_1, \ldots, r_n]].
\]

\[
\]
\[ [K^*(Z' \times \mathbb{R}) \otimes K^*(Z'' \times \mathbb{R})] \otimes K^*(Y) \xrightarrow{\Phi_{Z' \times \mathbb{R}} \otimes \Phi_{Z'' \times \mathbb{R}}} K^*(Z' \times Y \times \mathbb{R}) \oplus K^*(Z'' \times Y \times \mathbb{R}) \]
\[ \xrightarrow{\Phi_{Z' \times \mathbb{R}}} K^*(Z' \times \mathbb{R}) \otimes K^*(Y) \xrightarrow{\Phi_{Z' \times \mathbb{R}} \otimes \Phi_{Z'' \times \mathbb{R}}} K^*((Z' \times Z'') \times Y) \]
\[ \xrightarrow{\Phi_{Z' \times \mathbb{R}}} K^*(Z' \times Y) \oplus K^*(Z'' \times Y) \]
\[ \xrightarrow{\Phi_{Z' \times \mathbb{R}} \otimes \Phi_{Z'' \times \mathbb{R}}} K^*((Z' \times Z'') \times Y) \]

By our induction hypothesis (suitable for any space \( X \)), \( \Phi_{Z' \times \mathbb{R}}, \Phi_{Z'' \times \mathbb{R}} \), and \( \Phi_{Z' \times \mathbb{R} \oplus \mathbb{R}} \), are also isomorphisms (since \( (X, \times \mathbb{R}) \) is an adapted cover of \( X \times \mathbb{R} \)). Hence \( \Phi_{Z' \times \mathbb{R}} \) is an isomorphism by the five lemma. \( \square \)

3.25. Remark. Let \( Y' \) and \( Y'' \) be compact spaces such that \( K(Y', Y'') \) is a free abelian group. Then we also have \( K^*(Z' \times Y', Y'') \approx K^*(Z') \otimes K^*(Y', Y'') \) by the proposition above applied to \( Y = Y' - Y'' \). Of course, this isomorphism is given by the cup-product.

3.26. Lemma. Let \( Z \) be a compact space such that \( K^*(Z) \) is a finitely generated abelian group. Then there exists a compact space \( Y_1 \) and a continuous map \( f: S(Z) \to Y_1 \), such that

a) \( K^*(Y_1) \) is a finitely generated free abelian group, and

b) the induced homomorphism \( K^*(Y_1) \to K^*(S(Z)) \) is surjective (the suspension \( S(Z) \) is defined as in I.3.14; note that \( K^*(S(Z)) \approx K^*(S(Z)) \); cf. II.3.27).

Proof. Let \( G_{p,n} = \{ -n, n \} \times G_p(\mathbb{C}^n) \), and let \( x_{p,n} \in K^0(G_{p,n}) \) be the element represented over \( [i] \times G_p(\mathbb{C}^n) \) by \( [\xi] - p + i \), where \( \xi \) is the canonical \( p \)-plane bundle over \( G_p(\mathbb{C}^n) \). According to II.1.33, each element of \( K^0(Z) \) may be written as \( f^*(x_{p,n}) \), for suitable integers \( p \) and \( n \), and a suitable continuous map \( f: Z \to G_{p,n} \). Now let \( a_1, \ldots, a_r \) be generators of \( K^0(Z) \), and let \( b_1, \ldots, b_s \) be generators of \( K^{-1}(Z) = K^0(S(Z)) \). Let \( f_j: Z \to G_{p,n} \) (resp. \( g_j: S(Z) \to G_{p,n} \)) be continuous maps such that \( f_j^*(a_{i,n}) = a_i \) (resp. \( g_j^*(a_{i,n}) = b_j \)). If we consider the space \( Y_j = \coprod_{i=1}^r G_{p,n} \times S^1 \prod_{i=1}^s G_{p,n} \), we have

\[ K^*(Y_j) \approx [\mathbb{R} \otimes K^*(G_{p,n})]^2 \otimes K^*(G_{p,n}), \]

which is free by 3.5 applied \( r + s \) times. Moreover, if \( f_j: S(Z) \to Y_1 \) is the obvious map, then the induced homomorphism \( K^*(Y_1) \to K^*(S(Z)) \) is surjective by our construction. \( \square \)
3.27. Theorem (compare with Atiyah [2]). Let $Y$ be a compact space such that $K^a(Y)$ is a finitely generated abelian group, and let $X$ be a compact space of finite type. Then we have a natural exact sequence

$$0 \to \sum_{i+j=n} K^i(X) \otimes K^j(Y) \to K^a(X \times Y) \to \sum_{i+j=n+1} \text{Tor}(K^i(X), K^j(Y)) \to 0,$$

where $i$ and $j$ are integers and 2.

Proof. Let us first assume that $Y$ may be written as $S^1(2)$, and let $Y_1$ be the space constructed in 3.26. Let $Y_2$ be the mapping cylinder of $f$, i.e. the quotient of $Y \times [0, 1] \sqcup Y_1$ by the relation identifying $(y, 0)$ with $f(y)$. Thus we have the commutative diagram (up to homotopy)

$$
\begin{array}{ccc}
Y & \xrightarrow{f} & Y_1 \\
\downarrow g & & \downarrow h \\
Y_2 & \xrightarrow{h} & Y_1
\end{array}
$$

where $g(y)$ is the class of $(y, 0) \in Y \times [0, 1]$, and $h(y_1)$ is the class of $y_1 \in Y_1$. Since $h$ is a homotopy equivalence, we may replace the pair $(Y_1, f)$ by $(Y_2, g)$, where $g$ is an inclusion.

The exact sequence II.4.13, associated with the pair $(Y_2, Y)$, may be written (using III.1.3) as

$$K^{a-1}(Y) \to K^a(Y_2, Y, P) \to K^a(Y_2) \to K^a(Y) \to K^{a+1}(Y_2/Y, P),$$

where $P$ is a point. Since the homomorphism $K^a(Y_2) \to K^a(Y)$ is surjective, this exact sequence may be reduced to

$$0 \to K^a(Y_2/Y, P) \to K^a(Y_2) \to K^a(Y) \to 0.$$

In particular, $K^a(Y_2/Y, P)$ is free and finitely generated. Hence, the exact sequence above, defines a free resolution of the abelian group $K^a(Y)$, with two terms.

Similarly, the exact sequence II.4.13, associated with the pair $(X \times Y_2, X \times Y)$, may be written as

$$K^{a-1}(X \times Y) \to K^a(X \times Y_2, X \times P) \to K^a(X \times Y_2) \to K^a(X \times Y) \to K^{a+1}(X \times Y_2/Y, X \times P).$$

Since $K^a(X \times Y_2) \cong K^a(X) \otimes K^a(Y_2)$ and

$$K^a(X \times Y_2/Y, X \times P) \cong K^a(X) \otimes K^a(Y_2/Y, P),$$

the exact sequence is then of the form

$$0 \to K^a(X) \otimes K^a(Y_2) \to K^a(X \times Y_2) \to K^a(X \times Y) \to K^{a+1}(X \times Y_2/Y, X \times P).$$
by 3.24 and 3.25, \( \text{Coker } \alpha \) may be identified with \( K^r(X) \otimes K^s(Y) \). On the other hand, \( \text{Im } \beta = \text{Ker } (a^{r+1}) = \text{Tor}(K^r(X), K^{r+1}(Y)) \) by the definition of the Tor functor. Hence the exact sequence may be written as

\[
0 \rightarrow K^r(X) \otimes K^s(Y) \rightarrow K^r \left( X \otimes Y \right) \rightarrow \text{Tor}(K^r(X), K^{r+1}(Y)) \rightarrow 0.
\]

and it is easy to show (using the natural properties of the Tor functor) that it is independent of the choice of \((Y_\alpha, g)\), and is natural in \( X \) and \( Y = S'(Z) \). This proves 3.27 for this case.

Now if \( Y \) is an arbitrary space, we may write two exact sequences

\[
0 \rightarrow \sum_{i \geq j \geq 0} K^i(X) \otimes K^j(S^2(Y)) \rightarrow K^i(X \times S^2(Y)) \rightarrow \sum_{i \geq j \geq 0} \text{Tor}(K^i(X), K^j(S^2(Y))) \rightarrow 0
\]

\[
0 \rightarrow \sum_{i \geq j \geq 0} K^i(Y) \otimes K^j(P) \rightarrow K^i(Y \times P) \rightarrow \sum_{i \geq j \geq 0} \text{Tor}(K^i(Y), K^j(P)) \rightarrow 0.
\]

Since \( K^r(X \times Y) \approx \text{Ker } [K^r(X \times S^2(Y)) \rightarrow K^r(X \times P)] \) by Bott periodicity, we obtain the general theorem. □

In 3.6 we used the following theorem, which we now prove:

3.28. Theorem. Let \( A \) be any arbitrary ring with unit, and let \( A[x_1, \ldots, x_n] \) be the ring of polynomials of \( n \) variables with coefficients in \( A \). Let \( \sigma_1, \ldots, \sigma_n \) be the elementary symmetric functions of the \( x_i \). Then, with respect to the obvious imbedding \( A[\sigma_1, \ldots, \sigma_n] \rightarrow A[x_1, \ldots, x_n] \) (cf. Lang [1]), the second ring is a free module over the first with basis the monomials \( x_1^{a_1} \cdots x_n^{a_n} \), for \( 0 \leq a_i \leq n - i \).

Proof. We prove this theorem by induction on \( n \). For \( n = 1 \), the theorem is clear. Let us now assume \( n > 1 \), and let \( \sigma_1, \ldots, \sigma_{n-1} \) be the elementary symmetric functions of \( x_2, \ldots, x_n \). Then we have the imbeddings

\[
A[\sigma_1, \ldots, \sigma_n] \subset \subset A[\sigma_1', \ldots, \sigma'_{n-1}][y_1] \subset A[x_1, \ldots, x_n] = A[x_1, \ldots, x_{n-1}][y_1].
\]

By the induction hypothesis, we know that the products \( x_2^{a_2} \cdots x_n^{a_{n-1}} \) are a basis for the third ring regarded as a module over the second. Therefore, it suffices to prove that the monomials \( 1, x_1, \ldots, x_1^{a_1} \) are a basis for the second ring regarded as a module over the first.

The relations

\[
\sigma_1 = \sigma_1', \sigma_2 = \sigma_2' + \sigma_1 x_1, \ldots, \sigma_{n-1} = \sigma_{n-1}' + \sigma_{n-2} x_1
\]

obviously show that \( 1, x_1, \ldots, x_1^{a_1} \) generate the second ring as a module over the
first. Now if we have a relation

\[ P_0 + P_1 x_1 + \cdots + P_{n-1} x_1^{n-1} = 0, \]

where the \( P_i \) are polynomials of the \( \sigma_j \), we also have the relation

\[ P_0 + P_1 x + \cdots + P_{n-1} x^{n-1} = 0, \]

by the action of the symmetric group, when we consider \( A[\sigma_1, \ldots, \sigma_n] \) as a subring of \( A[x_1, \ldots, x_n] \).

Therefore, we obtain \( n \) equations involving the \( P_i \), which only have 0 as a solution, since the determinant

\[
\begin{vmatrix}
1 & \cdots & x_1^{n-1} \\
\vdots & \ddots & \vdots \\
x_n & \cdots & x_n^{n-1}
\end{vmatrix} = \prod_{i<j} (x_i - x_j)
\]

is not zero. \( \square \)

Exercises (Section IV.8) 4, 12.

4. Complements in Clifford Algebras

4.1. Let \( V \) be a finite dimensional real vector space provided with a nondegenerate quadratic form \( Q \). By II.3.12, the canonical map \( V \to C(V) \) is injective, and thus we identify \( V \) with its image in \( C(V) \). On the other hand, the endomorphism \( \tau \to - \tau \) of \( V \) induces an involution on \( C(V) \), which we denote by \( x \to \bar{x} \). Therefore \( \bar{x} = x \) (resp. \( \bar{x} = -x \)) if \( x \in C^{(0)}(V) \) (resp. \( x \in C^{(1)}(V) \)) (II.3.6).

4.2. Definition (Atiyah-Bott-Shapiro [1]). The **twisted Clifford group** \( \tilde{T}(V) \) is the set of elements \( x \) of \( C(V)^* \) such that \( x V x^{-1} \subset V \).

It is clear that \( \tilde{T}(V) \) is also the set of elements \( x \) of \( C(V) \) such that \( \bar{x} V x^{-1} = V \), and in this form, \( \tilde{T}(V) \) appears as a subgroup of \( C(V)^* \); this justifies our terminology. Let \( \tilde{\rho} : \tilde{T}(V) \to GL(V) \) be the homomorphism \( x \mapsto \rho_x \), where \( \rho_x(v) = x v x^{-1} \).

4.3. Proposition. The kernel of the homomorphism \( \tilde{\rho} : \tilde{T}(V) \to GL(V) \) is \( R^* \subset \tilde{T}(V) \).

Proof: Let \( \{ e_i \} \) be an orthogonal basis of \( V \) such that \( Q(e_i) \neq 0 \). Let \( x \in \text{Ker}(\tilde{\rho}) \), and let \( x = x^0 + x^1 \) be the decomposition of \( x \) into homogeneous elements, with respect to the \( \mathbb{Z}/2 \)-grading of the Clifford algebra. We may write
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\[ x^0 = a_0^0 + e_i b_i, \]
where \( a_i^0 \) and \( b_i^1 \) do not contain \( e_i \), and are of degree 0 and 1, respectively. The identity \( x^0 e_i = e_i x^0 \) therefore implies

\[ a_i^0 + e_i b_i^1 = e_i (a_i^0 + e_i b_i^1) e_i^{-1} = a_i^0 - e_i b_i^1. \]

Hence, \( b_i^1 = 0 \) for each \( i \), and \( x^0 \) must be an element of \( R^* \subset \bar{\mathbb{P}}(V) \).

Similarly, the identity \( e_i x^1 = -e_i x^1 \) may be written as

\[ a_i^1 + e_i b_i^0 = -e_i (a_i^1 + e_i b_i^0) e_i^{-1} = a_i^1 - e_i b_i^0. \]

Hence, \( b_i^0 = 0 \) for each \( i \), and \( x^1 \) must be 0. Therefore \( x = x^0 + x^1 = x^0 \in R^* \). \( \square \)

4.4. Let \( C(V)^0 \) be the opposite algebra of \( C(V) \), \( (C(V)^0)^0 \) has the same underlying group as \( C(V) \), but the product \( xy \) in \( C(V)^0 \) is defined as the product \( yx \) in \( C(V) \). The canonical map \( \bar{\mathbb{R}} \to C(V) \) may be interpreted as a linear map \( \bar{\mathbb{R}} \to C(V)^0 \), which satisfies the universal property of Clifford algebras (II.3.1; take \( A = C(V)^0 \)). From this we obtain an algebra homomorphism \( \bar{\mathbb{R}} \to C(V)^0 \), \( x \mapsto x \), which we may interpret as an anti-involution of \( C(V) \), denoted by \( x \mapsto x \). More precisely, if \( y \) is an element of \( C(V) \), written \( y = e_1 \cdots e_n \), then \( \bar{y} = e_1 \cdots e_n \). It is easy to check that \( (x^{-1} y x^{-1}) = \bar{y} x \bar{x} \). Since every element \( x \) of \( C(V) \) is the sum of elements of this form, the formula \( \bar{x} = \bar{x} \) is valid in general. We define the spinorial norm of any element \( x \) of \( C(V) \), as \( N(x) = x x \in C(V) \).

4.5. Proposition. If \( x \) is an element of \( \bar{\mathbb{P}}(V) \), we have \( N(x) \in R^* \). Moreover, the map \( x \mapsto N(x) \) induces a homomorphism from \( \bar{\mathbb{P}}(V) \) to \( R^* \).

Proof. By the definition of \( \bar{\mathbb{P}}(V) \), we have \( x \) and \( \bar{x} \in \bar{\mathbb{P}}(V) \). Therefore, \( N(x) \in \bar{\mathbb{P}}(V) \) if \( x \in \bar{\mathbb{P}}(V) \). To prove \( N(x) \in R^* \) by 4.3, it suffices to prove that \( N(x) \in \ker(\bar{\rho}) \). For \( x \in \bar{\mathbb{P}}(V) \), we have \( \bar{\rho} (x) = \bar{x} \bar{x} \), i.e., \( \bar{x} x x = x \bar{x} \bar{x} \). Hence, \( x^{-1} \bar{x} x = x \bar{x} \). Since every element \( x \) of \( C(V) \) is the sum of elements of this form, the formula \( x x \) is valid in general. We define the spinorial norm of any element \( x \) of \( C(V) \), as \( N(x) = x x \in C(V) \).

Now, if \( x \) and \( x' \) are elements of \( \bar{\mathbb{P}}(V) \), we have

\[ N(x') = (x' x) (x x') = (x x')(x' x) = N(x) N(x'). \]

Therefore, \( N \) defines a homomorphism from \( \bar{\mathbb{P}}(V) \) to \( R^* \), since \( N(1) = 1 \). \( \square \)

4.6. Remark. If \( y \in V \), we have \( N(y) = -Q(y) \), and the same proof as above shows that \( N(xy) = N(x) N(y) \) for any \( x \in \bar{\mathbb{P}}(V) \). In the same way, \( N(xy) = N(y) N(x) \) for \( y \in \bar{\mathbb{P}}(V) \) and \( y \in \bar{\mathbb{P}}(V) \).

4.7. Theorem. For any element \( x \) of \( \bar{\mathbb{P}}(V) \), \( \bar{x} \) belongs to the orthogonal group \( O(V) = GL(V) \), where \( V \) is provided with the quadratic form \( Q \). Conversely, any element of \( O(V) \) is of the form \( \bar{x} \), where \( x \) is determined up to multiplication by a scalar. Hence we have the exact sequence of groups

\[ 1 \longrightarrow R^* \longrightarrow \bar{\mathbb{P}}(V) \longrightarrow O(V) \longrightarrow 1. \]
Finally, any element of \( \overline{\Omega}(V) \) may be written as \( v_1 \cdots v_n \), where \( v_i \in V \) and \( O(v_i) \neq O(v) \). In particular, every element of \( \overline{\Omega}(V) \) is homogeneous with respect to the \( \mathbb{Z}/2 \) grading of the Clifford algebra \( C(V) \).

**Proof.** If \( x \in \overline{\Omega}(V) \) and \( v \in V \), we have \( N(\overline{x}v^{-1}) = N(\overline{v})N(x)v^{-1} \) by 4.6. On the other hand, \( N(\overline{x}) = N(\overline{v})N(x) \) since \( N(\overline{v}) \in \mathbb{R}^* \). Hence \( Q(\overline{v}N(x)) = -N(\overline{x}v^{-1}) = -N(\overline{v})N(x)v^{-1} = -N(v) = Q(v) \), and \( \overline{v}N(x) \in \mathbb{R}^* \).

It is well known that any element of \( \mathbb{O}(V) \) is the product of orthogonal symmetries with respect to hyperplanes. Therefore, to prove that \( \overline{x} : \overline{\Omega}(V) \rightarrow \mathbb{O}(V) \) is surjective, it suffices to show that any such symmetry belongs to the image of \( \overline{x} \). If \( H \) is the hyperplane orthogonal to the vector \( v \) with \( Q(v) \neq 0 \), we may write any vector \( w \) of \( V \) in the form \( w = \lambda v + w' \), where \( v' \in H \) and \( \lambda \in \mathbb{R} \). Therefore \( \overline{x}(w) = -\overline{x}(\lambda v + w') = -\overline{x}v - \overline{x}w' \), since \( v \) and \( w' \) anticommute in \( C(V) \) (III.3.8). Hence, \( \overline{x}(w) \) is the symmetry required, and the exact sequence is proved.

For any vector \( v \) of \( V \) such that \( Q(v) \neq 0 \), let us denote the orthogonal symmetry with respect to the hyperplane orthogonal to \( v \) by \( S_v \). If \( x \in \overline{\Omega}(V) \), we have \( \overline{x} = \prod S_{v_1} \cdots S_{v_n} \) for some vectors \( v_i \). Hence, \( \overline{x}(v) = \prod \overline{v}(v_1) \cdots \overline{v}(v_n) \), and \( x = \lambda v_1 \cdots v_n \) for \( \lambda \in \mathbb{R}^* \).

**4.8. Corollary.** Let \( \Gamma^0(V) = \overline{\Omega}(V) \cap C^{(0)}(V) \), and let \( \mathbb{SO}(V) = \{ u \in \mathbb{O}(V) \mid \text{Det}(u) = 1 \} \). Then we have the exact sequence (where \( \rho^0 = \rho | \Gamma^0(V) \))

\[
1 \rightarrow \mathbb{R}^* \rightarrow \Gamma^0(V) \rightarrow \mathbb{SO}(V) \rightarrow 1.
\]

**Proof.** Any element of \( \mathbb{SO}(V) \) may be written as \( \overline{x}(v_1) \cdots \overline{x}(v_n) \), where \( n \) is even. Hence \( \rho^0 \) is surjective; moreover, Ker \( \rho^0 \) is \( \mathbb{R}^* \) since \( \mathbb{R}^* \subset C^{(0)}(V) \). The group \( \Gamma^0(V) \) is called the special Clifford group.

**4.9. Corollary.** Let \( \text{Pin}(V) = \{ x \in \overline{\Omega}(V) \mid N(x) = 1 \} \) and \( \text{Spin}(V) = \text{Pin}(V) \cap C^{(0)}(V) \). Then we have the exact sequences

\[
1 \rightarrow \mathbb{Z}/2 \rightarrow \text{Pin}(V) \rightarrow \mathbb{O}(V) \rightarrow 1,
\]

and

\[
1 \rightarrow \mathbb{Z}/2 \rightarrow \text{Spin}(V) \rightarrow \mathbb{SO}(V) \rightarrow 1.
\]

Therefore, if we let \( \text{Spin(n)} \) denote the group \( \text{Spin}(V) \) when \( V = \mathbb{R}^n \), provided with the quadratic form \( \sum_{i=1}^n x_i^2 \), we have the exact sequence

\[
1 \rightarrow \mathbb{Z}/2 \rightarrow \text{Spin}(n) \rightarrow \mathbb{SO}(n) \rightarrow 1.
\]

**Proof.** If \( x \in \overline{\Omega}(V) \) (resp. \( \Gamma^0(V) \)), then \( \overline{x} \in \text{Pin}(V) \) (resp. \( \text{Spin}(V) \)) for \( \lambda = \sqrt{-N(x)} \). This shows the surjectivity of the homomorphisms \( \text{Pin}(V) \rightarrow \mathbb{O}(V) \) and \( \text{Spin}(V) \rightarrow \mathbb{SO}(V) \). The kernel of these maps is the set of elements \( \lambda \in \mathbb{R}^* \) such that \( N(\lambda) = \lambda^2 = 1 \), i.e. the kernel is isomorphic to \( \mathbb{Z}/2 \).
4.10. The choice of an orthogonal basis \((e_i)\) of \(V\) such that \(Q(e_i) = \pm 1\), enables us to identify \(C(V)\) with \(\mathbb{R}^n\) (III.3.11), and to provide \(\mathcal{O}(V)\) with a topology which is independent of the choice of basis. More precisely, a change of the above basis is given by an orthogonal transformation, which induces a linear transformation in \(C(V)\), depending continuously on the basis. Hence, the functor \(V \mapsto C(V)\) may be regarded as a continuous functor, in the sense of I.4.1, from the category of finite dimensional vector spaces provided with a quadratic form, to the category of finite dimensional algebras.

From these observations, it follows that the groups \(\tilde{\mathcal{P}}(V)\), \(\mathcal{P}(V)\), \(\mathcal{F}(V)\), and \(\mathcal{S}(V)\) are naturally topological groups, and that the maps \(\tilde{\mathcal{P}}\) and \(\mathcal{P}\) are continuous maps. In fact, the maps

\[
\tilde{\mathcal{P}}(V) \to \mathcal{O}(V), \quad \mathcal{F}(V) \to \text{SO}(V), \quad \mathcal{P}(V) \to \mathcal{O}(V), \quad \text{and} \quad \mathcal{S}(V) \to \text{SO}(V),
\]

define locally trivial fibrations. Let us show this for the map \(\tilde{\mathcal{P}}(V) \to \mathcal{O}(V)\), for instance, (the proof for the three other cases is similar). Let \(e_1, \ldots, e_n\) be an orthogonal basis such that \(Q(e_i) = \pm 1\). By induction on \(p\), where \(0 \leq p \leq n\), we define a neighbourhood \(V_p\) of \(1\) in \(\mathcal{O}(V)\), and a continuous map

\[
s_p: V_p \to \tilde{\mathcal{P}}(V)
\]

such that

(i) \(V_0 = \mathcal{O}(V), s_0(1) = 1\),

(ii) \(s_{p+1}(z) = (1 + w) s_p(z)\) with \(w = z(e_{p+1})\)

\[= (1 - w) s_p(z)\] if \(Q(e_{p+1}) = 1\),

= \(1 + w) s_p(z)\] if \(Q(e_{p+1}) = -1\), and

(iii) \(V_{p+1}\) is the subset of \(V_p\) defined by the condition

\(Q(1 + w) \neq 0\).

Then by induction on \(p\), we can prove that \(\alpha^{-1} s(\alpha z)\) leaves \(e_1, \ldots, e_p\) fixed. Hence \(\alpha s(z) = z\), and the map \(\alpha \mapsto s(\alpha)\) is a section of \(\tilde{\mathcal{P}}(V)\) defined on the neighbourhood \(V_{\alpha}\). It follows that the map \(V_n \times \mathbb{R}^* \to \tilde{\mathcal{P}}^{-1}(V_n)\), defined by \((\alpha, z) \mapsto s_\alpha(z)\), is a homeomorphism, and by translation, we have \(\tilde{\mathcal{P}}^{-1}(V_n) \cong V_n \times \mathbb{R}^*\) for any element \(\alpha\) of \(\mathcal{O}(V)\).

4.11. Since the functor \(V \mapsto C(V)\) is continuous, we may extend this functor to the category of vector bundles. If \(F\) is now a vector bundle, we define a bundle of algebras, again denoted by \(C(V)\), such that \(C(V)_x = C(V_x)\). The multiplication in each fiber defines a continuous map \(C(V) \times C(V) \to C(V)\). If \(E\) is a \(k\)-vector bundle (\(k = \mathbb{R}\) or \(\mathbb{C}\)), a \(C(V)\)-module structure on \(E\) is given by a continuous map \(C(V) \times_k E \to E\), such that each fiber \(E_x\) is provided with a \(C(V_x)\)-module structure compatible with the \(k\)-module structure. Since \(V \subset C(V)\), we obtain a fiberwise map \(V \times_k E\) denoted by \((v, e) \mapsto v \cdot e\) such that \(v \cdot (v' \cdot e) = Q(v)v' \cdot e\), and such that the induced map on each fiber \(V_x \times E_x \to E_x\) is \(\mathbb{R}\)-linear (resp. \(k\)-linear) with
respect to the first (resp. second) factor. Conversely, every such bilinear map defines a $C(V)$-module structure on $E$ by the universal property of Clifford algebras (III.3.1). Equivalently, the above bilinear map defines a morphism on the underlying real vector bundles $m : V \to \text{Hom}(E, E)$, such that $(m(v))^2 = Q(v)$ over each point of the base (I.4.8).

The vector bundles provided with $C(V)$-module structures are the objects of a category, whose morphisms are vector bundle morphisms which induce $C(V)$-module morphisms over each point $x$ of the base. We denote this category by $\mathcal{E}^1(X)$, and notice that it is a Banach category contained in $\mathcal{E}^p(X)$.

4.12. **Example.** Assume that $V = X \times \mathbb{R}^{p,q}$, provided with the "trivial quadratic form" $-x_1^2 - \cdots - x_p^2 + x_{p+1}^2 + \cdots + x_{p+q}^2$. Then a $C(V)$-module structure on the vector bundle $E$ is given by $p+q$ automorphisms $\epsilon_i$, where $\epsilon_i \epsilon_j + \epsilon_j \epsilon_i = 0$ for $i \neq j$, $\epsilon_i^2 = -1$ if $1 \leq i \leq p$, and $\epsilon_i^2 = 1$ if $p + 1 \leq i \leq p + q$. Hence, the category $\mathcal{E}^1(X)$ is isomorphic to the category $\mathcal{E}^{p,q}(X)$ considered in III.4.

4.13. **Definition.** Let $V$ be a real vector bundle with compact base $X$. An orientation on $V$ is an element $\alpha$ of $H^1(X; \text{SL}_n(\mathbb{R}))$, whose image under the map $H^1(X; \text{SL}_n(\mathbb{R})) \to H^1(X; \text{GL}_n(\mathbb{R}))$ is the class of the bundle $V$ (I.3.5). A spinorial structure on $V$ is an element $\beta$ of $H^1(X; \text{Spin}(n))$, whose image under the composition $H^1(X; \text{Spin}(n)) \to H^1(X; \text{SO}(n)) \to H^1(X; \text{GL}_n(\mathbb{R}))$ is the class of $V$.

4.14. This definition could be made in terms of "principal bundles". If $G$ is a topological group, and if $(g_i)$ is a $G$-cocycle in the sense of I.3.5, we consider the space $P$ which is the quotient of the disjoint union $\bigsqcup_i U_i \times G$, by the equivalence relation $(x_i, g_i) \sim (x_j, g_j)$ if $x_i = x_j \in U_i \cap U_j$, and $g_i = g_j(x_i) g_j$. The group $G$ acts on the right on $P$, by the formula $(x_i, g_i) \cdot g = (x_i, g_i g)$. Moreover, this action is free, and we have $X \approx P / G$. If $G$ acts on the left on a $k$-vector space $F$ of dimension $n$, we associate $P$ with the quasi-vector bundle $E = P \times G F$, the quotient of $P \times F$ by the equivalence relation $(p, f) \sim (p g, g^{-1} f)$ for $g \in G$.

4.15. **Proposition.** The quasi-vector bundle $E = P \times G F$ above is actually a vector bundle. It is the $k$-vector bundle associated with the cocycle $g_i$.

**Proof.** The space $P \times G F$ may be identified with the quotient of $\bigsqcup_i U_i \times G \times F$, by the equivalence relation generated by $(x_i, g_i, f_i) \sim (x_j, g_j(x_i) g_i f_i) \sim (x_j, g_j(x_i), g_i f_i)$. In particular, each element of $P \times G F = \bigsqcup_i U_i \times G \times F / \sim$ is the class of a triple $(x_i, f_i, f_j)$. Therefore, $P \times G F$ may be identified with the quotient of $\bigsqcup_i U_i \times F$, by the equivalence relation $[x_i, f_i] \sim [x_j, f_j]$ if $f_i = g_j(x_i) f_j$; this is the bundle associated with the cocycle $(g_i)$ in the sense of I.3.6.

4.16. **Corollary.** Let $V$ be a real vector bundle of rank $n$ with compact base. Then $V$ may be provided with an orientation (resp. a spinorial structure) if there exists a principal bundle $P$ with structural group $\text{SO}(n)$ (resp. $\text{Spin}(n)$), such that $V \approx P \times \mathbb{R}^n$ where $G = \text{SO}(n)$ (resp. $\text{Spin}(n)$). This bundle $P$ is associated with $\alpha \in H^1(X; \text{SO}(n))$ (resp. $\beta \in H^1(X; \text{Spin}(n))$) defined in 4.13.
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4.17. Example. Let $W$ be a real vector bundle, and let $P$ be a principal bundle with group $O(n)$, such that $W \approx P \times_{O(n)} \mathbb{R}^n$ (1.8.7; choose trivializations $W_{|U_i} = U_i \times \mathbb{R}^n$ compatible with the metric, and apply the construction of 1.3.6; see also Remark 4.21 below). The principal bundle $P$ is associated with the cocycle $(g_\mu)$, where $g_\mu(x) \in O(n)$. The bundle $W \oplus W$ may be written as $P \times_{\mathbb{R} \cdot 2 \mathbb{R}^n} \mathbb{R}^{2n}$, where $P'$ is associated with the cocycle

$$h_\mu(x) = \begin{pmatrix} g_\mu(x) & 0 \\ 0 & g_\mu(x) \end{pmatrix}.$$ 

Since $h_\mu(x) \in SO(2n)$, we see that $V$ is canonically an oriented bundle.

4.18. Example. Let $W$ be an oriented vector bundle, and let $P$ be a principal bundle with structural group $SO(n)$, such that $W \approx P \times_{SO(n)} \mathbb{R}^n$. We will show that $W \oplus W$ may be provided with a spinorial structure. The argument used in 4.17 shows that it suffices to prove that the composite homomorphism

$$SO(n) \rightarrow SO(n) \times SO(n) \rightarrow SO(2n),$$

where $\Delta$ is the diagonal homomorphism, may be lifted to a homomorphism $j$ from $SO(n)$ to $Spin(2n)$, making the diagram

$$\begin{array}{ccc}
Spin(2n) & \rightarrow & \text{SO}(2n) \\
\downarrow & & \downarrow \\
SO(n) & \rightarrow & SO(2n)
\end{array}$$

commutative.

Let $D: Spin(n) \times Spin(n) \rightarrow Spin(2n)$ be the homomorphism defined by $D(x_1, x_2) = i_1(x_1)y_2(x_2)$, where $i_1$ (resp. $i_2$) is induced by the canonical inclusion of $\mathbb{R}^n \oplus 0$ (resp. $0 \oplus \mathbb{R}^n$) in $\mathbb{R}^n \oplus \mathbb{R}^n = \mathbb{R}^{2n}$ (cf. 11:3.5). We clearly have $D(x_1, \eta x_2) = \eta D(x_1, x_2)$, where $\eta = \pm 1$ and $\eta = \pm 1$.

Now if $u$ is an element of $SO(n)$, and if $u$ is some element of $Spin(n)$ such that $\rho^B(u) = u$, then $v = D(u, \hat{u})$ is a well-defined element of $Spin(2n)$, independent of the choice of $\hat{u}$. The correspondence $u \mapsto v$ (which is clearly continuous by 4.10) defines the required homomorphism.

4.19. Remark. From 4.17 and 4.18, it follows that for every real bundle $W$, the bundle $W \oplus W \oplus W \oplus W$ may be canonically provided with a spinorial structure.

* 4.20. For the reader who is familiar with algebraic topology, we remark that a real vector bundle is orientable if and only if its first Stiefel-Whitney class, $w_1(V) \in H^1(X; \mathbb{Z}/2)$, is 0. This may be shown by associating each bundle which has a certain class $x \in H^1(X; O(n))$, with the element in $H^1(X; \mathbb{Z}/2)$ obtained by the determinant homomorphism $O(n) \rightarrow \mathbb{Z}/2$. Since this correspondence is "natural", it is determined by a well-defined element $w_1(V) \in H^1(BO(n); \mathbb{Z}/2)$. This element is nontrivial: consider $X = RP_n$ and $V = \xi \oplus \eta$, where $\xi$ is the canonical bundle and $\eta$ is the trivial bundle of rank $n - 1$. 


Now let $V$ be an oriented vector bundle defined by a cocycle $(g_{ij}),$ where $g_{ij}(x) \in \text{SO}(n).$ If the cover $(U_i)$ is finite enough, by using 4.10 we obtain continuous maps $\tilde{g}_{ij}: U_i \cap U_j \to \text{Spin}(n)$ such that $\rho^0(\tilde{g}_{ij}(x)) = g_{ij}(x), \tilde{g}_{ij}(x) \equiv 1.$ Then for $x \in U_i \cap U_j \cap U_k,$ we consider $g_{ijk}(x) = g_{ij}(x)g_{jk}(x)g_{ki}(x);$ this defines an element of $\mathbb{Z}/2(X; \mathbb{Z}/2)$ hence a well-defined element $w_2(V)$ of $H^2(X; \mathbb{Z}/2)$ (second Čech cohomology group with coefficients in $\mathbb{Z}/2$). By naturality, since $H^2(B\text{SO}(n); \mathbb{Z}/2) = \mathbb{Z}/2,$ we see that the correspondence $V \mapsto w_2(V)$ is either trivial, or the second Stiefel-Whitney class. Moreover, $w_2(V) \equiv 0$ if and only if the bundle may be provided with a spinorial structure.

To see that $w_2(V)$ is nontrivial, we consider bundles over $S^2.$ Then the argument in 1.7.6 shows that $w_2(V)$ trivial implies that the map $\pi_1(\text{Spin}(n)) \to \pi_1(\text{SO}(n))$ is surjective. For $n = 2,$ $\text{Spin}(n) \approx \text{SO}(2) \approx S^1,$ and the map $\rho^0$ is essentially the map $z \mapsto z^2$ on the circle. Hence, $\pi_1(\text{Spin}(n)) \approx \pi_1(\text{SO}(n)) \approx \mathbb{Z},$ and the homomorphism $\mathbb{Z} \approx \pi_1(\text{Spin}(n)) \to \mathbb{Z} \approx \pi_1(\text{SO}(n))$ is multiplication by 2, which is not surjective. If $n > 2,$ then $\pi_1(\text{Spin}(n)) \equiv 0$ and $\pi_1(\text{SO}(n)) \approx \mathbb{Z}/2$ by elementary topological observations (note that Spin$(3) \approx S^3,$ and that Spin$(3) \to \text{SO}(3)$ is the nontrivial covering).

4.21. Remark. If $V$ is a real vector bundle with paracompact base $X,$ we can always find a principal bundle $P$ with group $O(n)$ such that $V \approx P \times_{O(n)} \mathbb{R}^n.$ Essentially this follows from 1.8.7, since we can always provide $V$ with a positive definite quadratic form. If $\varphi: U \to \mathbb{R}^n$ is a trivialization of $E,$ then $\varphi$ may be uniquely written as $\varphi = \psi \cdot \theta,$ where $\psi^2 = \theta > 0,$ and $\psi$ is an isometry on each fiber (take $\theta = \sqrt{\varphi^2/2}$ and $\psi = \varphi \theta^{-1}.$) If we replace $\varphi$ by $\psi,$ we may assume that $\varphi$ is an isometry on each fiber. Hence, the vector bundle $V$ may be constructed from a $O(n)$-cocycle. The argument in 4.20 shows that in general $V$ cannot always be constructed from a SO$(n)$-cocycle, nor a Spin$(n)$-cocycle.

4.22. Theorem. Let $V$ be a real vector bundle of rank $n,$ provided with a spinorial structure. Then, with respect to a positive definite quadratic form on $V,$ the categories $\mathbb{K}^0(X)$ and $\mathbb{K}^1(X)$ are equivalent (cf. 4.11).

Proof. Let $T$ denote the trivial vector bundle of rank $n,$ provided with the "trivial" quadratic form $\sum_{i=1}^n (x_i)^2.$ By 4.12, the categories $\mathcal{K}^0(X)$ and $\mathcal{K}^1(X)$ are equivalent.

On the other hand, the category $\mathcal{K}^1(X)$ does not depend on the metric chosen, since any two metrics are isomorphic (1.8.8). If we write $V : P \times_{\text{Spin}(n)} \mathbb{R}^n,$ we may choose the metric to be the one induced by the canonical quadratic form on $\mathbb{R}^n.$

Using the spinorial structure on $V,$ we now define two category equivalences

$$\theta: \mathcal{K}^1(X) \longrightarrow \mathcal{K}^0(X) \text{ and } \varphi: \mathcal{K}^0(X) \longrightarrow \mathcal{K}^1(X),$$

inverse to each other (up to isomorphism). To define $\theta,$ we write $V = P \times_{\text{Spin}(n)} \mathbb{R}^n.$ For $E \in \mathcal{K}^0(X), we let $\theta(E) = P \Delta_{\text{Spin}(n)} E,$ where $P \Delta_{\text{Spin}(n)} E$ denotes the quotient of the fiber product $P \times \mathbb{R}^n,$ by the equivalence relation $(p, \rho e) \sim (p, \varrho^{-1} e),$ where
$g \in \text{Spin}(n) \subset C^{0,n}$ acts naturally on $E$. If $f : E \to E'$ is a morphism, then $\theta(f) = (1_{E'}, f)$ defines a morphism from $\theta(E)$ to $\theta(E')$.

To define $\varphi$, we notice that $C(V) = P \times_{\text{Spin}(n)} C^{0,n}$, where $\text{Spin}(n)$ acts on $C^{0,n}$ by inner automorphisms. More precisely, $C(V)$ may be identified with the quotient of the product $P \times C^{0,n}$ by the equivalence relation $(p, \lambda) \sim (pg, g^{-1}\lambda q)$, where $g \in \text{Spin}(n) \subset C^{0,n}$. Hence, the “bundle of groups”, $\text{Spin}(V) = Q$, may be identified with the quotient of $P \times G$, where $G = \text{Spin}(n)$, by the equivalence relation $(p, g) \sim (ph, h^{-1}gh)$. Now if $F$ is a $C(V)$-module, we define a “right action” of $Q$ on $P$, by the formula $p \cdot (p, q) = p g^{-1}$, and we define $\varphi(F)$ as $P \otimes_Q F$, the quotient of $P \times F$ by the equivalence relation $(p, f) \sim (p\lambda, \lambda^{-1} f)$, where $\lambda = (p, g) \in Q \subset C(V)$.

The $C(T)$-module $(\varphi \theta)(E)$ is the quotient of $P \times P \times E$ by the equivalence relation generated by $(p', p, e) \sim (p p' g, g^{-1} e)$ and $(p, p, e) \sim (p g^{-1}, p g^{-1} e)$. Therefore, the map $\cdot : (p, p, e) \sim (p g, p g^{-1} e)$, where $p$ is in $P_x$ for $x \in E_x$, defines a natural isomorphism between $E$ and $(\varphi \theta)(E)$.

Conversely, $(\theta \varphi)(F)$ is the quotient of $P \times P \times F$ by the equivalence relation generated by $(p', p, f) \sim (p p', p \lambda^{-1} f)$ for $\lambda = (p, g) \in Q$, and $(p, p, f) \sim (p g, p, z^{-1} f)$ for $\varphi = (p, z) \in Q$. Therefore, the map $f \mapsto (p, p, f) \sim (p g, p g, f)$, where $p$ is in $P_x$ for $x \in E_x$, defines a natural isomorphism between $F$ and $(\theta \varphi)(F)$.

4.23. Remark. Let $W$ be an arbitrary vector bundle, provided with a non degenerate quadratic form. Then the same type of proof shows that $\delta^{\text{spin}} W(X) \sim \delta^{\text{cl}} W(X)$.

4.24. Remark. If $V$ and $V'$ are spinorial vector bundles of rank $n$ and $n'$, respectively, then $V \oplus V'$ is a spinorial vector bundle of rank $n + n'$. More precisely, the inclusions of $C^{0,n}$ and $C^{0,n'}$ in $C^{0,n+n'}$ induce a homomorphism from $\text{Spin}(n) \times \text{Spin}(n')$ to $\text{Spin}(n+n')$, which makes the diagram

\[
\begin{array}{ccc}
\text{Spin}(n) \times \text{Spin}(n') & \xrightarrow{\delta} & \text{Spin}(n+n') \\
\downarrow & & \\
O(n) \times O(n') & \longrightarrow & O(n+n')
\end{array}
\]

commutative. Hence $\delta^{\text{spin}} W(X) \sim A^{n+n'}(X)$.

4.25. Assume now that the basic field $k$ is the field of complex numbers $\mathbb{C}$. We slightly modify the previous arguments by considering the group $\text{Spin}'(n)$ instead of $\text{Spin}(n)$ (where $\text{Spin}'(n) = \text{Spin}(n) \times_{\mathbb{Z}_2} U(1)$, the quotient of $\text{Spin}(n) \times U(1)$ by the equivalence relation $(p, z) \sim (p, -z)$). Then we have the exact sequence

\[
1 \longrightarrow U(1) \longrightarrow \text{Spin}'(n) \longrightarrow \text{SO}(n) \longrightarrow 1,
\]

where $\rho(p, z) = \rho^0(p)$. If $V$ is an oriented real vector bundle of rank $n$, a "spinorial structure" on $V$ is given by a principle bundle $P$ with structural group $\text{Spin}'(n)$, and
an isomorphism $V \cong P \times_{\text{Spin}^c(n)} \mathbb{R}^*$. For such bundles $V$, we define a category equivalence

$$\theta': \mathcal{E}^c_\mathbb{C}(X) \longrightarrow \mathcal{E}^c_\mathbb{C}(Y),$$

by the formula $\theta'(E) = P \Delta_{\text{Spin}^c(n)} E$, the quotient of $P \times E$ by the equivalence relation $(p, e) \sim (pg^{-1}, ge)$, where $g \in \text{Spin}^c(n)$ acts on $E$ via the imbedding of $\text{Spin}(n)$ in $\mathbb{C}^{n, n}$, and via the natural action of $U(1) \subset \mathbb{C}$ on the complex vector bundle $E$. The argument used in the proof of 4.22 also shows that $\theta'$ is a category equivalence.

4.26. It is useful to consider spinorial vector bundles, since it is possible for a real vector bundle to be spinorial without being spinorial. This is the case for example when $V$ underlies a complex vector bundle of rank $n$ (again denoted $V$). Since any complex vector bundle may be provided with a metric (1.8.7), we can always find a principal bundle $P$, with structural group $U(n)$, such that $V \cong P \times_{U(n)} \mathbb{R}^{2n}$. Thus to prove the assertion above, it suffices to show the existence of a homomorphism

$$\sigma: U(n) \longrightarrow \text{Spin}^c(2n)$$

which makes the following diagram commutative:

$$\begin{array}{ccc}
\text{Spin}^c(2n) \\
\sigma \downarrow \quad \quad \quad \downarrow \rho' \\
U(n) \longrightarrow \text{SO}(2n).
\end{array}$$

Let $x \in U(n)$, and let $x(t)$ be a path in $U(n)$ such that $x(0) = 1$ and $x(1) = x$ ($U(n)$ is arcwise connected). Since the map $\text{Spin}(2n) \longrightarrow \text{SO}(2n)$ is a covering (4.1.0), there exists a unique path $\tau$ in $\text{Spin}(2n)$ such that $\tau(0) = 1$ and $\rho'(\tau(t)) = x(t)$ (Godbillon [2]). Similarly, the path $t \mapsto \gamma(t) = \text{Det}(x(t)) \in \text{U}(1) = \text{SO}(2)$ may be lifted to $\tilde{\gamma}(t) \in \text{Spin}(2n) \cong U(1)$. Then the pair $(\tau(t), \gamma(t))$ defines an element of $\text{Spin}^c(2n)$, which is independent of the path $t(t)$ connecting $x$ to $1$. To prove this, we consider another path $\bar{\tau}$, connecting $\bar{\tau}$ to $1$. Then $\tau$ and $\bar{\tau}$ differ by a loop in $\text{U}(n)$, and $\tau(1)$ and $\bar{\tau}(1)$ differ by a sign obtained by applying the homomorphism

$$\pi_1(U(n)) \longrightarrow \mathbb{Z}/2,$$

induced by the covering $\text{Spin}(2n) \longrightarrow \text{SO}(2n)$, to the class of the loop above (cf. Godbillon [2]). Since the determinant map induces an isomorphism from $\pi_1(U(n))$ to $\pi_1(U(1))$, inverse to the isomorphism $\pi_1(U(1)) \to \pi_1(U(n))$ induced by the inclusion of $U(1)$ in $U(n)$, we must have $\tilde{\gamma}(1) = \tau(1)$, $\tilde{\gamma}'(1)$, or $(\bar{\tau}(1), \gamma(1)) = (1, -\gamma(1)).$ Hence $\sigma$ is well-defined. Moreover, $\sigma$ is a homomorphism since $U(n)$ is connected, and since $\sigma(xy) = \sigma(x)\sigma(y)$ for $x$ and $y$ close enough to $1$.

4.27. (Atiyah-Bott-Shapiro [1]). The homomorphism $\sigma$ may be defined more closely in the following way. Let $f_1, \ldots, f_n$ be an orthonormal basis of $\mathbb{C}^n$ such that $\sigma(f_i) = \exp(i\theta_i) f_i$. Let $e_{2^i-1} = f_i$ and $e_{2^i} = if_i$, be the corresponding ortho-
normal basis of \( \mathbb{R}^{2n} \), and let \( S \) be the element of Spin\(^c\)(2n), defined by the product

\[
S = \prod_{r=1}^{n} \left( \cos \theta_r / 2 - e_{2r-1} e_{2r} \sin \theta_r / 2 \right) \exp(i\theta_r / 2).
\]

Then \( \rho^*(S) = x \in U(n) \subset SO(2n) \), and

\[
\tilde{\tau}(t) = \prod_{r=1}^{n} \left( \cos i\theta_r / 2 - e_{2r-1} e_{2r} \sin i\theta_r / 2 \right) \exp(i\theta_r / 2)
\]

is a lifting of a path from 1 to \( S \), such that \( \tilde{\tau}(0) = 1 \). Hence \( S = \sigma(z) \).

4.28. By 1.5, \( \Lambda(C^\infty) \) is a \( \mathbb{C}^{0,2n} \otimes \mathbb{C} \)-module. Since \( \mathbb{C}^{0,2n} \otimes \mathbb{C} \cong \mathcal{M}_{2n}(\mathbb{C}) \), and since \( \Lambda(C^\infty) \) is of dimension \( 2^n \), \( \Lambda(C^\infty) \) is a generator of \( K(\mathbb{C}^{0,2n}) = \mathbb{Z} \) by II.1.4.4. Therefore, the functor

\[
\mathcal{B}_e(X) \longrightarrow \mathcal{B}_e^{0,2n}(X),
\]

defined by \( E \mapsto \Lambda(C^\infty) \otimes E \), is the category equivalence described in III.4.6.

4.29. If \( V \) is a complex bundle of rank \( n \), it may be provided with a \( \ast \)-spinorial structure by 4.26. Therefore, we have a category equivalence

\[
\mathcal{B}_e^{0,2n}(X) \longrightarrow \mathcal{B}_e^\infty(X)
\]

by 4.25. Now we claim that the composition \( \mathcal{B}_e(X) \sim \mathcal{B}_e^{0,2n}(X) \sim \mathcal{B}_e^\infty(X) \) is simply the functor \( E \mapsto \Lambda(V) \otimes E \), which is well-defined by 1.5 and 4.11. Essentially, if we write \( V \) as \( P \times_{\mathrm{Spin}^c(2n)} \mathbb{C}^n \), the composition of the two functors is defined by \( E \mapsto (P \times_{\mathrm{Spin}^c(2n)} \mathbb{C}^n) \otimes E \), where \( P \) is the principal bundle with structural group \( \mathrm{Spin}^c(2n) \), associated with \( P \), i.e. \( P = P \times_{\mathrm{Spin}^c(2n)} \mathbb{C}^n \). On the other hand, the functor \( E \mapsto \Lambda(V) \otimes E \) is simply \( E \mapsto (P \times_{\mathrm{Spin}^c(2n)} \mathbb{C}^n) \otimes E \). Thus the fact that the two functors are isomorphic, will follow directly from the commutativity of the diagram

\[
\begin{array}{ccc}
U(n) & \overset{\alpha}{\longrightarrow} & \mathrm{Spin}^c(2n) \\
\downarrow & & \downarrow \gamma \\
\mathrm{End}(\mathbb{C}^n) & \overset{\Lambda}{\longrightarrow} & \mathrm{End}(\Lambda(C^\infty)),
\end{array}
\]

where \( \sigma \) is the homomorphism described in 4.26, \( \gamma \) is the homomorphism describing the action of \( \mathrm{Spin}^c(2n) \subset \mathbb{C}^{0,2n} \otimes \mathbb{C} \) on \( \Lambda(C^\infty) \) (1.5), and \( \Lambda \) is induced by the functoriality of exterior powers. If \( (f_1, \ldots, f_n) \) is an orthonormal basis of \( \mathbb{C}^n \) such that \( \sigma(f_i) = \exp(i\theta_i / 2) f_i \), for \( x \in U(n) \), we have

\[
\sigma(x) = \prod_{r=1}^{n} \left( \cos \theta_r / 2 - e_{2r-1} e_{2r} \sin \theta_r / 2 \right) \exp(i\theta_r / 2)
\]
by 4.27. Now let \( x = \sigma + f_{\lambda} b \) be any element of \( \mathcal{A} \mathbb{C}^n \) such that \( \sigma \) and \( b \) do not contain \( f_{\lambda} \). Then we have

\[
\gamma_\sigma(x) = (\cos \theta_{\sigma}/2 - e^{2\tau} \sin \theta_{\sigma}/2) \exp(i\theta_{\sigma}/2) (\sigma + f_{\lambda} b) - \sigma + \exp(i\theta_{\sigma}) f_{\lambda} b.
\]

Therefore \( \gamma_\sigma(f_{\lambda} \cdots f_{\lambda} b) = \gamma(f_{\lambda} \cdots f_{\lambda} b) \).

4.30. Let us return to the general case where \( V \) is a spinorial bundle of rank \( n \). Let

\[
l : \text{Spin}^s(n) \times \mathbb{Z}_2 \to \text{U}(1)
\]

be the homomorphism defined by \( l(\beta, z) = z^2 \). If \( P \) is a principal bundle of group \( \text{Spin}^s(n) \), we associate \( P \) with the complex line bundle \( L(V) = P \times_{\text{Spin}^s(n)} \mathbb{C} \), the quotient of \( P \times \mathbb{C} \) by the equivalence relation \( (p, \lambda) \sim (p, \lambda g^{-1}) \), where \( g \in \text{Spin}^s(n) \). The line bundle \( L(V) \) is said to be associated with the spinorial structure of \( V \).

If \( n = 2p \), and if \( P \) is associated with a complex structure on \( V \) as in 4.26, the explicit formula given in 4.27 shows that \( L = P \times_{\text{Spin}(n)} \mathbb{C} \). In this notation, \( P \) is the principal bundle, with group \( \text{U}(p) \), which defines the complex structure on \( V \), and \( P \times_{\text{Spin}(n)} \mathbb{C} \) is the quotient of \( P \times \mathbb{C} \) by the equivalence relation \( (p, g, \lambda) \sim (p', g, \lambda)^{-1} \), where \( d' : (p) \to \mathbb{U}(1) \) is the determinant. Hence, \( L(V) \) is isomorphic to \( \Lambda^n(V) \) (the \( n \)-th exterior power of \( V \)).

If \( V \) and \( V' \) are spinorial bundles, then \( V \oplus V' \) is naturally a spinorial bundle. This follows from the homomorphism

\[
s : \text{Spin}^s(n) \times \text{Spin}^s(n') \to \text{Spin}^s(n + n'),
\]

defined by \( [(\beta, z), (\beta', z')] \mapsto [s(\beta, \beta'), z z'] \), where \( s \) is defined in 4.24, and where \( z, z' \in \mathbb{U}(1) \). Note that \( L(V \oplus V') \cong L(V) \otimes L(V') \).

4.31. Theorem. Let \( V \) be a spinorial bundle of rank \( n \), and let \( W \) be the real bundle \( V \oplus V \) provided with the complex structure defined in 1.4.8: multiplication by \( i \) is represented by the matrix

\[
\begin{pmatrix}
0 & -1 \\
1 & 0
\end{pmatrix}
\]

Up to isomorphism, we then have the commutative diagram

\[
\begin{array}{ccc}
\delta_{\epsilon}^{V \oplus V}(X) & \xrightarrow{\cdot} & \delta_{\epsilon}^{V \oplus V}(X) \\
\downarrow \delta_{\epsilon}^{0, 2n}(X) & \swarrow \delta_{\epsilon}^{0, 2n}(X) \\
\delta_{\epsilon}^{W}(X) & \xleftarrow{\cdot} & \delta_{\epsilon}^{W}(X)
\end{array}
\]
where $\theta^s$ and $\theta^c$ are defined as in 4.25 (using the `spinorial structures presented in 4.30 and 4.26 respectively), and where $\mathcal{L}$ is the functor $E \rightarrow E \otimes L(V)$.

Proof. Let us compute the composition $j^e$ of the homomorphisms

$$\text{Spin}^e(n) \rightarrow \text{SO}(n) \rightarrow U(n) \rightarrow \text{Spin}^c(2n) = \text{Spin}(2n) \times \mathbb{Z}_2 \text{ U}(1).$$

If $\delta = (\beta, z) \in \text{Spin}^e(n)$, and if $x = \pi(\delta) \in \text{SO}(n) \subset U(n)$, there is an orthonormal basis $f_1, \ldots, f_p, \overline{f}_1, \ldots, \overline{f}_p, f_{2p+1}, \ldots, f_n$ of $\mathcal{Q}^n$ such that $x(f_r) = \exp(i \theta_r)(f_r)$, $x(\overline{f}_r) = \exp(-i \theta_r)(f_r)$ for $r < p$, and $x(f_r) = f_r$ for $r > 2p$. By the formula given in 4.27, it follows that $(\sigma \pi)(\delta) \in \text{Spin}(2n) = \text{Spin}^c(2n)$. Hence, $\sigma \pi$ defines a homomorphism $j : \text{SO}(n) \rightarrow \text{Spin}(2n)$ which makes the diagram

$$\text{Spin}(2n) \xrightarrow{j} \text{Spin}^c(2n)$$

$$\downarrow \quad \text{SO}(n) \rightarrow \text{SO}(2n)$$

commutative. Since such a homomorphism is unique, it must coincide with the homomorphism (also denoted by $j$) defined in 4.18, and we have the formula $(j \pi)(\beta, z) = (x(\beta), z) \in \text{Spin}(2n) \times \mathbb{Z}_2 \text{ U}(1)$, where $x$ is defined as in 4.24. If we let $j^e$ denote the composition

$$\text{Spin}^e(n) \xrightarrow{j} \text{Spin}^c(n) \times \text{Spin}^e(n) \xrightarrow{i^e} \text{Spin}^c(2n),$$

where $i^e$ is defined as in 4.29, and where $j$ is the diagonal homomorphism, then we have the formula

$$j^e(g) = i^e(g)(g).$$

We are now approaching the proof of the theorem. We consider a principal $\text{Spin}^e(n)$-bundle $P$, such that $V \simeq P \times \text{Spin}^e(n) \mathbb{R}^n$. By definition, the principal $\text{Spin}^c(2n)$-bundle, associated with $V \otimes V$, is $P \times \text{Spin}^e(2n)$, the quotient of $P \times \text{Spin}^c(2n)$ by the equivalence relation $(pg, h) \sim (p, j^e(g)^{-1}h)$. Therefore $\theta^e(E)$ is $P \times \text{Spin}^c(2n) / \text{Spin}^e(2n) E$, using the notation of 4.22 and 4.25. More precisely, $\theta^e(E)$ is the quotient of $P \times \text{Spin}^e(2n) \times X E$ by the equivalence relation generated by $(pg, h, e) \sim (p, j^e(g)^{-1}h, e)$ and $(p, h_1, h_2, e) \sim (p, h_1, h_2^{-1} e)$ (where the projections of $p$ and $e$ on the base $X$ are equal). Since any element of this space is the class of a triple $(p, 1, e)$, we could also write this space as $P \Delta \text{Spin}^e(2n) E$, i.e. the quotient of $P \times \Delta \text{Spin}^e(2n) E$ by the equivalence relation $(pg, e) \sim (p, j^e(g)^{-1} e)$, where $g \in \text{Spin}^e(n)$.

On the other hand, the principal $\text{Spin}^c(2n)$-bundle associated with the complex structure of $V \otimes V$, is $P \times \text{Spin}^c(2n)$, the quotient of $P \times \text{Spin}^c(2n)$ by the equivalence relation $(pg, h) \sim (p, j^c(g)^{-1} h)$. Therefore, as above, we may write $\theta^c(E)$ as $P \Delta \text{Spin}^c(2n) E$, i.e. the quotient of $P \Delta \text{Spin}^e(2n) E$ by the equivalence relation $(pg, e) \sim (p, j^c(g)^{-1} e)$, where $g \in \text{Spin}^c(n)$.
Finally, we write $\mathcal{L}(V)$ as the quotient of $P \times \text{Spin}_{n}(\mathbb{C})$ by the equivalence relation $(pg, \lambda) \sim (p, (g^{-1})^{\lambda} \omega)$, and we define a morphism

$$\theta^\omega(E) \otimes \mathcal{L}(V) \to \mathcal{L}(E)$$

by the formula

$$(p, e) \otimes (p, \lambda) \to (p, \omega e).$$

We notice that

$$(pg, e) \otimes (pg, \lambda) \to (pg, \omega e) = (p, f^g(g^{-1}) \lambda e)$$

$$(p, f^g(g^{-1}) e) \otimes (p, f^g(g^{-1}) \lambda e) \to (p, f^g(g^{-1}) \lambda e).$$

Therefore, this morphism is well-defined, and is an isomorphism on each fiber. Thus we have an isomorphism by 1.2.7. 

4.32. Corollary. Let $V$ be a spinorial bundle of rank $n$, and let $W$ be the real bundle $V \otimes V$, provided with the complex structure defined in I.4.8. Then we have a commutative diagram (up to isomorphism),

In this diagram, $\varphi$ is the functor $E \mapsto \Lambda(W) \otimes E$ described in 4.29; $\psi$ is the composition $\mathcal{E}_c(X) \otimes \mathcal{E}_c^0, 2\gamma(X) \otimes \mathcal{E}_c^0, 2\gamma(Y)$, where $\varphi$ is the category equivalence induced by the spinorial structure of $V \otimes V$ (cf. 4.25 and 4.29). Finally $\mathcal{E}$ is the functor $E \mapsto E \otimes \mathcal{L}(V)$, where $\mathcal{L}(V)$ is the line bundle associated with the spinorial structure of $V$ (cf. 4.30).

Proof. This is an immediate consequence of the theorem above, and the commutative diagram

where the composition $\mathcal{E}_c(X) \otimes \mathcal{E}_c^0, 2\gamma(X) \otimes \mathcal{E}_c^0, 2\gamma(Y)$ is identified with $\varphi$ (cf. 4.29).

Exercise (IV.8.1).
5. The Thom Isomorphism in Real and Complex $K$-Theory for Real Vector Bundles

5.1. Let $V$ be a real vector bundle provided with a nondegenerate symmetric bilinear form (or quadratic form) $(I.8.4)$. We let $1$ denote the trivial bundle of rank one provided with the form $\lambda \mapsto \lambda^2$. Let $\sigma^V$ denote the functor from $\mathcal{E}^{\oplus 1}(X)$ to $\mathcal{E}^V(X)$ which associates each $\mathcal{C}(V \oplus 1)$-module with its underlying $\mathcal{C}(V)$-module (note that $(\mathcal{C}(F) = \mathcal{C}(V \oplus 1))$. Now we define the group $K^V(X)$ as the Grothendieck group of the Banach functor $\sigma^V$ (cf. II.2.13). If $V = X \times \mathbb{R}^{\mathbb{R}^+}$ provided with the quadratic form

$$(x, \lambda_1, \ldots, \lambda_{p+q}) \mapsto -(\lambda_1)^2 - \cdots - (\lambda_p)^2 + (\lambda_{p+1})^2 + \cdots + (\lambda_{p+q})^2,$$

then Example 4.12 shows that $K^V(X)$ is isomorphic to the group $K^{\mathbb{R}^+}(X)$ introduced in III.4.11. An equivalent description of the group $K^V(X)$ may be given along the lines of III.4.14, ..., III.4.23 in terms of gradations. More precisely, a gradation of a bundle $E$ provided with a $\mathcal{C}(V)$-module structure (i.e. with a morphism $m: V \to \mathcal{O}(E, E)$ such that $(m(v))^2 = \mathcal{O}(v)$; cf. 4.11) is a morphism $\eta: E \to E$, such that $\eta^2 = 1$ and $\eta m(v) = -m(v) \eta$ for each $v \in V$. Then, as in III.4, we consider the set of triples $(E, \eta_1, \eta_2)$, where $E$ is a $\mathcal{C}(V)$-module and $\eta_1$ and $\eta_2$ are gradations. Now $K^V(X)$ is the quotient of the free group generated by these triples by the subgroup generated by the relations

(i) $(E, \eta_1, \eta_2) + (F, \xi_1, \xi_2) = (E \oplus F, \eta_1 \oplus \xi_1, \eta_2 \oplus \xi_2)$, and

(ii) $(E, \eta_1, \eta_2) = 0$ if $\eta_1$ is homotopic to $\eta_2$ within the gradations of $E$.

5.2. Theorem. Assume that $V$ is provided with a nondegenerate positive quadratic form and also with a spinorial structure (resp. a $\mathbb{R}^+$-spinorial structure). Then the category equivalence $0$ (resp. $0^+$) defined in 4.22 (resp. 4.25) induces an isomorphism

$$K^{\mathbb{R}^+}(X) \cong K^V(X) \quad (\text{resp. } K^{\mathbb{R}^+}(X) \cong K^V(X)).$$

where $n = \text{rank}(V)$.

Proof. In general, we let $T_n$ denote the trivial bundle of rank $p$. If $V$ is a Spin($n$)-bundle (resp. a Spin($n$)-bundle), then $V \oplus T_n$ is naturally a Spin($n+1$)-bundle (resp. a Spin($n+1$)-bundle) by 4.24 (resp. 4.29). Hence, we have the commutative category diagram (up to isomorphism)

$$
\begin{array}{cccc}
\mathcal{E}^V_{T_n}(X) & \xrightarrow{\psi^V_n} & \mathcal{E}^{\mathbb{R}^+}(X) & \xrightarrow{\psi^V} \\
\mathcal{E}^V(X) & \xrightarrow{\sigma^V} & \mathcal{E}^V(X) & \xrightarrow{0} \\
\end{array}
$$

where

$$
\begin{array}{cccc}
\mathcal{E}^V_{T_n}(X) & \xrightarrow{0^+} & \mathcal{E}^{\mathbb{R}^+}(X) & \xrightarrow{0} \\
\mathcal{E}^V(X) & \xrightarrow{\sigma^V} & \mathcal{E}^V(X) & \xrightarrow{0} \\
\end{array}
$$
Since the horizontal arrows are Banach category equivalences, they induce isomorphisms $K^{0}_{\omega}(X) \approx K(\mathcal{O}_{\Sigma}) \approx K(\mathcal{O})$ (resp. $K^{0}_{\omega}(X) \approx K(\mathcal{O}_{\Sigma}^{1}) \approx K(\mathcal{O}_{\Sigma})$). Note that $K^{0}_{\omega}(X) \approx K^{0}_{\omega}(\Lambda)$ and $K^{0}_{\omega}(X) \approx K^{0}_{\omega}(\Lambda)$ in general (cf. III.5.12).

5.3. If $V$ is provided with a complex structure, it may also be provided with a spinorial structure (4.26). Hence, if we write rank$(V) = p$, then we have $K_{q}(X) \approx K_{q}^{0}(X) \approx K_{q}(X)$. We will make the composition of these isomorphisms more explicit. This will be the pattern followed in the generalization, Theorem 5.8.

First of all, the isomorphism $K_{q}(X) \approx K_{q}^{0}(X)$ is obtained from the diagram:

$$
\begin{array}{c}
\delta_{c}^{0}(X) \longrightarrow \delta_{c}^{0,2p+1}(X) \\
\bigg\downarrow \bigg\uparrow \\
\delta_{c}(X) \longrightarrow \delta_{c}^{0,2p}(X),
\end{array}
$$

where the horizontal arrows are category equivalences (III.4.6). More precisely, if we write $D^{0,1}$ for $C^{1,0} \otimes \mathbb{C}$ in general, then we have an isomorphism $D^{0,2p+1} \longrightarrow D^{0,2p} \otimes D^{0,1}$. It is induced by the $R$-linear map $R^{2p} \otimes R \rightarrow D^{0,2p} \otimes D^{0,1}$, defined by $(v, \lambda) \mapsto v \otimes 1 + \lambda \otimes i$, with $v = e_{1}(i\vec{e}_{2})w_{3}(i\vec{e}_{4}) \cdots (i\vec{e}_{2p})$ where $e_{1}, \ldots, e_{2p}$ is the canonical basis of $R^{2p}$ imbedded in $C^{0,2p} \subset D^{0,2p}$ (compare with III.3.16; note that $(e^{2}) = 1$). If $M$ is an irreducible $D^{0,2p}$-module, then the category equivalence $\delta_{c}^{0}(X) \approx \delta_{c}^{0,2p+1}(X)$ is thus defined by $E \mapsto M \otimes E$, where $R^{2p} \otimes R \rightarrow R^{2p+1} \subset D^{0,2p+1}$ acts on $M \otimes E$ by the map $(\langle v, \lambda \rangle, u \otimes e) \mapsto eu \otimes e + eu \otimes \lambda e$ (cf. III.4.6). By 1.5 we may choose $M = A(C^{p})$. To proceed any further, we require the following lemma

5.4. Lemma. Let us identify $R^{2p}$ with $C^{p}$ by the map

$$(x_{1}, \ldots, x_{2p}) \longmapsto (x_{1} + ix_{2}, \ldots, x_{2p-1} + ix_{2p}).$$

Then $\pi = e_{1}(i\vec{e}_{2}) \cdots (i\vec{e}_{2p})$ is equal to $+1$ on $A^{0}(C^{p})$, and $-1$ on $A^{1}(C^{p})$.

Proof. If $V$ and $W$ are complex vector spaces provided with positive nondegenerate Hermitean forms, then the canonical isomorphism

$$f: A(V) \otimes A(W) \approx A(V \otimes W)$$

(cf. III.3.10) is an isomorphism of $C(V) \otimes C(W) \approx C(V \otimes W)$-modules. Essentially, $f$ is induced by $\psi \otimes \psi_{2} \mapsto \psi_{1} \psi_{2}$, and we have the identities

$$d_{\psi}(\psi_{1} \psi_{2}) = d_{\psi}(\psi_{1}) \psi_{2} \quad \text{if} \quad \psi \in V,$$

$$d_{\psi}(\psi_{1} \psi_{2}) = (-1)^{deg} \psi_{1} d_{\psi}(\psi_{2}) \quad \text{if} \quad \psi \in W \quad \text{(where} \quad \deg \quad \text{denotes the degree)},$$

and

$$\hat{c}_{\psi}(\psi_{1} \psi_{2}) = \hat{c}_{\psi}(\psi_{1}) \psi_{2} \quad \text{if} \quad \psi \in V,$$

$$\hat{c}_{\psi}(\psi_{1} \psi_{2}) = (-1)^{deg} \psi_{1} \hat{c}_{\psi}(\psi_{2}) \quad \text{if} \quad \psi \in W.$$

Hence

$$d_{\psi_{1} \psi_{2}} + \hat{c}_{\psi_{1} \psi_{2}} = (d_{\psi} + \hat{c}_{\psi}) \otimes 1 + 1 \otimes (d_{\psi} + \hat{c}_{\psi}).$$
on $A(V) \oplus A(W)$ (compare with III.3.10). Therefore we need only verify the lemma for the case where $V = \mathbb{C}$ with basis $f_1$. In this case, we have $A(V) = \mathbb{C} \oplus \mathbb{C}$ with basis $1$ and $f_1$. Moreover

\[ d_{f_1}(1) = f_1, \quad \partial f_1(1) = 0, \quad d_{f_1}(f_1) = 0, \quad \text{and} \quad \partial f_1(f_1) = 1. \]

If $\rho(p)$ denotes the action of $p \in \mathbb{C} \cong \mathbb{R}^2$ on $A(V)$, we have

\[ \rho(e_1) = d_{f_1} + \partial f_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}; \quad \rho(e_2) = d_{f_1} - \partial f_1 = -i(d_{f_1} - \partial f_1) = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}. \]

Hence

\[ i\rho(e_1)\rho(e_2) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]

5.5. Proposition. The category equivalence

\[ \mathcal{E}_A^{0,1}(X) \longrightarrow \mathcal{E}_A^{0,2p+1}(X) \]

defined in III.4 is $E \mapsto A(\mathbb{C}^p) \hat{\otimes} E$ (graded tensor product), where $A(\mathbb{C}^p) \hat{\otimes} E$ is regarded as a module over $\mathcal{D}^{0,1} \otimes \mathcal{D}^{0,1} \cong \mathcal{D}^{0,2p+1}$

Proof. This follows directly from Lemma 5.4 and the preceding observations (with $M = A(\mathbb{C}^p)$).

5.6. Proposition. Let $V$ be a complex vector bundle of rank $p$ (real rank $n = 2p$). Then the composition of the category equivalences

\[ \mathcal{E}_A^{0,1}(X) \longrightarrow \mathcal{E}_A^{0,2p+1}(X) \stackrel{\rho_p}{\longrightarrow} \mathcal{E}_A^{0,2p+1}(X) \]

is defined by $E \mapsto A(V) \hat{\otimes} E$, where $A(V) \hat{\otimes} E$ is regarded as a module over $C(V) \hat{\otimes} C(F_1) \cong C(V \oplus 1)$.

Proof. The explicit computation in 4.29 can be repeated almost verbatim by placing gradations on all the vector bundles involved.

5.7. Theorem. Let $V$ be a complex vector bundle of rank $p$ (real rank $n = 2p$). Then the composition of the isomorphisms

\[ K^{0,1}_A(X) \cong K^{0,1}_A(X) \longrightarrow K^{0,2p+1}_A(X) \longrightarrow K^{0,2p+1}_A(X) \]

defined in 4.22 and 1;4.1 is induced by

\[ \left[ [F] \mapsto dF \right] \otimes E \otimes \eta \otimes 1, -\eta \otimes 1, \]

where $\eta$ is the canonical $\mathbb{Z}/2$-gradation of the exterior algebra $A(V)$.  

IV. Computation of Some $K$-Groups

Proof. Let $E$ be an object of $\delta^t(X)$. Its associated element of $K^0,0(X)$ is $d(E^{00}, E^{01}, e)$, where $E^{00}$ is the concentration of $E$ in degree $0$, and $e$ is the identity on the underlying nontrivial modules (112.4.12). Hence, the image of $[E]$ under the composition of the isomorphisms is the element

$$d(A(V) \otimes E^{01}, A(V) \otimes E^{11}, 1 \otimes e)$$

by 5.6. With respect to the definition of $K^0(X)$ in terms of gradations, this is also $d(A(V) \otimes E, \gamma \otimes 1, - \gamma \otimes 1)$. □

5.8. Theorem. Let $V$ be a Spin$(6n)$-bundle (resp. a Spin$'(2n)$-bundle) such that $V \approx P \times_{\text{Spin}(6n)} \mathbb{R}^{2n}$ (resp. $V \approx P \times_{\text{Spin}^'(2n)} \mathbb{R}^{2n}$). Let $M$ be an irreducible $C^\infty$-module (resp. an irreducible $D^{0,2n}$-module), and let $\eta_M$ be the gradation defined by $\eta_M = e_1 \cdot \cdots \cdot e_{2n}$ (resp. $\eta_M = (-1)^n e_1 \cdot \cdots \cdot e_{2n}$). Then the composition of the isomorphisms

$$K_0^0(X) \approx K_0^0,0(X) \approx K_0^0,2n(X) \approx K_0^0(X)$$

(resp., $K_0^0(X) \approx K_0^0,0(X) \approx K_0^0,2n(X) \approx K_0^0(X)$)

is induced by

$$E \mapsto d(M(V) \otimes E, \eta \otimes 1, - \eta \otimes 1),$$

where $M(V) = P \times_{\text{Spin}(6n)} \mathbb{R}^{2n}$ (resp. $M(V) = P \times_{\text{Spin}^'(2n)} \mathbb{R}^{2n}$) and $\eta = (\eta_M, \eta_M)$. □

Proof. The proof of this theorem is analogous to the proof of Theorem 5.7, using the explicit category equivalences $\theta$ and $\theta'$ (cf. 4.22 and 4.25). The only point needing clarification is the gradation $\eta_M$ which is used to identify $C^{\infty,8n+1}$ with $C^{\infty,8n} \otimes C^{0,1}$ (resp. $D^{0,2n+1}$ with $D^{0,2n} \otimes D^{0,1}$). In fact, there are only two gradations on $M$, $\eta_M$ and $-\eta_M$: they correspond to the two irreducible $C^{\infty,8n+1}$-modules (resp. $D^{0,2n+1}$-modules) of real dimension $16^2$ (resp. complex dimension $2^2$); cf. 112.3. In order to avoid ambiguity of sign, we must remark that $\eta_M$ acts as $(-1)^n$ on $A^n \otimes \mathbb{C}$, regarded as an irreducible $D^{0,2n}$-module (cf. 5.4). In general, changing the sign of $\eta_M$ results in a change of sign for the isomorphism $K_0^0(X) \approx K_0^0(X)$ (resp. $K_0^0(X) \approx K_0^0(X)$).

5.9. Proposition. Let $V$ be a Spin$'(n)$-bundle, and let $W$ (resp. $W'$) be the real bundle $V \otimes W$ provided with the Spin$'(2n)$-bundle structure explicitly described in 4.38 (resp. provided with the complex structure described in 4.48 and 4.31). Then we have the commutative diagram

$$\begin{array}{ccc}
K_0^0(X)^W & \approx & K_0^0 \otimes V(X) \\
\downarrow \psi^W & & \downarrow \psi \\
K_0^0(X)^{W'} & \approx & K_0^0 \otimes V'(X)
\end{array}$$
where $\psi^*$ and $\phi^*$ are defined as in 4.32, and where $\Sigma^*$ is defined by the tensor product with the line bundle $L(V)$ (cf. 4.30).

Proof. This proposition follows directly from 4.32. \qed

5.10. We now consider an arbitrary real vector bundle $V$ with compact base provided with a positive quadratic form. Let $B(V)$ (resp. $S(V)$) be the ball bundle (resp. the sphere bundle) of $V$. Recall that $K(B(V), S(V)) \cong K(V) \cong K(V)$, where $V$ is the one point compactification of $V$, i.e. the Thom space of $V$. We wish to define a fundamental homomorphism

$$t: K^V(X) \longrightarrow K(\Theta(V), S(V))$$

which generalizes the homomorphism $t$ defined in III.5.9 in some sense (see 6.21 for a precise analogy).

More explicitly, we identify the ball bundle $B(V)$ with the upper hemisphere $S^+(V \oplus 1)$ of the sphere bundle $S(V \oplus 1)$.
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this is the set of points $(v, \lambda)$, where $v \in V$ and $\lambda \in \mathbb{R}^+$ such that $Q(v) + \lambda^2 = 1$. We let $\pi: S^+(V \oplus 1) \cong B(V) \longrightarrow X$ denote the canonical projection.

Let $x = d(E, \eta_1, \eta_2) \in K^E(X)$, and let $E^* = \pi^* E$. Over any point $(v, \lambda)$ of $S^+(V \oplus 1)$, we may consider the two gradations of $\pi^* E$ defined by $\rho(v) + \lambda \eta_1$ and $\rho(v) + \lambda \eta_2$ (where $\rho: V \rightarrow \text{HOM}(E, E)$ denotes the action of $V$ on $E$ arising from the $C(V)$-module structure cf. 4.11). Using polar coordinates and writing $v$ instead of $\rho(v)$ for simplicity, the two gradations above may also be written as $v \cos \theta + \eta_i \sin \theta, i = 1, 2$, over the point with polar coordinates $(v, \theta)$, where $v \in S(V)$ and $0 \leq \theta \leq \pi/2$. We define the homomorphism $t$ by the formula

$$t(d(E, \eta_1, \eta_2)) = d(\pi^* E, v \cos \theta + \eta_i \sin \theta, v \cos \theta + \eta_2 \sin \theta),$$

where the right side must be interpreted as an element of $K^{\alpha, 0} (B(V), S(V)) \cong K(B(V), S(V))$ (cf. III.5.7). This is well-defined since the two gradations $\zeta_i(\theta) = v \cos \theta + \eta_i \sin \theta$, for $i = 1, 2$, agree on $S(V) = S^+(V \oplus 1)$. The following theorem will be proved later (6.21) in a more general form.
5.11. Theorem. The homomorphism defined above,
\[ f : K^V(X) \longrightarrow K(B(V), S(V)) \]
is an isomorphism.

In this section we only prove this theorem for the case where \( \text{Rank}(V) \equiv 0 \mod 8 \) (resp. \( \equiv 0 \mod 2 \)), where \( V \) is provided with a spinorial structure (resp. an \( * \)-spinorial structure), and where the \( K \)-theory considered is real (resp. complex) \( K \)-theory. Before doing this, we explicitly compute the composition
\[ K^V(X) \rightarrow K^{0,0}(B(V), S(V)) \rightarrow K(B(V), S(V)) \]
where \( q \) is defined as in III.5.7.

Let \( d(E, \eta_1, \eta_2) \) be an element of \( K^V(X) \). The bundle \( \pi^*E \), provided with the gradation \( \eta_1 \), is isomorphic to the bundle \( \pi^*E \) provided with the gradation \( \xi_\theta = \xi \cos \theta + \eta_1 \sin \theta \) due to the isomorphism
\[ f_1 : (E, \eta_1) \rightarrow (E, v \sin \varphi + \eta_1 \cos \varphi), \quad \text{for} \quad \varphi = \pi/2 - \theta, \]
defined by the formula
\[ f_1 = \cos \varphi/2 + v \eta_1 \sin \varphi/2. \]

This is well-defined since
\[ (\cos \varphi/2 + v \eta_1 \sin \varphi/2)\eta_1 = (v \sin \varphi + \eta_1 \cos \varphi)(v \cos \varphi/2 + v \eta_1 \sin \varphi/2). \]

By III.5.7, the element of \( K(B(V), S(V)) = K(S^+(V \oplus 1), S(V)) \) associated with \( d(\pi^*E, \xi_\theta(0), \zeta_\theta(0)) \) is \( d(E_{1, \theta}, E_{2, \theta}, \alpha) \), where \( E_{1, \theta} \) denotes the bundle \( \ker \left( \frac{1 - \xi_\theta(\theta)}{2} \right) \)
on \( S^+(V \oplus 1) \), and \( \alpha \) is the identification of these two bundles over \( S(V) \); (this is possible since \( \xi_\theta(0) = \zeta_\theta(0) \) over \( S(V) \)). Using the isomorphisms \( f_1 \), we may also write \( d(E_{1, \theta}, E_{2, \theta}, \alpha) \) as \( d(\pi^*E_1, \pi^*E_2, \beta) \), where \( E_1 = \ker \left( \frac{1 - \eta_1}{2} \right) \), and \( \beta \) is \( f_2 \circ f_1 \) restricted to \( S(V) \).

\[ \begin{array}{ccc}
(E, \eta_1) & \xrightarrow{f_1} & (E, \eta_2) \\
\downarrow f_1 & & \downarrow f_2 \\
(E, v \sin \varphi + \eta_1 \cos \varphi) & \xrightarrow{\beta} & (E, v \sin \varphi + \eta_2 \cos \varphi)
\end{array} \]

If \( \varphi = \pi/2 \), we see that \( \beta = 1/2(1 - \eta_2)(1 + v \eta_1) \). In particular, taking \( \eta_2 = -\eta_1 \), we obtain the following proposition (cf. III.4.12).
5.12. Proposition. Let \( V \) be a Spin\((8n)\)-bundle (resp. a Spin\(^i\(2n)\)-bundle). Then the composition of the homomorphisms

\[
K_{\ast} (X) \xrightarrow{\alpha} K^i_{\ast} (X) \xrightarrow{\text{L}} K_{\ast} (B(V), S(V))
\]

(resp.

\[
K_{\ast} (X) \xrightarrow{\alpha} K^i_{\ast} (X) \xrightarrow{\text{L}} K_{\ast} (B(V), S(V)).
\]

is induced by

\[
[E] \mapsto d(\pi^* M(V)^0 \otimes E, \pi^* M(V)^1 \otimes E, \alpha \otimes 1),
\]

where \( M(V) = M(V)^0 \oplus M(V)^1 \) is the graded \( C(V) \)-module defined in 5.8, and \( \alpha: \pi^* M(V)^0 \| \pi^* M(V)^1 \| \pi^* \) is the isomorphism defined over each point \( v \in S(V) \) by multiplication with the Clifford number \( v \subset C(V) \).

5.13. The element \( d(\pi^* M(V)^0, \pi^* M(V)^1, \alpha) \) is called the Thom class \( \tau_V \) of the Spin\((8n)\)-bundle \( V \) (resp. the Spin\(^i\(2n)\)-bundle \( V \)). It belongs to the group \( K_{\ast} (B(V), S(V)) \) (resp. \( K^i_{\ast} (B(V), S(V)) \)). The explicit formulas given in II.5.21, show that the composition of the homomorphisms \( K_{\ast} (X) \rightarrow K^i_{\ast} (X) \rightarrow K_{\ast} (B(V), S(V)) \) (resp. \( K_{\ast} (X) \rightarrow K^i_{\ast} (X) \rightarrow K_{\ast} (B(V), S(V)) \)) is defined by the product with the Thom class. When \( V \) is provided with a complex structure (hence with a Spin\(^i\(2n)\)-structure), it follows from 1.6, 4.28, 5.8, and 5.12, that up to the sign \( (-1)^n \) the Thom class \( \tau_V \) is the same as the Thom class \( U_V \), introduced in 1.6 (see the convention of signs made in V.4.8). From Theorem 1.9, we see that the composition

\[
K_{\ast} (X) \rightarrow K^i_{\ast} (X) \rightarrow K_{\ast} (B(V), S(V))
\]

is an isomorphism in this case.

5.14. Theorem (Thom isomorphism). Let \( V \) be a Spin\((8n)\)-bundle (resp. a Spin\(^i\(2n)\)-bundle) with compact base \( X \). Then the product with \( T_V \in K_{\ast} (B(V), S(V)) \) (resp. \( T_V \in K^i_{\ast} (B(V), S(V)) \)) induces an isomorphism \( K_{\ast} (X) \rightarrow K_{\ast} (B(V), S(V)) \) (resp. \( K^i_{\ast} (X) \rightarrow K^i_{\ast} (B(V), S(V)) \)). More generally, \( K^i_{\ast} (V) \rightarrow K^i_{\ast} (B(V), S(V)) \) (resp. \( K^i_{\ast} (V) \rightarrow K^i_{\ast} (B(V), S(V)) \) is a free \( K^i_{\ast} (X) \)-module (resp. \( K^i_{\ast} (X) \)-module) generated by the Thom class \( T_V \).

Proof. By Theorem 1.3, it suffices to prove the theorem for \( V \) trivial. In the complex case (\( K = K_\ast \)), the trivial bundle \( V \) of rank \( 2n \) may be provided with a complex structure, and \( T_V = (-1)^n U_V \) (5.13). Therefore, the theorem is true in this case. For the real case (\( K = K_\ast \)), the Thom class \( T_V \) is \( \rho^* u_{8n} \), where \( u_{8n} \) is the Thom class of \( \mathbb{R}^{8n} \) regarded as bundle over the point \( P: \ast \rightarrow P \). If \( M \) is an irreducible \( C_0^{\infty} \)-module, then \( M \otimes_{\mathbb{R}^{8n}} \mathbb{C} \) is an irreducible \( C_0^{\infty} \otimes_{\mathbb{R}^{8n}} \mathbb{C} \)-module (III.3.22). Therefore, the complexification of \( T_V \) in \( K_{\ast} (\mathbb{R}^{8n}) \) is the generator. Since the complexification

\[
K_{\ast} (\mathbb{R}^{8n}) \rightarrow K_{\ast} (\mathbb{R}^{8n})
\]

is an isomorphism (III.5.19), \( u_{8n} \) is the generator of \( K_{\ast} (\mathbb{R}^{8n}) \approx \mathbb{Z} \). By 1.3, it follows that \( K^i_{\ast} (V) \) is a free \( K^i_{\ast} (X) \)-module generated by \( T_V \). \( \Box \)
5.15. As an application of the preceding theorem, we consider \( V = \bigoplus \xi^*, \ldots, \bigoplus \xi^* \), where \( \xi \) is the canonical line bundle over \( RP_n \). Then \( V \) may be identified with the quotient \( Q/\mathbb{R}^n \), where \( Q \) is the set of points \((x_0, \ldots, x_{n+m}) \in \mathbb{R}^{n+m+1} \) with \((x_0, \ldots, x_n) \neq (0, \ldots, 0) \). Hence, the Thom space \( V \) is homeomorphic to the one point compactification of \( RP_{n+m} - RP_{m-1} \), i.e. \( RP_{n+m}/RP_{m-1} \). In particular, if \( m \equiv 0 \mod 8 \) (resp. \( m \equiv 0 \mod 2 \)), we have \( \tilde{K}_n(RP_{n+m}/RP_{m-1}) \approx K_n(RP_n) \) (resp. \( \tilde{K}_n(RP_{n+m}/RP_{m-1}) \approx K_n(RP_n) \)) since \( V \) is spinorial (resp. "spinorial") by 4.19 (resp. 4.26).

5.16. As in 1.10, we may define a "Thom homomorphism"

\[
K_\mathbb{R}(X) \longrightarrow K_\mathbb{R}(V) \quad (\text{resp. } K_\mathbb{C}(X) \longrightarrow K_\mathbb{C}(V))
\]

when the base \( X \) is locally compact, but not necessarily compact. In fact, \( \sigma(M(V), X) \), where \( X \) is multiplication by \( v \in V \), is naturally an element of \( K(V) \) if \( X \) is compact, and coincides with the Thom class \( T_v \) modulo the isomorphism between the groups \( K \) and \( K_0 \) described in 11.5.20. Therefore, the Thom homomorphism

\[
K_\mathbb{R}(X) \longrightarrow K_\mathbb{R}(V) \quad (\text{resp. } K_\mathbb{C}(X) \longrightarrow K_\mathbb{C}(V))
\]

is defined by \( \sigma(E, D) \to \sigma(i^* v \otimes M(V), i^* D \otimes 1 + 1 \otimes d) \) as in 1.10. However, it can be seen that this formula is well-defined when \( X \) is locally compact.

5.17. Theorem. Let \( X \) be a locally compact space, and let \( V \) be a Spin(8n)-bundle (resp. a Spin(2n)-bundle). Then the Thom homomorphism defined above,

\[
K_\mathbb{R}(X) \longrightarrow K_\mathbb{R}(V) \quad (\text{resp. } K_\mathbb{C}(X) \longrightarrow K_\mathbb{C}(V)),
\]

is an isomorphism.

Proof. The proof of this theorem is analogous to the proof described in 1.11. \( \square \)

5.18. Theorem. Let \( X \) be a compact space, and let \( V \) and \( V' \) be spinorial bundles (resp. "spinorial bundles") of rank \( 0 \mod 8 \) (resp. \( 0 \mod 2 \)). Then

\[
T_{\nu V} = T_{\nu V} \cup T_{\nu V'}
\]

in the group \( K(V \boxplus V') = K(V \times V') \). In particular, \( T_{\nu V} \cup T_{\nu V'} = i^* (T_{\nu V} \cup T_{\nu V'}) \), where \( i : V \oplus V' \to V \times V' \) is the canonical inclusion (1.6.1).

Proof. We only consider the real case, since the complex case is completely analogous. If \( \text{rank}(V) = 8 \alpha \) and \( \text{rank}(V') = 8 \beta \), then we have \( M(1) = P \times \text{Spin}(8\alpha), M(8\beta) \), where \( P \) is the principal bundle with group \( \text{Spin}(8\alpha) \) which defines the spinorial structure on \( V \). In fact, \( T_{\nu} = \sigma(M(V), \nu) \) where \( \Delta \) is defined as in 5.16. In the same
way, \( T_{V'} = \sigma(M(V'), \Delta') \) where \( M(V') = P' \times_{\text{Spin}(8q)} M_{8q} \). As graded modules, it is clear that \( M(V) \boxtimes M(V') = P \times P' \times_{G_8 \times G_{8q}} M_{8q} \boxtimes M_{8q} \), where \( G_q \) denotes \( \text{Spin}(8q) \) in general. The principal bundle associated with \( V \boxplus V' \) is \( P \times P' \times_{G_8 \times G_{8q}} G_{8q} \), and \( M_{8q} \boxtimes M_{8q} = M_{8q} \boxtimes M_{8q} \). Hence \( M(V \boxplus V') \approx M(V) \boxtimes M(V') \). Using these identifications, we therefore have (cf. II.5.21)

\[
T_{V'} \cup T_{V'} = \sigma(M(V) \boxtimes M(V'), \Delta \boxtimes 1 + 1 \boxtimes \Delta') = \sigma(M(V \boxplus V'), \Delta''),
\]

where \( \Delta' \) is defined over the point \((r, e) \in V \times V' = V \boxplus V' \) by \( \Delta_r \boxtimes 1 + 1 \boxtimes \Delta'_r = \Delta_{r,e} \) (compare with III.3.10; note that \( C(V \boxplus V') \approx C(V) \boxtimes C(V') \)).

5.19. Theorem. Let \( V \) and \( V' \) be spinorial bundles (resp. *spinorial bundles) of rank \( \equiv 0 \mod 8 \) (resp. \( \equiv 0 \mod 2 \)) with a locally compact base \( X \). Then the composition of the Thom homomorphisms

\[
K(X) \xrightarrow{\beta} K(V) \xrightarrow{\beta} K(V \oplus V'),
\]

where \( V \oplus V' \) is regarded as a bundle over \( V \), coincides with the Thom homomorphism

\[
K(V) \xrightarrow{\beta} K(V \oplus V')
\]

associated with \( V' = V \oplus V' \) (transitivity of Thom homomorphisms).

Proof. As in 5.17, we identify \( M(V) \boxtimes M(V') \) with \( M(V \oplus V') \), and \( C(V \oplus V') \) with \( C(V) \boxtimes C(V') \). If \( \pi: X \to X \), \( \pi': V' \to X \), and \( \pi': V \oplus V' \to X \), then we have

\[
\beta(\sigma(E, D)) = \sigma(\pi^* E \boxtimes M(V), \pi^* D \boxtimes 1 + 1 \boxtimes \Delta),
\]

and

\[
\beta(\beta(\sigma(E, D))) = \sigma(\pi'^* E \boxtimes M(V) \boxtimes M(V'), D \boxtimes 1 + 1 \boxtimes \Delta \boxtimes 1 + 1 \boxtimes \Delta').
\]

By making the identifications above, we see that

\[
D' = \pi'^* D \boxtimes 1 + 1 \boxtimes \Delta \boxtimes 1 + 1 \boxtimes \Delta'
\]

is the admissible endomorphism associated with \( \sigma(E, D) \) by the Thom isomorphism

\[
K(X) \to K(V \oplus V')
\]

which is defined by

\[
\sigma(E, D) \longrightarrow \sigma(\pi'^* E \boxtimes M(V \oplus V'), \pi'^* D \boxtimes 1 + 1 \boxtimes \Delta')
\]

(note that \( \Delta'_{e,e'} = \Delta_e \boxtimes 1 + 1 \boxtimes \Delta'_{e'} \)).

5.20. Definition. Let \( X \) be a compact space, and let \( V \) be a \( \text{Spin}(8q) \)-bundle (resp. a \( \text{Spin}^*(2n) \)-bundle). We define the Euler class \( \chi(V) \) of \( V \) to be the restriction of \( T_x \) to the zero section \( i: X \to V \).

If \( V \) is provided with a complex structure, hence with the associated canonical \( \text{Spin}^*(2n) \)-bundle structure, then the Euler class \( \chi(V) \) is the same as the one
defined in complex $K$-theory (1.13). Therefore \( \chi(V) = \sum (-1)^i \beta'(V) \) (complex exterior powers). Moreover, if \( f: Y \to X \) is a continuous map, then \( \chi(f^*(V)) = f^*(\chi(V)) \) (naturality).

If \( W \) is another Spin(8p) (resp. Spin(2p) bundle), then \( V \oplus W \) is naturally a Spin(8n+8p) (resp. Spin(2n+2p)) bundle. By 5.18 we have \( T_{V \oplus W} = T_V \oplus T_W \).

Hence \( \chi(V \oplus W) = \chi(V) \chi(W) \).

Finally, if \( V \) is a Spin(2n)-bundle, and if \( L(V) \) is its associated line bundle (4.30), then the vector bundle \( \nu: V \oplus V \) may be provided with a complex structure (1.4.8(c)). By 5.9, we have \( T_{V \oplus V} = L(V) T_W \); hence,

\[
(\chi(V))^2 = [L(V)] \left( \sum_{i=0}^{\infty} (-1)^i \beta'(W) \right).
\]

5.21. We now consider two locally compact manifolds \( X \) and \( Y \), such that \( \text{Dim}(Y) - \text{Dim}(X) \equiv 0 \mod 8 \) (resp. \( \text{Dim}(Y) - \text{Dim}(X) \equiv 0 \mod 2 \) for \( K = K_g \)). Let \( f: X \to Y \) be a proper imbedding such that the normal bundle of \( X \) in \( Y \) is provided with a spinorial structure (resp. a spinorial structure if \( K = K_g \)), assuming we have a Riemannian metric on \( X \) (cf. Lang [2]). We identify this normal bundle with a tubular neighbourhood \( N \) of \( X \) in \( Y \), and with \( f^*(TY) / TX \).

For example, if \( X \) and \( Y \) are complex manifolds, then the normal bundle \( N \) is canonically spinorial (4.26). However, in order to have our notation agree with that in Hirzebruch's book [2], we shall adopt the convention of providing \( N \) with the spinorial structure given by the conjugate of the complex structure of \( N \).

In general, we are now able to define a "Gysin homomorphism"

\[
f_*: K(X) \to K(Y)
\]

as the composition of the Thom isomorphism \( K(X) \to K(N) \) (5.16) with the homomorphism \( K(N) \to K(Y) \), induced by the morphism \( N \to X \) of locally compact spaces (i.e. \( Y \to N \), cf. II.4.1). This Gysin homomorphism does not depend on the tubular neighbourhood. More precisely, if \( N' \) is another neighbourhood associated with the same normal bundle (with the given spinorial or spinorial structure), we can find a tubular neighbourhood \( N'' \) of \( X \times \mathbb{R} \) in \( Y \times \mathbb{R} \) such that \( N''|_{X \times \{0\}} = N \) and \( N''|_{X \times \{1\}} = N' \) (cf. Lang [2]). Since the \( K \) functor is a homotopy invariant (II.1.25), the Gysin homomorphisms associated with \( N \) and \( N' \) coincide. For the same reason, \( f_* \) only depends on the homotopy class of \( f \) (within the proper imbeddings of \( X \) in \( Y \) provided with a normal spinorial or spinorial structure).

For the next proposition we need the following definition. Let \( Z \) be any locally compact space, and let \( \mathscr{E}(Z) \) denote the category considered in 1.6.24. Two objects \( E_r \) and \( E_1 \) are called homotopic if there exists an object \( E \) of \( \mathscr{E}(X \times I) \), whose
restrictions to $X \times \{0\}$ and $X \times \{1\}$ are isomorphic to $E_0$ and $E_1$, respectively. The set of homotopy classes is obviously an abelian monoid. We let $\widetilde{K}(Z)$ denote the symmetrized group associated with it. The tensor product of bundles provides $\widetilde{K}(Z)$ with a ring structure. The group $K(Z) \cong \widetilde{K}_{0}(Z)$ is a module over this ring, and is free of rank one if $Z$ is compact.

5.22. Proposition. The Gysin homomorphism

$$f_* : K(X) \to K(Y),$$

defined for any proper imbedding $f : X \to Y$ which satisfies the hypothesis above, has the following properties:

a) If $f : X \to Y$ and $g : Y \to Z$ are two such proper imbeddings then $(g \cdot f)_* = g_* \cdot f_*.$

b) We have the formula

$$f_* (x \cdot f^*(y)) = f_*(x) \cdot y, \text{ for } x \in K(X) \text{ and } y \in K(Y).$$

c) For $X$ compact, $f^*(f_*(x)) = x \cdot \gamma(N)$, where $N$ is the normal bundle of the imbedding, and $\gamma(N)$ is its Euler class (5.20).

Proof. Let $N'$ be the normal bundle of the imbedding $Y \to Z$, and let $N'_1 = \pi_1' | N'$.

Then $(g \cdot f)_*$ is the composition

$$K(X) \to K(N \oplus N'_1) \to K(Z).$$

On the other hand, $g_* \cdot f_*$ is the composition

$$K(X) \to K(N) \to K(Y) \to K(N') \to K(Z).$$

Since the Thom isomorphism is "natural" in an obvious sense, we have the commutative diagram

$$\begin{array}{cc}
K(X) & \to & K(N) & \to & K(N \oplus N'_1) & \to & K(Z) \\
| & & | & & | & & | \\
| & & | & & | & & | \\
K(Y) & \to & K(N') \\
\end{array}$$

Therefore, $g_* \cdot f_*$ coincides with the composition

$$K(X) \to K(N) \to K(N \oplus N'_1) \to K(Z),$$

hence with $(g \cdot f)_*$ by 5.19.

For the proof of b) we show that the homomorphism $K(Y) \to K(N)$ is a $K(N)$-module homomorphism and that the homomorphism $K(N) \to K(Y)$ is a $K(Y)$-module homomorphism. Since $X$ is a deformation retract of $N$, any vector
bundle $\tilde{E}$ over $N$ has the homotopy type of $\pi^*F$, where $F=E^i|_N$ and $\pi:N \to X$. Therefore $K(Y) \to K(N)$ is a $\tilde{K}(N)$-module map if and only if it is a $\tilde{K}(X)$-module map, which is clear from the definition. Now let $[G]$ be an element of $\tilde{K}(Y)$, and $\sigma(H, D)$ be an element of $\tilde{K}(N)$ (II.5.20). Without loss of generality, we may assume that $H=H|_N$ and that $D=D|_N$, where $D$ is acyclic outside a compact set in $N$. The element of $K(Y)$ associated with $\sigma(H, D)$ by $\alpha$, is $\sigma(H_D)$ by II.5.19. Therefore $\sigma(\sigma(H, D) : [G]|_N) = \sigma(\sigma(H, D) : [E]) = \sigma(H_D : [G, D \otimes 1]) = \sigma(H, D) : [G]$.

To prove c), we notice that for any locally compact space $T$, there is a well-defined homomorphism

$$K(T) \longrightarrow \tilde{K}(T),$$

obtained from the correspondence $\sigma(E, D) : [E_0] \to [E_1]$, using the notation of II.5.15. Moreover, we have the commutative diagram

$$\begin{array}{ccc}
K(N) & \longrightarrow & K(Y) \\
\downarrow & & \downarrow \\
\tilde{K}(N) & \longleftarrow & \tilde{K}(Y)
\end{array}$$

by II.5.15. Therefore, $f^*\cdot f_*$ coincides with the composition

$$\tilde{K}(Y) \longrightarrow K(N) \longrightarrow \tilde{K}(N) \longrightarrow \tilde{K}(X) = K(X).$$

Since this composition is a $K(X)$-module map, and since the image of $1$ is $\chi(X)$ by the definition of the Euler class, we have $f^*(f_*(x)) = \chi(X).$ \hfill \Box

$\S$.23. Now let $f:X \longrightarrow Y$ be any differentiable proper map (not necessarily an imbedding) such that $\dim(Y) - \dim(X) = 0 \mod 8$ (resp. $\dim(Y) - \dim(X) = 0 \mod 2$ for $K = K_n$). Under some appropriate hypothesis, we would like to show the existence of a Gysin map (again denoted by $f_*)$ between $K(X)$ and $K(Y)$. More precisely, let $v_y = [f^*(TY)] - [TX]$. Then $\nu_y + [T_n]$, where $T_n = X \times \mathbb{R}^n$, is the class of a bundle $E_n$ for $n$ large enough (since $X$ and $Y$ can be imbedded in a Euclidean space. $TX$ and $f^*(TY)$ are objects of the category $A(X)$ considered in 1.6.24). This bundle $E_n$ is uniquely determined up to stable equivalence (i.e. modulo addition with a trivial bundle). By definition, a spinorial structure on $v_y$ is a spinorial structure on $E_n$, for $n$ large enough. We use the convention of identifying two spinorial structures on $E_n$, if they are homotopic on $E_n \oplus T_p$ for some $p$ large enough. In an analogous way, we define a “spinorial structure on $v_y$.

According to a well known theorem already used above, there exists a proper imbedding $\iota: Y \longrightarrow \mathbb{R}^m$, with $m = 0 \mod 8$ (mod 2 when we are dealing with complex $K$-theory). The map $f$ may be factored into an imbedding $j: X \longrightarrow Y \times \mathbb{R}^m$, followed by a projection $Y \times \mathbb{R}^m \to Y$. Then $v_y + [T_m]$ is the class of the bundle $E_m = f^*(TY \times \mathbb{R}^m)/TX$, and a spinorial (resp. “spinorial”) structure on $v_y$ is essentially a spinorial (resp. “spinorial”) structure on $E_m$ for some $m$ large enough. We now define the Gysin homomorphism

$$f_*: K(X) \longrightarrow K(Y)$$
as the composition of $f_* : K(X) \to K(Y)$ as defined in 5.21, with the periodicity isomorphism $K(Y \times \mathbb{R}^m) \approx K(Y)$ (III.5.17).

5.24. Proposition. The Gysin homomorphism

$$f_* : K(X) \to K(Y)$$

does not depend on the choice of the proper imbedding $f$, but only on the homotopy class of $f$ (within the proper differentiable maps provided with spinorial or $\ddot{s}$pinorial structures). Moreover, it has the following properties:

a) If $f : X \to Y$ and $g : Y \to Z$ are proper differentiable maps, we have $(g \cdot f)_* = g_* \cdot f_*$. 

b) We have the formula $f_*(x \cdot f^*(y)) = f_*(x) \cdot y$ for $x \in K(X), y \in K(Y)$.

Proof. We first show that $f$ does not depend on the choice of the imbedding $X \to \mathbb{R}^m$. If $X \to \mathbb{R}^p$ is another imbedding, because of 5.22 a), we have the commutative diagram

(note that the periodicity isomorphism $K(Z) \approx K(Z \times \mathbb{R}^n)$ is also $r_*$, where $r : Z \to Z \times \mathbb{R}^n$ is the canonical imbedding, and $q \equiv 0$ mod 8 or 2, according to which $K$-theory is used).

If $f_0$ and $f_1$ are homotopic, they both may be factored by homotopic proper imbeddings from $X$ into $Y \times \mathbb{R}^m$, for $m$ large enough. Therefore $(f_0)_* = (f_1)_*$ by 5.21.

If $f : X \to Y$ and $g : Y \to Z$ are arbitrary proper differentiable maps, and if $X \to \mathbb{R}^m$ and $Y \to \mathbb{R}^p$ are proper imbeddings, then we have the commutative diagram

which gives the identity $(g \cdot f)_* = g_* \cdot f_*$ since $(g \cdot f)'_* = g_* \cdot f_*'$.
Finally, the formula \( f^*_a(x \cdot f^* y) = f^*_a(x) \cdot y \) may be proved by the same method as in 5.22. We need only notice that the isomorphism \( K(X) \cong K(\mathbb{R}^n) \) is a \( K(\mathbb{R}^n) \)-module isomorphism. 

5.25. Example. Let \( X \) be a compact differentiable manifold of dimension \( \equiv 0 \mod 8 \) (resp. \( \equiv 0 \mod 2 \)). We assume that the normal bundle of \( X \) in some imbedding, is provided with a spinorial structure (resp. a \("spinorial\) structure). Then, if \( Y \) is chosen to be a point \( P \), we have a homomorphism

\[
K(X) \rightarrow K(Y) \cong \mathbb{Z}.
\]

The image of \([TX]\) (or \([TX \otimes \mathfrak{g}]\) for \( K = K_{\mathfrak{g}} \)) is an important invariant of the manifold, which is computed in the next chapter (V.4).

5.26. Remark. It is possible to prove that there exists a bijective correspondence between spinorial (resp. \("spinorial\) structures on \( Y_f \), where \( f : X \rightarrow \text{Point} \), and stable spinorial (resp. \("spinorial\) structures on \( TX \).

5.27. Finally, we remark that it is possible to define \( f^* : K(X) \rightarrow K(Y) \) for any proper continuous map \( f : X \rightarrow Y \), so that \( v_f \) is provided with a spinorial (resp. \("spinorial\) structure, and so that \( \text{Rank}(v_f) \equiv 0 \mod 8 \) (resp. \( \equiv 0 \mod 2 \). In fact, \( f \) is homotopic to a proper differentiable map \( f' \) within the proper continuous maps, and thus we define \( f^* \) to be the \( f^* \) defined in 5.23. The homomorphism \( f^* \) is well-defined since any two such differentiable proper maps, \( f'_a \) and \( f'_b \), are homotopic within the proper differentiable maps. Proposition 5.24 is still true in the continuous case.

6. Real and Complex \( K \)-Theory for Real Projective Spaces and Real Projective Bundles

6.1. In this section, we would like to explicitly compute the \( K \)-theory of \( P(V) \), when \( V \) is a real vector bundle with compact base \( X \). More generally, if \( W \) is a sub-bundle of \( V \), and if \( Y \) is a closed subspace in \( X \), we wish to compute the group \( K(P(V), P(W) \cup P(V)|_Y) \).

If \( V = W \oplus 1 \), then this group is isomorphic to \( K(W|_{X-Y}) \), since \( P(W \oplus 1) - P(W) \cup P(W \oplus 1)|_Y \) is homeomorphic to \( W|_{X-Y} \).

\[\text{Fig. 23}\]
For example, if $W$ is a Spin$(8n)$-bundle (or a Spin$^c(2n)$-bundle when $K = K_c$), we have $K(P(W \oplus 1), P(W) : P(W + 1), ) \approx K(W_{2n-1}) \approx K(X - Y)$ (5.14). This shows that the computations of this section generalize, in some sense, the computations of Section IV.5. Before beginning these computations (cf. 6.34), we require many technical definitions and lemmas about the Grothendieck group of the "restriction of scalars" functor:

$$
\delta^V(X) \longrightarrow \delta^W(X),
$$

where $V$ is provided with a nondegenerate quadratic form (4.11), and $W$ is provided with the induced quadratic form which is assumed to be nondegenerate.

6.2. Lemma. Let $E$ and $F$ be objects of $\delta^V(X)$, and let $\alpha : E|_Y \to F|_Y$ be a $C(V|_Y)$-module morphism, where $Y$ is a closed subspace of $X$. Then there exists a morphism $\beta : E \to F$ such that $\beta|_Y = \alpha$. In particular, if $\alpha$ is an isomorphism, then $\beta$ is an isomorphism over a neighbourhood of $Y$.

Proof. By a classical argument involving partitions of unity (cf. 1.5.7), we may assume that $E$, $F$ and $V$ are trivial bundles; hence, $E = X \times k^r$, $F = X \times k^n$, and $V = X \times \mathbb{R}^r$ (for $K = \mathbb{R}$ or $\mathbb{C}$ according to which $K$-theory is considered). Let $e_i$, for $i = 1, \ldots, r$, be the generators of the Clifford algebra of $\mathbb{R}^r$ (III.13.13), and let $G$ be the finite group of order $2^{r+1}$, generated multiplicatively by the $\pm e_i$; every element of this group may be written in the form $\pm e_{i_1} \cdots e_{i_r}$ where $i_1 < i_2 < \cdots < i_r$. Let $\beta : E \to F$ be a vector bundle morphism (not necessarily compatible with the module structure) such that $\beta|_Y = \alpha$ (I.5.7), and let $\beta : E \to F$ be defined by the formula

$$
\beta(e) = \frac{1}{2^{r+1}} \sum_{g \in G} g^{-1} \beta'(ge).
$$

Then $\beta(hc) = h\beta(c)$ for each element $h$ of $G$. By linearity, it follows that $\beta(\lambda e) = \lambda \beta(e)$ for each element $\lambda$ of the Clifford algebra (III.13.13).

6.3. Lemma. Let $\alpha : X \times I \to X$, and let $E$ be a vector bundle on $X \times I$ provided with a $C(\pi^* V)$-module structure. Then $E$ is isomorphic to $\pi^* F$, where $F = E|_{X \times \{0\}}$.

Proof. The proof of this lemma is analogous to the proof of Theorem I.7.3 using Lemma 6.2.

6.4. Lemma. Let $E$ be a vector bundle on a closed subspace $Y$ of $X$, which is provided with a $C(V|_Y)$-module structure. Then there is a closed neighbourhood $Z$ of $Y$, and a $C(V|_Z)$-module $F$, such that $F|_Y = E$.

Proof. For each point $y$ of $Y$, there exists a neighbourhood $U_y$ of $y$ in $X$, and a vector bundle $F_{U_y}$ on $U_y$, such that $F_{U_y}|_{U_y \cap Y} = E|_{U_y \cap Y}$. Since $Y$ is compact, there exist closed subsets $U_i$ for $i = 1, \ldots, n$, such that $Y = \bigcup U_i$, and vector bundles $E_i$ on $U_i$ such that $E_i|_{U_i \cap Y} = E|_{U_i \cap Y}$. Moreover, $E_i$ is a $C(V|_{U_i})$-module where $V_i = V|_{U_i}$.
Since $E_{1(U_1 \cup V_2)} = E_{1(U_1 \cup V_1 \cup V_2)}$, there exists a closed subset $U'_1$ of $U_1$, which is a neighbourhood of $Y$ in $U_1$, and an isomorphism $\varphi_{U_2} : E_{1(U_1 \cup U_2)} \cong E_{1(U_1 \cup V_2)}$. Let $E'_2$ be the vector bundle obtained by clutching $E_{1(U_2)}$ and $E_2$ via this isomorphism (1.3.2). Then $E'_2$ is a $C(V'_2)$-module, where $V'_2 = V_{1(U_1 \cup V_2)}$ and $E'_2|_{V_1(U_1 \cup V_2)} \cong E_1(U_{1(U_1 \cup V_2)})$. If we put $U'_2 = U_{1(U_1 \cup U_2)}$, $U'_3 = U_{1(U_1 \cup U_2 \cup U_3)}$, $\ldots$, $U'_n = U_{1(U_1 \cup \cdots \cup U_2 \cup \cdots \cup U_n)}$, we may repeat the above argument with $U'_2$ and $U'_3$ etc. Therefore, by induction on $n$, we construct the desired neighbourhood $Z$, and the required vector bundle $F$. □

6.5. Lemma (Double extension of structures). Let $E$ be a vector bundle over $X$, provided with a $C(W)$-module structure, and let $v$ be a $C(V_2)$-module structure on $E_1 Y$, which is compatible with the $C(W_1)$-module structure. Then there exists a closed neighbourhood $Z$ of $Y$ and a $C(V_2)$-module structure $F$ on $E_2 Z$, which is compatible with the $C(W_2)$-module structure such that $E_Y = v$.

Proof. By Lemma 6.4, there exists a closed neighbourhood $Z$ of $Y$, and a vector bundle $F$ over $Z$, which is a $C(V_2)$-module such that $F_Y = E$. If $Z$ is sufficiently small, then $F_{|Z}$ is isomorphic to $E_{|Z}$ as $C(W)$-modules by 6.2. □

6.6. Lemma. Let $E$ be a $C(V)$-module. Then $E$ is a direct factor of a $C(V)$-module of the form $C(V) \otimes F$, where $F$ is a trivial vector bundle (the $C(V)$-module structure on $C(V) \otimes F$ is induced from the factor $C(V)$).

Proof. This lemma is true locally, since any $C^n \otimes$-module is a direct factor of some "trivial" $C^n \otimes$-module (11.4.8). Using a partition of unity as in 11.6.5, we thus may prove that $E$ is a direct factor of some $C(V) \otimes F$. □

6.7. Lemma. Let $E$ be a vector bundle over $X$, provided with a $C(V)$-module structure, and let $\alpha(t) : E_1 Y \rightarrow E_1 Y$, for $t \in [0, 1]$, be a continuous family of automorphisms of $E_1 Y$ such that $\alpha(0) = 1$. Then there exists a continuous family of automorphisms $\beta(t)$ of $E$, such that $\beta(t)_Y = \alpha(t)_Y$.

Proof. Using Lemma 6.2, the proof of this lemma is completely analogous to the proof of Proposition 11.2.24. □

6.8. Lemma. Let $E$ be a vector bundle over $X$, provided with a $C(V)$-module structure denoted by $v$ (hence $v$ represents a morphism $V \rightarrow \text{End}(E)$ with the properties described in 4.11). Let $Y$ be a closed subspace of $X$, and let $v'(t)$ be a continuous family of $C(V)$-module structures on $E|_{V \setminus E_Y}$, where $V' = V|_{V \setminus Y}$ and $v'(0) = v$. Then there exists a continuous family $v'(t)$ of $C(V)$-module structures on $E$, such that $v'(t)|_Y = v'(t)$ and $v'(0) = v$. Moreover, if $v'(0)|_W = v'(0)|_W$, where $W$ is a sub-bundle of $V$, then we may choose $v(t)$ so that $v(t)|_W = v'(0)|_W$.

Proof. For simplicity, we use $V$, $W$, etc., to denote the restrictions of $V$, $W$, etc., to a subspace, or more generally, the inverse image of these bundles with respect to continuous maps $T \rightarrow X$, a convention which we systematically adopt for the rest of this section.
The existence of $v$ and $v(t)$ is equivalent to a $C(V)$-module structure on 
$\pi^*E_{|\mathbb{R}^*\setminus\{0\} \times Y \times U \cap Y \times U \cap Y \setminus T}$, where $\pi^*: X \times Y \to X$. By Lemma 6.5, there exists a neighborhood $U$ of $Y$ in $X$, and a $C(V')$-module structure on $\pi^*E_{|\mathbb{R}^*\setminus\{0\} \times Y \setminus T}$, which extends the $C(V)$-module structure on $\pi^*E_{|\mathbb{R}^*\setminus\{0\} \times Y \times U \cap Y \setminus T}$, and such that $\tilde{\eta}|_T = \pi^*v|_T$. Now let $\eta: X \to [0, 1]$ be a continuous function which is $1$ on $Y$, and $0$ outside $U$. Let $\theta: Y \times I \to X \times [0] \cup U \times I$ be the continuous function defined by $(x, t) \mapsto (x, \eta(x)t)$. Then $\theta(x, 0) = (x, t)$ if $(x, t) \in X \times [0] \cup U \times t$. Therefore $\theta^*E$ is the extension required. □

6.9. Definition. Let $V$ be a real vector bundle provided with a non degenerate quadratic form, and let $W$ be a sub-bundle provided with the induced quadratic form which we assume non degenerate. Then the group $K^{V-W}(X)$ is the Grothendieck group of the "restriction of scalars" functor (cf. II.2.13):

$$\delta^V(X) \to \delta^W(X).$$

If $V = W \oplus 1$, then the group $K^{V-W}(X)$ is simply the group $K^V(X)$, defined in 5.1. As in 5.1, the group $K^{V-W}(X)$ may be described in the following way. Let $\mathcal{T}^{V-W}(X)$ be the set of triples $(E, e_1, e_2)$, where $E$ is a $C(W)$-module, and where the $e_i$ represent two $C(V)$-module structures which extend the $C(W)$-module structure (again note that $C(W) \subset C(V)$). Such a triple is said to be elementary if $e_1$ and $e_2$ are homotopic (where the restriction of this homotopy to $W$ is constant). Then the group $K^{V-W}(X)$ is the quotient of $\mathcal{T}^{V-W}(X)$, by the equivalence relation generated by the sum of elementary triples (cf. III.4.16, ..., III.4.22, together with 6.3). Using the same method, we may also define a relative group $K^{V-W}(X, Y)$, for $Y$ closed in $X$ (cf. III.4.16). Note that $K^W(X, Y) \approx K^W \otimes K^{V-W}(X, Y)$, and that $K^{V-W}(X, Y)$ has the same formal properties as those described in III.4 and III.5 for the group $K^W(X, Y)$.

6.10. Proposition. Let $X_1$ and $X_2$ be closed subspaces of $X$ such that $X_1 \cup X_2 = X$. Then the natural homomorphism

$$g: K^{V-W}(X_1 \cup X_2, X_1) \to K^{V-W}(X_2, X_1 \cap X_2)$$

is an isomorphism.

Proof. a) $g$ is surjective. Let $d(E, e_1, e_2)$ be an element of $K^{V-W}(X_2, X_1 \cap X_2)$. By Lemma 6.6, we may assume that $(E, e_1)$ is a $C(V)$-module of the form $C(V) \otimes F$, where $F$ is a trivial bundle. Therefore, $(E, e_1)$ is the restriction to $X_2$ of a $C(V)$-module on $X$ (denoted by $(E, \tilde{e}_1)$). Let $\tilde{e}_2$ be the $C(V)$-module structure on $E$ over $X$, which coincides with $e_1$ on $X_1$ and with $e_2$ on $X_2$ (1.3.1). Then $g(d(E, e_1, e_2)) = d(E, \tilde{e}_1, \tilde{e}_2)$.

b) $g$ is injective. Let $d(E, e_1, e_2)$ be an element of $K^{V-W}(X_1 \cup X_2, X_1)$ whose restriction to $(X_2, X_1 \cap X_2)$ is zero. By adding an elementary triple, we may assume that $e_1|_{X_2}$ and $e_2|_{X_1}$ are homotopic, with the homotopy constant over $X_1 \cap X_2$ (cf. III.4.20). Let $\psi(t)$ be such a homotopy, and let $\nu(t)$ be a continuous
family of $C(V)$-module structures on $E$ over $X$, such that $v(t)|_{V_1} = v(t)$. Thus $d(E, v_1, v_2) = d(E, v_1, v_2) = 0$, since $v(t)|_{V_1} = v_2|_{V_2}, \forall t$.\]  

6.11. Proposition. Let $Y$ be a closed subspace of $X$, and let us define, in general,

$$K^V_{w}(X, Y) = K^V_{w}(X \times B^w, X \times S^{w-1} \cup Y \times B^w)$$

Then, with the notation of 6.10, the natural homomorphism

$$K^V_{w}(X_1 \cup X_2, X_1) \longrightarrow K^V_{w}(X_2, X_1 \cap X_2)$$

is an isomorphism.

Proof. This follows immediately from proposition 6.10 applied to $X \times B^w = Y_1 \cup Y_2$, where $Y_2 = X_2 \times B^w \cup (X_1 \cup X_2) \times S^{w-1}$ and $Y_1 = X_1 \times B^w$.

6.12. For any triple $(X, Y, Z)$ where $Z$ is closed in $Y$ and $Y$ is closed in the compact space $X$, we define a "connecting homomorphism"

$$\hat{\delta} : K^V_{w}(Y, Z) \longrightarrow K^V_{w}(X, Y).$$

To do this, we consider a triple $(E, v_1, v_2)$, where $E$ is a $C(V)$-module over $X \times B^1$, where $v_1$ and $v_2$ are two $C(V)$-module structures on $E$, extending the original $C(V)$-module structure, and such that $v_1|_{X \times S^0} \cup Z \times B^1 = v_2|_{X \times S^0} \cup Z \times B^1$. Such a triple is said to be normalized if $E$ is of the form $C(V) \otimes F$, where $F$ is a trivial vector bundle, and $v_i$ is the $C(V)$-module structure on $C(V) \otimes F$ induced from the factor $C(V)$. We define $\hat{\delta}(v_1, v_2)$ or $\hat{\delta}(F, v_2(t))$, to be the class of the triple $(E, v_1, v_2)$ in the group $K^V_{w}(Y, Z)$.

6.13. Lemma. Each element of $K^V_{w}(Y, Z)$ may be written in the form $\hat{\delta}(F, v_2)$. We have $\hat{\delta}(F, v_2) = \hat{\delta}(F, v_2)$ if and only if there exists a trivial bundle $G$, such that $v_2 \oplus G_1$ is homotopic to $v_2 \oplus G_1$ (where $G_1$ denotes the $C(V)$-module structure on $C(V) \otimes G$ induced from the factor $C(V)$), with the homotopy constant over $Y \times S^0 \cup Z \times B^1$.

Proof. This lemma is an immediate consequence of Lemma 6.6.

6.14. Let $\hat{\delta}(F, v_2(t))$ be an element of $K^V_{w}(Y, Z)$. By 6.8, there exists a continuous family $\tilde{v}_2(t)$ of $C(V)$-module structures on $C(V) \otimes F$ over $X$, such that $\tilde{v}_2(0) = v_2(0)$, $\tilde{v}_2(0) = v_1$, and $\tilde{v}_2(0)|_Y = v_2|_Y$. Now we define

$$\hat{\delta}(F, v_2(t)) = d(C(V) \otimes F, v_1, \tilde{v}_2(1)) \in K^V_{w}(X, Y).$$

This definition is independent of the choice of $v_2(t)$ and its extension to $X$. Suppose $v_2'(t)$ is another choice and $\tilde{v}_2'(t)$ is another extension. We must prove the equality $d(C(V) \otimes F, v_1, \tilde{v}_2(1)) = d(C(V) \otimes F, v_1, \tilde{v}_2(1))$ in the group $K^V_{w}(X, Y)$. 


By Lemma 6.13 (after addition of an elementary triple), there exists a continuous family \( v_2(t, u) \), for \( t \in [0, 1] \) and \( u \in [0, 1] \), of \( C(V) \)-module structures on \( F = C(V) \otimes F \) over \( Y \), such that \( v_2(t, u) = \nu_i \) over \( Y \times S^\nu \cup Z \times B^1 \), \( v_2(t, u)|_Y = v_i \), \( v_2(t) = v_2(t, 0) \), and \( v_2(t) = v_2(t, 1) \). Let \( K \) be the square \([0, 1] \times [0, 1]\), and let \( L \) be the closed subset defined as the union of \([0, 1] \times \{0\}, \{0, 1\} \times \{1\}, \) and \( \{0\} \times [0, 1] \). Then \( K \) is homeomorphic to \( L \times [0, 1] \), with \( L \times \{0\} \) identified with \( L \). Therefore, by Lemma 6.8, there exists a continuous family \( \tilde{v}_2(t, u) \) of \( C(V) \)-module structures on \( E \) over \( X \), such that \( \tilde{v}_2(t, u)|_Y = v_i \), \( \tilde{v}_2(t, 0) = v_2(t), \tilde{v}_2(t, 1) = \tilde{v}_2(t), \) and \( \tilde{v}_2(t, u)|_Y = v_2(t, u) \). Hence, \( v_2(1) \) and \( \tilde{v}_2(1) \) are homotopic via the map \( u \mapsto \tilde{v}_2(t, u) \) (which is constant over \( Y \)).

\[ L \quad \text{Fig. 24} \]

6.15. Theorem. Let \( X, Y, Z \) be compact spaces such that \( Z \subseteq Y \subseteq X \). Then the sequence

\[ K^r,w(X, Z) \to K^r,w(Y, Z) \to K^r,w(X, Y) \to K^r,w(Y, Z) \]

is exact.

Proof. a) Exactness at \( K^r,w(X, Z) \).

Let \( d(E, v_1, v_2) \) be an element of \( K^r,w(X, Y) \). Then \( (\beta \alpha) d(E, v_1, v_2) = \alpha d(E, v_1, v_2) = 0 \), since \( v_1|_Y = v_2|_Y \).

Conversely, let \( d(E, v_1, v_2) \) be an element of \( K^r,w(X, Z) \) such that \( d(E, v_1|_Y, v_2|_Y) = 0 \).

By adding an elementary triple of the form \( (C(V) \otimes F, \xi, \zeta) \), where \( \zeta \) is the canonical \( C(V) \)-module structure on \( C(V) \otimes F \) and \( F \) is trivial, we may assume that \( v_1|_Y \) and \( v_2|_Y \) are homotopic. More precisely, let \( e(t) \) be a continuous family of \( C(V) \)-module structures on \( E|_Y \), such that \( e(0) = v_1|_Y, e(1) = v_2|_Y, e(t)|_Z = v_2|_Z \), and \( e(t)|_{W} = \zeta \). By Lemma 6.8, there exists a continuous family \( e(t) \) of \( C(V) \)-module structures on \( E \) over \( X \), such that \( e(t) = u(t) \) and \( e(0) = v_1 \). Therefore \( d(E, v_1, v_2) = d(E, v_1, v_2) = d(E, v_1, v_2) = 0 \), which belongs to the image of \( \alpha \) since \( \alpha|_Y = v_1|_Y \).

b) Exactness at \( K^r,w(Y, Z) \).

Let \( x = d(E, v_1, v_2) = d(C(V) \otimes F, v_1, v_2) \) be an element of \( K^r,w(Y, Z) \).

Using the notation of 6.14, we have \( \alpha(x) = d(E, v_1|_Y, \tilde{v}_2(1)) = 0 \) since \( v_1|_Y = \tilde{v}_2(1) \).

Conversely, let \( d(E, v_1, v_2) \) be an element of \( K^r,w(X, Y) \) where \( (E, v_1) = \zeta \) such that \( \alpha(d(E, v_1, v_2)) = 0 \). By adding an elementary triple of the form \( (C(V) \otimes F, \xi, \zeta) \), we may assume that \( v_1 \) and \( v_2 \) are homotopic (with the homotopy constant over \( Z \)). If we denote this homotopy by \( v_2(t) \), we have \( d(E, v_1, v_2) = d(E, v_1, v_2(t)) \).
c) Exactness at \( K^{V,w}_n(Y, Z) \).

Let \( x = \delta(F, v_2(t)) \) be an element of \( K^{V,w}_n(Y, Z) \). Then
\[
(\sigma_0)(x) = \delta(C(V) \otimes F, v_1, v_2(1)) = 0.
\]

Since \( v_2(1) = v_1 \).

Conversely, let \( \delta(F, v_2(t)) \) be an element of \( K^{V,w}_1(Y, Z) \) such that
\[
\delta(C(V) \otimes F, v_1, v_2(1)) = 0.
\]

Again by adding an elementary triple of the form \( C(V) \otimes G \), we may assume that this homotopy is constant over \( Y \). If we denote the "composition" of \( v_2(t) \) with this last homotopy by \( v(t) \), we have \( \delta(F, v(t)) = \delta(F, v(t))_y = \beta_1(\delta(F, v(t))) \).

6.16. Corollary. Let \( X, Y \), and \( Z \) be compact spaces such that \( Z \subset Y \subset X \). Then we have the exact sequence
\[
K^{V,w}_{n+1}(X, Z) \to K^{V,w}_n(Y, Z) \to K^{V,w}_n(X, Y) \to K^{V,w}_n(Y, Z) \to K^{V,w}_n(Y, Z),
\]
for \( n \geq 0 \) (with \( K^{V,w}_0 = K^{V,w}_w \)).

Proof. Consider the triple \((X \times B^n, X \times S^{n-1} \cup Y \times B^n, X \times S^{n-1} \cup Z \times B^n)\). Then
\[
K_n(X \times S^{n-1} \cup Y \times B^n, X \times S^{n-1} \cup Z \times B^n) \approx K(Y \times B^n, Y \times S^{n-1} \cup Z \times B^n)
\]
by 6.11 applied to \( X_0 = X \times S^{n-1} \cup Z \times B^n \) and \( X_0 = Y \times B^n \).

6.17. Theorem. Let \((X, Y)\) be a pair of compact spaces, and let \( X_1 \) and \( X_2 \) be closed subspaces of \( X \). Let \( Y_1 = Y \cap X_1 \). Then we have the "Mayer-Vietoris exact sequence"
\[
K^{V,w}_{n+1}(X_1 \cup X_2, \widetilde{Y}_1 \cup \widetilde{Y}_2) \to K^{V,w}_n(X_1 \cap X_2, \widetilde{Y}_1 \cap \widetilde{Y}_2) \to K^{V,w}_n(X_1 \cup X_2, \widetilde{Y}_1 \cup \widetilde{Y}_2).
\]

where
\[
\widetilde{Y}_1 = Y_1 \cup (Y_1 \cap Y_2), \quad \widetilde{Y}_2 = Y_2 \cup (Y_2 \cap Y_1), \quad \widetilde{Y}_1 \cup \widetilde{Y}_2 = Y_1 \cup Y_2, \quad Y_1 \cap X_2, \quad \widetilde{Y}_1 \cap \widetilde{Y}_2 \approx Y_1 \cup (Y_1 \cap Y_2) \cup (X_1 \cap Y_2).
\]

Proof. Consider the triple \((X_1 \cup X_2, X_1 \cup Y_2, Y_1 \cup Y_2)\). We set
\[
G_n = K^{V,w}_n(X_1 \cup X_2, X_1 \cup Y_2), \quad H_n = K^{V,w}_n(X_1 \cup X_2, Y_1 \cup Y_2),
\]
and
\[
L_n = K^{V,w}_n(X_1 \cup Y_2, Y_1 \cup Y_2),
\]
then we have the exact sequence
\[
H_n \to L_n \to G_n \to H_n \to L_n.
\]

Moreover, \( G_n \approx K^{V,w}_n(X_1, (X_1 \cap X_2) \cup Y_2) \) and \( L_n \approx K^{V,w}_n(X_1, \widetilde{Y}_1) \) by 6.11.

In the same way we consider the triple \((X_2, (Y_1 \cap X_2) \cup Y_2, \widetilde{Y}_2)\). From before
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\[ K^r_w(X_2, (X_1 \cap X_2) \cup Y_2) \cong G_n, \] so if we define \( L_n = K^r_w(X_2, \bar{Y}_2) \) and \( P_n = K^r_w((X_1 \cap X_2) \cup Y_2, \bar{Y}_2) \cong K^r_w(X_1 \cap X_2, X_1 \cap Y_2) \cap X_1 \cap Y_2 \cap Y_2 \) we obtain the exact sequence

\[ L_{n+1} \rightarrow P_{n+1} \rightarrow G_n \rightarrow L_n \rightarrow P_n. \]

and the commutative diagram

\[
\begin{array}{ccc}
H_{n+1} & \rightarrow & L_{n+1} \\
\downarrow & & \downarrow \\
L_{n+1} & \rightarrow & P_{n+1}
\end{array}
\]

By elementary diagram chasing, we obtain the exact sequence

\[ L_{n+1} \oplus L_n \rightarrow P_{n+1} \rightarrow H_n \rightarrow L_n \oplus L_n. \quad \text{for } n \geq 0. \]

All that remains is to verify the exactness of the sequence

\[ H_0 \rightarrow L_0 \rightarrow Y_0. \]

i.e. the sequence

\[ K^r_w(X_1 \cap X_2, \bar{Y}_1 \cap \bar{Y}_2) \rightarrow K^r_w(X_1, \bar{Y}_1) \oplus K^r_w(X_2, \bar{Y}_2) \rightarrow K^r_w(X_1 \cap X_2, \bar{Y}_1 \cap \bar{Y}_2). \]

Let \( x_1 = d(E_1, v_1, v'_1) \) and \( x_2 = d(E_2, v_2, v'_2) \) be elements of \( K^r_w(X_1, \bar{Y}_1) \) and \( K^r_w(X_2, \bar{Y}_2) \), respectively, such that \( h(x_1, x_2) = 0 \). Without loss of generality, we may assume that \( v_1 \) and \( v_2 \) are the restrictions to \( X_1 \) and \( X_2 \) of a \( C(V) \)-module structure \( r \) of the form \( E = C(V) \otimes F \), where \( F \) is a trivial bundle, and \( v_1 \) and \( v_2 \) are the \( C(V) \)-module structures on \( E_1 \) and \( E_2 \), induced from the factor \( C(V) \). We may also assume that \( v'_1|_{X_1 \cap X_2} \) is homotopic to \( v'_2|_{X_1 \cap X_2} \) by a homotopy \( v(t) \), with \( v(t)|_{X_1 \cap X_2} = v'_t \) and \( v(t)|_{X_1 \cap X_2} = v(t)|_{X_1 \cap X_2} \). By Lemma 6.8, there exists a continuous family \( \tilde{r}(t) \) of \( C(V) \)-module structures on \( E \) such that \( \tilde{r}(t)|_{X_1 \cap X_2} = v'_t \) and \( \tilde{r}(t)|_{X_1 \cap X_2} = v(t) \). Then \( (x_1, x_2) = h(x) \), where \( x = d(C(V) \otimes F, v, v') \) with \( v|_{X_1 \cap X_2} = v(t) \) and \( v'|_{X_1 \cap X_2} = v'_t \). \( \Box \)

6.18. As an application of the Mayer-Vietoris exact sequence, we consider a map \( f: (X, Y) \rightarrow (X', Y') \) between compact pairs, which induces a homeomorphism \( X \approx X' - Y' \). If \( W' \) is a vector bundle on \( X' \) provided with a nondegenerate quadratic form, and if \( W \) is a subbundle with the induced nondegenerate quadratic form, then we have a homomorphism

\[ K^r_w(X', Y') \rightarrow K^r_w(X, Y) \]
which we claim is an isomorphism. Since $X'/Y' \cong X/Y$, the same proof as used in
III.5.3, shows that this is an isomorphism when $V'$ and $W'$ are trivial. Now let
$(X'_i)$ be a finite closed cover of $X'$ such that $V'_i|_{X_i}$ and $W'_i|_{X_i}$ are trivial. Let

$$X_i = f^{-1}(X'_i), \quad Y_i = X'_i \cap Y', \quad \text{and} \quad Y'_i = f^{-1}(Y'_i).$$

Finally, let

$$X'' = X'_1 \cup \cdots \cup X'_i, \quad Y'' = X'' \cap Y', \quad X' = f^{-1}(X''), \quad \text{and} \quad Y' = f^{-1}(Y'').$$

Then the argument used in the proof of 1.3, shows by induction on $i$, that the
homomorphism

$$K^*_a(V) \otimes (X', Y'') \rightarrow K^*_a(V) \otimes (X', Y')$$

is an isomorphism.

6.19. Now assume that the bundle $V$ over the compact space $X$, is provided with
a positive quadratic form, and let $T$ be another bundle on $X$, provided with a
nondegenerate quadratic form. We wish to define a homomorphism

$$\iota: K^*_a(V, Y) \rightarrow K^*_a(B(V, S(V)) \otimes B(V)|_T),$$

where $\pi: B(V) \rightarrow X$, which simultaneously generalizes the homomorphisms also
denoted by $\iota$, defined in III.5.9 and in 5.10. As in 5.10, we identify the ball bundle
$B(V)$ with the upper hemisphere $S^+(V \otimes 1)$ of the bundle $V \otimes 1$. The formula

$$\iota(d(E, \eta_1, \eta_2)) = d(\pi^* E, \nu \cos \theta + \eta_1 \sin \theta, \nu \cos \theta + \eta_2 \sin \theta),$$

where $\pi: S^+(V \otimes 1) \rightarrow X$, and $\pi^* E$ is provided with the underlying $C(T)$-module
structure, defines the homomorphism $\iota$ (with the conventions made in 5.10).

If $V = V_1 \oplus V_2, \pi_2: S^+(V_2 \otimes 1) \rightarrow V$, and $Z = S(V_1) \cup S^+(V_2 \otimes 1)|_Y$, we
define a map

$$f: (S^+(\pi_2^* V_1 \otimes 1), S(\pi_2^* V_1) \cup S^+(\pi_2^* V_1 \otimes 1)) \rightarrow (S^+(V_1 \otimes V_2 \otimes 1), S(V_1 \otimes V_2) \cup S^+(V_1 \otimes V_2 \otimes 1))$$

in the following way. Each point of $S^+(\pi_2^* V_1 \otimes 1) \approx S^+(V_1 \otimes 1) \times S^+(V_2 \otimes 1)$
may be written in the form $(v_1 \cos \theta_1 + e_1 \sin \theta_1, v_2 \cos \theta_2 + e_2 \sin \theta_2)$, where $e_1$
and $e_2$ denote the "unit vectors" of $S^+(V_1 \otimes 1)$ and $S^+(V_2 \otimes 1)$, respectively,
and where \( v_1 \in S(V_1) \) and \( v_2 \in S(V_2) \) have the same projection on \( X \). With this point, we associate the point of \( S^+(V_1 \oplus V_2 \oplus 1) \), defined by \( v_1 \cos \theta_1 + v_2 \cos \theta_2 + e \sin \theta_1 \sin \theta_2 \), where \( e \) is the "unit vector" of \( S^+(V_1 \oplus V_2 \oplus 1) \). The map \( f \) thus defined induces a homeomorphism between

\[
S^+(\pi_2^* V_1 \oplus 1) - S(\pi_2^* V_1) - S^+(\pi_2^* V_1 \oplus 1) \parallel_2
\]

and

\[
S^+(V_1 \oplus V_2 \oplus 1) - S(V_1 \oplus V_2) - S^+(V_1 \oplus V_2 \oplus 1) \parallel_2.
\]

6.20. Proposition. The homomorphism \( t \) defined in 6.19 is "transitive" with respect to \( V \). More precisely, we have the commutative diagram

\[
\begin{array}{ccc}
K^w \otimes V & \xrightarrow{t} & K^w \otimes V(X, Y) \\
\downarrow f^* & & \downarrow f^*
\end{array}
\]

\[
K^w(S^+(V_1 \oplus V_2 \oplus 1), S(V_1 \oplus V_2) \cup S^+(V_1 \oplus V_2 \oplus 1)) \parallel_2
\]

where \( f \) is the homomorphism defined in 6.19 (\( f^* \) is an isomorphism by 6.18).

Proof. Let \( x = d(E, \eta, \eta') \) be an element of \( K^w \otimes V_{1} \otimes V_{2}(X, Y) \). Using the obvious notation, we have

\[
t_2(x) = d(E, v_2 \cos \theta_2 + \eta \sin \theta_2, v_2 \cos \theta_2 + \eta' \sin \theta_2),
\]

and

\[
t_1(t_2(x)) = d(E, v_1 \cos \theta_1 + (v_2 \cos \theta_2 + \eta \sin \theta_2) \sin \theta_1, v_2 \cos \theta_1 \\
+ (v_2 \cos \theta_2 + \eta' \sin \theta_2) \sin \theta_1)
\]

\[
= d(E, v_1 \cos \theta_1 + v_2 \cos \theta_2 \sin \theta_1 + \eta \sin \theta_2 \sin \theta_1, v_1 \cos \theta_1 \\
+ v_2 \cos \theta_2 \sin \theta_1 + \eta' \sin \theta_2 \sin \theta_1).
\]

By definition of the homomorphism \( f^* \), we therefore have

\[
f^*(t(x)) = t_1(t_2(x)). \quad \square
\]

6.21. Theorem. The homomorphism

\[
t: K^w \otimes V(X, Y) \longrightarrow K^{w*} (B(V), S(V) \cup B(V)) \parallel_1
\]

is an isomorphism. More generally, the homomorphism

\[
t_n: K_n^w \otimes V(X, Y) \longrightarrow K_n^w (B(V), S(V) \cup B(V)) \parallel_1,
\]

obtained by the substitution \( (X, Y) \mapsto (X \times B^n, X \times S^{n-1} \cup Y \times B^n) \), is also an isomorphism.
Proof. By a Mayer-Vietoris argument already used many times (6.17), we may assume that $V$ and $W$ are trivial. Moreover, using the transitivity of the homomorphism $i$ (Proposition 6.20), we may assume that $V$ is of rank one, provided with the quadratic form $+x^2$. Then Theorem 6.21 is simply a reformulation of the fundamental Theorem II.5.10, proved in II.6. □

6.22. Remark. This theorem generalizes Theorem 5.11 which we proved using additional spinorial or spinorial structures. In fact it gives an independent (but more complicated) proof of Theorem 5.11.

6.23. Let us now consider vector bundles $V$, $W$, $T$, such that $V = W \oplus T$, where $V$ is provided with a nondegenerate quadratic form whose restrictions to $W$ and $T$ are also nondegenerate and such that $W$ is orthogonal to $T$. Our next objective is to compare the groups $K^V_{n,W}(X, Y)$, $K^V_{n,T}(X, Y)$, and $K^W_{n,T}(X, Y)$. More precisely, we will prove the exact sequence

$$K^V_{n+1}(X, Y) \to K^W_{n+1}(X, Y) \to K^V_{n}(X, Y) \to K^V_{n,T}(X, Y) \to K^W_{n,T}(X, Y),$$

where all the homomorphisms are the obvious ones, except the “connecting homomorphism” $\gamma$, which we will define in 6.25.

6.24. Lemma. Each element of $K^W_{n,T}(X, Y)$ may be written in the form $a(C(V) \otimes F, w_1, w_2)$, where $F$ is a trivial bundle, and $w_i$ is the $C(W)$-module structure on $C(V) \otimes F$, induced from the factor $C(V)$ (note that $C(W) \subset C(V)$). Moreover, $a(C(V) \otimes F, w_1, w_2) = d(C(V) \otimes F, w_1, w_2)$ if and only if there exists a trivial bundle $G$, such that $w_2 \oplus w_3$ is homotopic to $w_1 \oplus w_3$, where $w_3$ is the canonical $C(W)$-module structure on $C(V) \otimes G \cong C(W) \otimes C(V \otimes W) \otimes G$.

Proof. The proof of this lemma is analogous to the proof of Proposition III.4.26 (note that every $C(W)$-module is a direct factor of some $C(V) \otimes F \cong C(W) \otimes C(W \otimes F) \otimes F$, where $F$ is a trivial bundle, by the argument used in the proof of Lemma 6.6). □

6.25. We denote the class of the triple $(C(V) \otimes F, w_1, w_2)$ in the group $K^W_{n,T}(X, Y)$ by $\delta(F, w_2)$. In particular, if we make the substitution $(X, Y) \mapsto (X \times B^2, X \times S^1 \cup Y \times B^1)$, we denote a typical element of $K^W_{n,T}(X, Y)$ by $\delta(F, w_2)$ or $\delta(F, w_2)$.

By 6.3 there exists a continuous family $a(t)$ of automorphisms of $E = C(W) \otimes F$, regarded as an object of $\delta^1(X)$, such that $w_2(t) = a(t)w_2(0)a(t)^{-1}$ with $a(t)|_t = 1$.

Now we define

$$\gamma: K^W_{n,T}(X, Y) \to K^1(X, Y)$$

by the formula $\gamma(\delta(F, w_2)) = d(C(V) \otimes F, v_1, a(1)v_1a(1)^{-1})$. This definition is independent of the choice of $w_2(t)$ and $a(t)$. Suppose $w_2(t)$ and $a(t)$ are other
choices. There exists a continuous family $w_s(t, u)$, for $(t, u) \in I \times I$, of $C(W)$-module structures on $E = C(V) \otimes F$, such that $w_2(t, 0) = w_2(t, 1) = w_2(t, 0) = w_2(t, 2) = w_2(t, u) = w_2(t, u) = w_2(t, u)r = w_2(t, u)$. Let $K$ be the unit square $I \times I$, and let $L$ be the union $I \times \{0\} \cup I \times \{1\} \cup \{0\} \times I$. Since $K$ is homeomorphic to $L$, Lemma 6.7 implies the existence of a continuous family $\alpha(t, u)$ of automorphisms of the $C(T)$-module $E$, such that $\alpha(t, 0) = \alpha(t, 1) = \alpha(t)$, $\alpha(0, 0) = 1$, $\alpha(t, u) = 1$, and $\alpha(t, u) = \alpha(t, u)w_1 = \alpha(t, u)w_1$. Therefore, the commutative map $u \mapsto \alpha(1, u) = \alpha(1, 1) = 1$ provides a homotopy $v_3(u)$ between $\alpha(1)v_2\alpha(1)^{-1}$ and $\alpha(1)v_2\alpha(1)^{-1}$. Thus, $v_3(u)=\alpha(1)v_2\alpha(1)^{-1}$.

6.26. Theorem. The sequence

$$K_{1}^{V,T}(X, Y) \xrightarrow{\partial} K_{1}^{V,T}(X, Y) \xrightarrow{\partial} K_{1}^{V,\pi}(X, Y) \xrightarrow{\partial} K_{1}^{V,\pi}(X, Y) \xrightarrow{\partial} K_{1}^{\pi}(X, Y)$$

is exact.

Proof. Direct inspection shows that the composition of each consecutive pair of homomorphisms is 0. Therefore, we need only verify that

$$\ker(\gamma) \subset \im(\phi), \ker(\psi) \subset \im(\chi), \text{ and } \ker(\chi) \subset \im(\chi)$$.

a) $\ker(\gamma) \subset \im(\phi)$. Let $x = \partial(E, v_1, v_2)$ be an element of $K_{1}^{V,T}(X, Y)$ such that $\gamma(x) = 0$. If we define $w = v_2|_{1,\pi}$, then there exists a homotopy $\psi(t)$ between $w_1$ and $w_2$ up to addition of an elementary triple, such that $\psi(t)|_{\pi} = v_1|_{\pi}$ and $\psi(t)|_{\pi} = w_1|_{\pi}$. Now we define $w(t) = \alpha(t)v_1\alpha(t)^{-1}$, where $\alpha(0) = 1$ and $\alpha(1) = 1$. From this we see that $\partial(E, v_1, v_2) = \partial(E, \alpha(1)v_1\alpha(1)^{-1}, v_2) = \im(\phi)$, since

$$\alpha(1)v_1\alpha(1)^{-1} = v_2|_{1,\pi}$$.

b) $\ker(\phi) \subset \im(\chi)$. Let $x = \partial(E, v_1, v_2)$ be an element of $K_{1}^{V,\pi}(X, Y)$ such that $\phi(x) = 0$. Without loss of generality, we may assume that $E$ is of the form $C(V) \otimes F$, where $F$ is a trivial bundle, and that $v_1$ represents the canonical $C(V)$-module structure on $E = C(V) \otimes F$. Up to addition of an elementary triple, there exists a continuous family $\alpha(t)$ of $C(V)$-module structures on $E$, such that $\alpha(0) = v_1$, $\alpha(1) = v_2$, $\alpha(t)|_{\pi} = v_1|_{\pi}$, and $\alpha(t)|_{\pi} = v_1|_{\pi}$. If we define $w(t) = \psi(t)|_{1,\pi}$, we thus have $\partial(E, v_1, v_2) = \gamma(\delta(E, w(t)))$.

c) $\ker(\chi) \subset \im(\chi)$. Let $x = \delta(E, w_2(t))$ be an element of $K_{1}^{V,T}(X, Y)$ such that $\gamma(x) = 0$. If we define $v_3(t) = \alpha(t)v_1\alpha(t)^{-1}$ using the notation of 6.24, we must have $v_3(t)$ homotopic to $v_1$ via a continuous family $v_3(t)$ of $C(V)$-module structures. Moreover, we have $v_3(0) = v_1$, $v_3(1) = v_2$, and $v_3(t)|_{\pi} = v_1|_{\pi}$. Let $\tilde{v}_3(t)$ denote the homotopy obtained by the composition of $v_3(t)$ and $\alpha(t)$, and let $\tilde{w}_3(t) = v_3(t)|_{1,\pi}$. Then $\delta(E, \tilde{w}_3(t)) = \delta(E, w_2(t))$ since $v_3(t)|_{1,\pi} = v_1|_{1,\pi}$, and $x = \chi(\delta(E, \tilde{v}_3(t)))$ since $\tilde{v}_3(0) = v_1|_{1,\pi}$, and $\tilde{v}_3(t)|_{\pi} = v_1|_{\pi}$.

6.27. Corollary. For $n \geq 0$, we have the exact sequence

$$K_{n+1}^{V,T}(X, Y) \to K_{n+1}^{V,T}(X, Y) \to K_{n+1}^{V,\pi}(X, Y) \to K_{n}^{V,T}(X, Y)$$.
6.28/29. The tensor product of vector bundles defines a bilinear map

\[ K^{V,W}_n(X, Y) \times K(X') \rightarrow K^{V',W'}_{n}(X \times X', Y \times Y'). \]

By the argument used in II.5.6, there is a unique natural bilinear map

\[ K^{V,W}_n(X, Y) \times K(X', Y') \rightarrow K^{V',W'}_{n}(X \times X', Y \times Y'), \]

which extends the map above when \( Y' = \emptyset \). If we replace the pair \((X', Y')\) by the pair \((X' \times B^p, X' \times S^{p-1} \cup Y' \times B^p)\), we may also define a bilinear map (also called the cup-product)

\[ K^{V,W}_n(X, Y) \times K(X', Y') \rightarrow K^{V',W'}_{n+p}(X \times X', X \times Y' \cup Y \times X'), \]

as in II.5.6.

6.30. Theorem. Let \( \alpha \) be a generator of \( K^{-n}(F) \) (resp. \( K^{-1}(F) \)). Then the cup-product by \( \alpha \) induces an isomorphism

\[ K^{V,W}_n(X, Y) \approx K^{V,W}_n(X \times B^p, X \times S^{p-1} \cup Y \times B^p) \quad (\text{resp. } K^{V,W}_n(X) \approx K^{V,W}_n(X \times B^p, X \times S^{p-1} \cup Y \times B^2)). \]

Proof. Due to the exact sequence proved in 6.15, we are reduced to proving \( K^{V,W}_n(X) \approx K^{V,W}_n(X) \) (resp. \( K^{V,W}_n(X) \approx K^{V,W}_n(X) \)). By a Mayer-Vietoris argument (6.17), we are further reduced to the case where \( V \) and \( W \) are trivial, and \( n = 0 \). Now we have the exact sequence

\[ K^{-1}(\delta^W(X)) \rightarrow K^{-1}(\delta^W(X)) \rightarrow K^{V,W}(X) \rightarrow K(\delta^W(X)) \rightarrow K(\delta^W(X)), \]

associated with the functor \( \varphi : \delta^W(X) \rightarrow \delta^W(X) \) (II.3.22). By III.4.8, the groups \( K(\delta^W(X)), K(\delta^W(X)), K^{-1}(\delta^W(X)) \) and \( K^{-1}(\delta^W(X)) \), are isomorphic to \( K_n^F(X) \) for some \( n = 0 \) or \(-1\), and \( F = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{R} \times \mathbb{R}, \) or \( \mathbb{H} \times \mathbb{H} \). Therefore, the cup-product by \( \alpha \) induces an isomorphism \( K_n^F(X) \approx K_n^F(X \times B^p, X \times S^{p-1}) \approx K_n^F(X \times B^2, X \times S) \) in the complex case). By the five lemma, it follows that the cup-product by \( \alpha \) also induces an isomorphism

\[ K^{V,W}_n(X) \approx K^{V,W}_n(X \times B^p, X \times S^{p-1}) \quad (\text{resp. } K^{V,W}_n(X) \approx K^{V,W}_n(X \times B^p, X \times S)). \]

6.31. After this long series of lemmas, we are finally approaching our original problem, which is the computation of the \( K \)-theory of the pair \((P(V), P(W))\), and its relationship to the groups \( K^{V,W} \), when \( V \) (hence \( W \)) is provided with a positive quadratic form. More precisely, if \( n \) denotes the trivial bundle \( X \times \mathbb{R}^n \) provided with the “trivial” positive quadratic form, we define a fundamental homomorphism

\[ p : K^V \oplus n, W \oplus n(X, Y) \rightarrow K^{V \oplus n, W \oplus n}(P(V), P(W) \cup P(V)), \]
(where \( \xi \) is the canonical line bundle over \( P(V) \)) in the following way. Let 
\( d(E, u; v_1, v_2) \) be an element of 
\( K^\xi \circ_n \circ (X, Y) \), where \( v_1 \) and \( v_2 \) represent two 
"actions" of the bundle \( V \) such that \( v_1|_{|_w} = v_2|_{|_w} \) (6.9), and where \( u \) represents the 
action of the trivial bundle of rank \( n \). Let \( \pi' : S(V) \to X \), and let \( \tilde{v} \) be the action on 
\( \pi^*E \) of the trivial bundle of rank one, defined by the involution \( v(\cdot) \) over the 
point \( \nu \in S(V) \). Since \( v(-\nu) = -v(\nu) \), \( v \) induces an action of the canonical line 
bundle \( \xi \) on \( \pi^*E \), where \( \pi : P(V) \to X \). We again denote this action by \( \tilde{v} \), and let \( u \) 
denote the action of the trivial bundle of rank \( n \) on \( \pi^*E \) induced by \( u \). Then the 
homomorphism \( p \) above is defined by the formula

\[
p(d(E, u; v_1, v_2)) = d(\pi^*E, \tilde{u}, \tilde{v}_1, \tilde{v}_2).
\]

6.32. Theorem. The homomorphism

\[
p : K^\xi \circ_n \circ (X, Y) \to K^\xi \circ_n \circ (P(V), P(W) \cup P(V))
\]
defined above is an isomorphism.

Proof. If we replace the pair \((X, Y)\) by the pair \((X \times B, X \times S^{r-1} \cup Y \times B)\), we 
obtain a slightly more general homomorphism,

\[
p_* : K^\xi \circ_n \circ (X, Y) \to K^\xi \circ_n \circ (P(V), P(W) \cup P(V))
\]
and direct inspection shows that the homomorphism \( p_* \) is compatible with the 
various homomorphisms defined in the exact sequences 6.16 and 6.27. Therefore, 
using a Mayer-Vietoris argument (6.17), we may reduce the proof of the general 
isomorphism to the case where \( V \) and \( W \) are trivial. Moreover, Proposition 6.27 
reduces this case to the case where \( V = W \oplus 1 \). The projection

\[
\pi_1 : S^+(W \oplus 1), S^+(W \oplus 1) \cup S(W) \to (P(W \oplus 1), P(W \oplus 1) \cup P(W))
\]
induces an isomorphism between the groups

\[
K^\xi \circ_n \circ (S^+(W \oplus 1), S^+(W \oplus 1) \cup S(W))
\]
and

\[
K^\xi \circ_n \circ (P(W \oplus 1), P(W \oplus 1) \cup P(W)),
\]

since the spaces

\[
S^+(W \oplus 1), S^+(W \oplus 1) \cup S(W) \quad \text{and} \quad P(W \oplus 1), P(W \oplus 1) \cup P(W)
\]
are homeomorphic (6.27). Moreover, by definition we have the commutative diagram

\[
\begin{array}{ccc}
K^\xi \circ_n \circ \circ (X, Y) & \xrightarrow{p_*} & K^\xi \circ_n \circ (P(W \oplus 1), P(W) \cup P(W)) \\
\uparrow \pi_1 & & \uparrow \pi_1 \\
K^\xi \circ_n \circ \circ (S^+(W \oplus 1), S(W) \cup S^+(W \oplus 1)) & \xrightarrow{p_*} & K^\xi \circ_n \circ (P(W \oplus 1), P(W) \cup P(W \oplus 1)).
\end{array}
\]
where \( \iota \) is the isomorphism described in 11.5.10 and 6.21. The fact that \( \iota \) is an isomorphism (11.5.10) implies that \( \rho \) is also an isomorphism.

6.33. Consider the particular case \( n=1 \). Now each element \( x \) of the group \( K_{r}^{\otimes 1,1}(P(V), P(W) \cup P(V))_\nu \) may be written in the form \( x = d(E, \eta, \varepsilon_1, \varepsilon_2) \), where \( E \) is a vector bundle over \( P(V) \) provided with an involution \( \eta \) arising from the action of the trivial bundle \( X \times \mathbb{R} \). In this notation, \( \varepsilon_1 \) and \( \varepsilon_2 \) represent the two actions of \( \xi \) on \( E \) such that \( \varepsilon_1 |_{{P(W) \cup P(V)_\nu}} = \varepsilon_2 |_{{P(W) \cup P(V)_\nu}} \). Since \( \xi \otimes \xi = P(V) \times \mathbb{R} \), the product \( \varepsilon_1 \varepsilon_2 \) defines an automorphism \( \alpha \) of \( E \) which commutes with \( \eta \). The restriction of \( \alpha \) to \( \text{Ker}(\eta - 1) \) defines an element of \( K^{-1}(P(V), P(W) \cup P(V))_\nu \) (11.3.25).

6.34. **Proposition.** The correspondence above defines an isomorphism between the groups \( K_{r}^{\otimes 1,1}(P(V), P(W) \cup P(V))_\nu \) and \( K^{-1}(P(V), P(W) \cup P(V))_\nu \).

**Proof.** We define a homomorphism in the opposite direction. Let \( F \) be a vector bundle on \( P(V) \), and let \( \beta \) be an automorphism of \( F \) such that \( \beta|_{P(W) \cup P(V)} = 1 \). Let \( E = F \oplus (\xi \otimes F) \), and let \( \eta \) be the involution defined by the matrix

\[
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}.
\]

Finally, let \( \varepsilon_1 \otimes E \to E \) be the (bilinear) homomorphism induced by the isomorphism \( \xi \otimes E \approx E \), and let \( \varepsilon_2 = \beta \varepsilon_1 \). It is clear that the two correspondences are inverse to each other. \( \Box \)

6.35. **Corollary.** The groups

\[ K_{r}^{\otimes 1,1}(P(V), P(W) \cup P(V))_\nu \times K^{-1}(P(V), P(W) \cup P(V))_\nu \]

are isomorphic.

6.36. **Theorem.** Let \( r \) be an integer modulo 8 (modulo 2 in the complex case). Then the groups \( K_{r}^{\otimes 1,1}(P(V), P(W) \cup P(V))_\nu \) and \( K_{r-1}^{\otimes 1,1}(X, Y) \) are naturally isomorphic (as \( K(X) \)-modules).

**Proof.** This follows directly from 6.34, 6.31 and 6.28/29. \( \Box \)

6.37. In order to use Theorem 6.36, we must compute the groups \( K_{r}^{\otimes 1,1}(X, Y) \) in terms of more classical invariants. For simplicity, we restrict ourselves to the case where \( Y = \varnothing \). In general, we denote the Grothendieck group of the functor

\[ \delta^\nu(X \times B^r) \to \delta^\nu(X \times S^{r-1}) \]

by \( K_{r}^{\otimes 1}(X) \). By excision, this is also the Grothendieck group of the functor

\[ \delta^\nu(X \times S^r) \to \delta^\nu(X \times \{P\}) \]

where \( P \) is a point.
6.38. Proposition. We have the exact sequence

\[ K^{(\rho)}_{i-1}(X) \longrightarrow K^{(\rho)}_i(X) \longrightarrow K^{(\rho),\mathbb{W}}_i(X) \longrightarrow K^{(\rho)}_i(X) \longrightarrow K^{(\rho)}_i(X). \]

Proof. Let \( \mathcal{E}^V(X) \rightarrow \mathcal{E}^W(X) \) be the obvious Banach functor. Then the exact sequence associated with the functor \( \varphi \) (II.3.22) may be written as

\[ K^{-1}(\mathcal{E}^V(X)) \longrightarrow K^{-1}(\mathcal{E}^W(X)) \longrightarrow K^{(\rho),\mathbb{W}}_i(X) \longrightarrow K(\mathcal{E}^V(X)) \longrightarrow K(\mathcal{E}^W(X)). \]

Moreover, \( K^{-1}(\mathcal{E}^V(X)) \approx K^{(\rho)}_i(X) \) by Theorem II.3.22 applied to the functor \( \mathcal{E}^V(X \times B^1) \rightarrow \mathcal{E}^V(X \times S^0) \). Similarly, \( K^{-1}(\mathcal{E}^W(X)) \approx K^{(\rho),\mathbb{W}}_i(X) \). Therefore, we have the exact sequence of the theorem for \( r = 0 \). For \( r > 0 \), we have

\[ K^{(\rho),\mathbb{W}}_i(X) \approx \text{Ker}[K^{(\rho),\mathbb{W}}_i(X \times S^1) \rightarrow K^{(\rho),\mathbb{W}}_i(X \times P)] \text{ by 6.18.} \]

Similarly, \( K^{(\rho)}_i(X) \approx \text{Ker}[K^{(\rho)}_i(X \times S^0) \rightarrow K^{(\rho)}_i(X \times P)] \), and \( K^{(\rho),\mathbb{W}}_i(X) \approx \text{Ker}[K^{(\rho),\mathbb{W}}_i(X \times S^1) \rightarrow K^{(\rho),\mathbb{W}}_i(X \times P)] \).

The case \( r > 0 \) therefore follows from the case \( r = 0 \). \( \square \)

6.39. Let us now consider the case where \( W \) and \( V/W \) are spinorial bundles of rank \( p \) and \( n - p \), respectively. Then \( V \) is spinorial of rank \( n \), and from 4.22, we have category equivalences

\[ \mathcal{E}^{0,-p}(X) \sim \mathcal{E}^V(X) \quad \text{and} \quad \mathcal{E}^{0,p}(X) \sim \mathcal{E}^W(X). \]

Moreover, the composition

\[ \alpha: \mathcal{E}^{0,-p}(X) \sim \mathcal{E}^V(X) \longrightarrow \mathcal{E}^W(X) \sim \mathcal{E}^{0,p}(X) \]

is defined by

\[ E \longrightarrow P \Delta_{\text{Spin}(n-p)} E, \]

where \( P \) is the principal bundle which defines the spinorial structure of \( V/W \) (4.22).

6.40. Theorem. Let us assume that the vector bundles \( W \) and \( V/W \) are spinorial of rank \( p \) and \( n - p \), respectively. Then we have the exact sequence

\[ K^{(\rho)}(\mathcal{E}^{0,n-1}_R(X)) \rightarrow K^{(\rho)}(\mathcal{E}^{0,p+1}_R(X)) \rightarrow K^{(\rho)}(P(V), P(W)) \rightarrow K^{(\rho),\mathbb{W}}(\mathcal{E}^{0,n+1}_R(X)) \]

\[ \rightarrow K^{(\rho),\mathbb{W}}(\mathcal{E}^{0,p+1}_R(X)). \]
where $\alpha'$ is induced by the functor $\alpha$, and where the groups $K^i(\delta_{\mathbb{R}}^0\cdot(X))$ are determined by the following table.

<table>
<thead>
<tr>
<th>$r \mod 8$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^i(\delta_{\mathbb{R}}^0\cdot(X))$</td>
<td>$K^i_0(X)$</td>
<td>$K^i_0(X) \oplus K^i_1(X)$</td>
<td>$K^i_2(X)$</td>
<td>$K^i_3(X)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$r \mod 8$</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^i(\delta_{\mathbb{R}}^0\cdot(X))$</td>
<td>$K^i_4(X)$</td>
<td>$K^i_4(X) \oplus K^i_5(X)$</td>
<td>$K^i_6(X)$</td>
<td>$K^i_7(X)$</td>
</tr>
</tbody>
</table>

Proof. This is simply a reformulation of Proposition 6.38 and Theorem 6.36, using the category equivalences described in 4.22. □

6.41. Example. Let us assume that $V/W$ is spinorial of rank $8r$, and that $W$ is spinorial of rank $8r+1$. Then we have the exact sequence

$$K^i_{\mathbb{R}}(X) \xrightarrow{\alpha'} K^i_{\mathbb{R}}(X) \longrightarrow K^i_{\mathbb{R}}(P(V), P(W)) \longrightarrow K^{i+1}_{\mathbb{R}}(X) \eta^{i+1},$$

where $\alpha'$ is induced by the functor $\phi: \delta_{\mathbb{R}}(X) \to \delta_{\mathbb{R}}(X)$ defined by $\phi(E) = F \otimes E$, where $F$ is the vector bundle $P \times_{\text{Spin}(8r)} M$, such that $P$ is the principal bundle defining the spinorial structure of $V/W$, and where $M$ is an irreducible $C^{0, N}$ module. If $V/W$ is trivial, then the functor $\phi: \delta_{\mathbb{R}}(X) \to \delta_{\mathbb{R}}(X)$ is simply $E \mapsto E \oplus E \oplus \cdots \oplus E$ where $n = 16$.

If $V/W$ is not trivial, it is difficult to compute the vector bundle $F$ in general. However, if $V/W$ may be written in the form $U \oplus U$, where $U$ is oriented (4.18), then $V/W$ is a spinorial bundle and the vector bundle $F$ may be identified with $\Lambda(U)$.

The above results could easily be stated in the framework of complex $K$-theory. For example, Theorem 6.39 has the following complex analog:

6.42. Theorem. Let us assume that the vector bundles $W$ and $V/W$ are $\ast$spinorial of rank $p$ and $n - p$, respectively. Then we have the exact sequence

$$K^i(\delta_{\mathbb{C}}^{0, n+p}(X)) \xrightarrow{\alpha'} K^i(\delta_{\mathbb{C}}^{0, p+1}(X)) \longrightarrow K^i_{\mathbb{C}}(P(V), P(W)) \longrightarrow K^{i+1}(\delta_{\mathbb{C}}^{0, p+1}(X)) \eta^{i+1} \to K^{i+1}(\delta_{\mathbb{C}}^{0, p+1}(X)).$$

where $\alpha'$ is induced by the functor $E \mapsto P\Delta_{\text{Spin}^{0, p+1}} E$ (where $P$ is the principal bundle defining the $\ast$spinorial structure of $V/W$), and where $K^i(\delta_{\mathbb{C}}^{0, r}(X)) = K^i_0(X)$ if $r$ is even, and $K^i(\delta_{\mathbb{C}}^{0, r}(X)) = K^i_0(X) \oplus K^i_1(X)$ if $r$ is odd.
6.43. A particular case of interest arises when \( V/W \) is provided with a complex structure (and \( W \) is 'spinorial'). Then the homomorphism \( \delta' \) is induced by the functor \( E \mapsto A(V/W) \otimes E \), where \( A(V/W) \) is the complex exterior algebra bundle (1.4).

6.44. In the real case as in the complex case, we wish to describe more precisely the homomorphism

\[
K^i(X) \oplus K^i(X) \cong K^i(\delta^{0,1}(X)) \to K^i(P(V))
\]

in the exact sequence obtained in 6.40 or 6.42, when \( W = 0 \). For \( i = -1 \), this homomorphism is the composition

\[
K^{-1}(\delta^{0,1}(X)) \overset{\tilde{\eta}}{\to} K^{V \otimes 1,1}(X) \overset{p}{\to} K^{1,1}(P(V)) \overset{\mu}{\to} K^{-1}(P(V)),
\]

where \( p \) is defined as in 6.31, where \( \tilde{\eta} \) is defined as in 6.38, and \( \mu \) is defined as in 6.34. More precisely, an element \( x \) of \( K^{-1}(\delta^{0,1}(X)) \) may be represented by a \( \mathbb{Z}/2 \)-graded vector bundle \( E = E_0 \oplus E_1 \), and an automorphism \( \alpha \) of the form

\[
\begin{pmatrix}
\alpha_0 & 0 \\
0 & \alpha_1
\end{pmatrix}.
\]

These two automorphisms, \( \alpha_0 \) and \( \alpha_1 \), define the decomposition \( K^{-1}(\delta^{0,1}(X)) \cong K^{-1}(X) \oplus K^{-1}(X) \).

Since the functor \( \delta^{V \otimes 1}(X) \to \delta^{0,1}(X) \) is quasi-surjective, we may assume without loss of generality, that \( E \) is provided with a graded \( C(V) \)-module structure with respect to the decomposition \( E = E_0 \oplus E_1 \), represented by \( v \). Therefore, \( \delta(x) \) is \( d\xi, v, \alpha^{-1}\varepsilon \alpha \), and \( (up\delta)(x) \) is the restriction of the automorphism \( v\alpha^{-1}\varepsilon \alpha = (\varepsilon^{-1}v\varepsilon) \) to \( E_0 \), with the notation of 6.30. In actual fact \( \tilde{\eta} \) induces an isomorphism between \( \pi^*E^1 \) and \( \pi^*E^1 \), where \( \pi: P(V) \to X \), and the class of the automorphism \( \tilde{\eta}^{-1} \tilde{\eta} \) in the group \( K^{-1}(P(V)) \) is simply \( \pi^*\alpha^{-1} \otimes \text{Id}_\xi \). Hence \( (up\delta)(x) \) is the sum \( \pi^*(x_0) - \theta^*(x_1) \), where \( x_0 \) and \( x_1 \) are the two components of \( x \), where \( \pi^* \) is induced by the projection \( \pi: P(V) \to X \), and \( \theta^* \) is induced by the projection \( P(V) \to X \) and the product with the line bundle \( \xi \). Replacing \( X \) by \( X \times S^1 \), we summarize these facts in the following theorem:

6.45. Theorem. We have the exact sequence

\[
K^i(\delta^{V \otimes 1}(X)) \to K^i(X) \otimes K^i(X) \overset{[\delta, -\theta]}{\to} K^i(P(V))
\]

\[
\to K^{i+1}(\delta^{V \otimes 1}(X)) \to K^{i+1}(X) \oplus K^{i+1}(X)
\]

where \( \pi^* \) is induced by the projection \( \pi: P(V) \to X \), and \( \theta^* \) is induced by the functor \( E \mapsto \xi \otimes \pi^*E \).

6.46. Corollary (Adams [1]). Let \( RP_{n-1} \) be the projective space of \( \mathbb{R}^n \). Then \( \tilde{K}_n(RP_{n-1}) \) is generated by \( \lambda_{n-1} = [\xi] - 1 \), with the relations \( (\lambda_{n-1})^2 = -2\lambda_{n-1} \) and
2^f \lambda_{n-1} = 0$, where $f$ is the number of integers $i$ such that $0 < i < n$ with $i = 0, 1, 2$ or $4 \mod 8$.

**Proof.** From Theorem 6.45, we see that $K_\mathbb{R}(\mathbb{P}^{n-1})$ can be identified with the cokernel of the homomorphism

\[ K(\mathbb{C}^{0, \ast + 1}) \to K(\mathbb{C}^{0, 1}) \]

with the notation of III.3. Therefore

\[ \tilde{K}_\mathbb{R}(\mathbb{P}^{n-1}) \cong \text{Coker}(K(\mathbb{C}^{0, \ast + 1}) \to K(\mathbb{C}^{0, 2})) \cong \text{Coker}(K(\mathbb{C}^{n-1, 0}) \to K(\mathbb{C}^{0, 0})) \cong \mathbb{Z}/2^f \mathbb{Z} \]

by III.4.9. Moreover, the generator is $\lambda_{n-1}$ by 6.45. The relation $\lambda_{n-1}^2 = -2\lambda_{n-1}$ follows from the relation $\xi \otimes \xi = 1$. \[ \square \]

6.47. **Corollary.** Let $\mathbb{P}^{n-1}$ be the projective space of $\mathbb{R}^n$. Then $\tilde{K}_\mathbb{R}(\mathbb{P}^{n-1})$ is generated by $\lambda_{n-1} = [\xi] - 1$, where $\xi = \xi \otimes \mathbb{C}$, with the relations $\lambda_{n-1}^2 = -2\lambda_{n-1}$ and $2^f \lambda_{n-1} = 0$, where $f$ is the number of integers $i$ such that $0 < i < n$ and $i = 0 \mod 2$.

6.48. **Corollary.** Let $X$ be a space such that $K^1(\mathbb{P}^n, 0(X)) = 0$. Then

\[ K_\mathbb{R}(X \times \mathbb{P}^n, X) \cong \text{Coker}(K(\mathbb{P}^n, 0(X)) \to K(\mathbb{P}^n(X))) \]

**Exercise IV.8.8.**

7. **Operations in $K$-Theory**

7.1. An operation in $K$-theory is a natural map (not necessarily a homomorphism) defined from $K(X)$ to $K(X)$ for every compact space $X$, which is natural in $X$. For simplicity we begin with operations in complex $K$-theory $K_\mathbb{C}(X)$, denoted simply by $K(X)$ until 7.24. Very often we will write $E$ instead of $[E]$ for the class of the vector bundle $E$ in $K(X)$.

7.2. Our first example of an operation in $K$-theory was introduced by Grothendieck [1]. For any vector bundle $E$, we denote its $i^{th}$ exterior power (1.4.8) by $\lambda_i(E)$. By abuse of notation, we again write $\lambda_i(E)$ for its class in the group $K(X)$, and

\[ \lambda_i(E) = 1 + i\lambda_1(E) + i^2\lambda_2(E) + \cdots + \sum_{i=0}^{\infty} i^j\lambda_i(E) \in K(X)[[\lambda_i]] \]

Since $\lambda_i(E \otimes F) = \sum_{i+j=n} \lambda_i(E)\lambda_j(F)$ (III.3.10), we have $\lambda_i(E \oplus F) = \lambda_i(E)\lambda_i(F)$. Therefore, the correspondence $E \mapsto \lambda_i(E)$ defines a homomorphism between the
monoid \( \Phi(X) \) and the multiplicative group of formal power series, whose constant term equal 1. From the universal property of Grothendieck groups (II.1.1), we obtain a homomorphism from the additive group \( K(X) \) to the multiplicative group \( 1 + tK(X)[[t]] \), which again we denote by \( \lambda \). Explicitly we have

\[
\lambda_t(E - F) = \lambda_t(E)\lambda_t(t)^{-1};
\]

hence,

\[
\lambda_t(E - n) = \lambda_t(E)(1 + t)^{-n}
\]

where \( n \) is the class of the trivial bundle of rank \( n \).

If \( \lambda \sim K(X) \), we define

\[
\lambda_t(x) = \sum_{i=0}^{\infty} t^{i}\lambda_t(x).
\]

The notation \( \lambda_t(x) \) is a generalization of the notation \( \lambda_t(E) \), and the map \( x \mapsto \lambda_t(x) \) is a well-defined operation in \( K \)-theory. Moreover, we have the identity

\[
\lambda_t(x + y) = \sum_{i,j \geq n} \lambda_t(x)\lambda_t(y).
\]

7.3. In a parallel way, we introduce operations \( x \mapsto \gamma_t(x) \) by the following method.

For \( x \in K(X) \), we set \( \gamma_{t}(x) = \lambda_{t}^{-1}(x) \in K(X)[[t]] \), and \( \gamma_{t}(x) = \sum_{i=0}^{\infty} t^{i}\gamma_{t}(x) \). We have \( \gamma_{t}(x + y) = \sum_{i,j \geq n} \gamma_{t}(x)\gamma_{t}(y) \), since \( \gamma_{t}(x + y) = \lambda_{t}^{-1}(x)\lambda_{t}^{-1}(y) \).

7.4. Proposition. Let \( E \) be a vector bundle of rank \( n \), and let \( c_i(E) \) be its \( i \)-th characteristic class in the sense of 2.17. Then \( c_i(E) = (-1)^i \gamma_t(E - n) \). In particular, \( \gamma_{t}(E - n) = 0 \) for \( i > n \).

Proof. By 2.17 it suffices to verify the assertion for a line bundle \( E = L \). In this case \( c_i(L) = 1 - L \), and \( c_i(L) = 0 \) for \( i > 1 \). On the other hand \( \gamma_{t}(L - 1) = 1 + t(L - 1) \). Hence \( \gamma_{t}(L - 1) = -c_1(L) \), and \( \gamma_{t}(L - 1) = 0 \) for \( i > 1 \).

7.5. Corollary. Let \( \xi_{n,m} \) be the canonical bundle over \( G_n(\mathbb{C}^m) \), and let \( \gamma_t \) be the image of \( \gamma_t(\xi_{n,m} - n) \) in \( \text{proj lim } K(G_n(\mathbb{C}^m)) = \mathcal{K}_\xi(BU(n)) \) (3.22). Then \( \mathcal{K}_\xi(BU(n)) \) is isomorphic to the algebra of formal power series \( \mathbb{Z}[[\gamma_1, \ldots, \gamma_n]] \).

Proof. This follows directly from 7.4 and 3.22.

7.6. Let \( x \) be an element of \( \mathcal{K}_\xi(BU(n)) \), and let \( E \) be a vector bundle of rank \( n \) with compact base \( X \). Then \( E \) is isomorphic to the inverse image of \( \xi_{n,m} \) under a suitable continuous map

\[
f : X \to G_n(\mathbb{C}^m).
\]
If \( \alpha_m \) denotes the "restriction" of \( \alpha \) to \( K(G_\alpha(\mathbb{C}^m)) \), then the element \( \alpha_m(E) = f^*(\alpha_m) \) of the group \( K(X) \) depends only on the vector bundle \( E \) and the class \( \alpha \) (1.7.2).

Let us write \( \text{Op} \) for the set of natural maps from \( \Phi \) to \( K(X) \). From the ring structure of \( K(X) \), the set \( \text{Op}(\Phi, K) \) is obviously a commutative ring, and the correspondence \( \alpha \mapsto [E \mapsto \alpha_m(E)] \) defines a homomorphism

\[
\theta : \text{Op}(\Phi, K) \longrightarrow \text{Op}(\Phi, K).
\]

7.7. Theorem. The map \( \theta \) defined above is an isomorphism between \( \mathcal{X}_C(BU(n)) \) and \( \text{Op}(\Phi, K) \). In particular, \( \text{Op}(\Phi, K) \cong \mathbb{Z}[[\gamma_1, \ldots, \gamma_m]] \).

Proof. We define a homomorphism in the opposite direction. If \( c \in \text{Op}(\Phi, K) \), then the elements \( c(\xi_{m,n}) \in K(G_\alpha(\mathbb{C}^m)) \) form a projective system, which defines an element \( \alpha \) of \( \mathcal{X}_C(BU(n)) \). The correspondence \( c \mapsto \alpha \) defines the inverse homomorphism. \( \square \)

7.8. Since \( K(X) \cong H^0(X; \mathbb{Z}) \oplus K'(X) \) (II.1.29), we see that the interesting operations in \( K \)-theory arise from operations from \( K'(X) \) to \( K(X) \). Let \( \text{Op}(K', K) \) denote the subset of \( \text{Op}(K, K) \) thus defined. Since \( K'(X) \approx \text{proj } \lim \text{Op}(\Phi, K) \) (II.1.31), we have \( \text{Op}(K', K) \approx \text{proj } \lim \text{Op}(\Phi, K) \), which is a ring in the obvious sense. From this discussion, we obtain the following general theorem which determines almost all the operations in (complex) \( K \)-theory:

7.9. Theorem. The map, which associates to \( \gamma \) with the nilpotent operation \( \gamma' \), induces an isomorphism

\[
\mathbb{Z}[[t_1, \ldots, t_n, \ldots]] \longrightarrow \text{Op}(K', K).
\]

Proof. If \( x \in K'(X) \), then \( \gamma'(x) = 0 \) for some \( i \) large enough by 7.4. Moreover, \( \gamma'(x) \) is nilpotent for every positive integer \( i \), since it belongs to \( K'(X) \). \( \square \)

7.10. Let us now examine the operations in \( K \)-theory with nice "algebraic" properties; for instance, the operations \( \gamma \) from \( K' \) to \( K \) such that \( \gamma(x + y) = \gamma(x) + \gamma(y) \). The set of such operations form a subgroup of \( \text{Op}(K', K) \), which we denote by \( \text{Op}^+(K', K) \). Let \( \varphi : \text{Op}^+(K', K) \longrightarrow \text{Op}(\Phi, K) \) be the group homomorphism which associates each such operation with its "restriction" to \( \Phi_1 \) by the canonical map \( \Phi_1 \rightarrow K \). According to 7.7, \( \text{Op}(\Phi_1, K) \cong \mathbb{Z}[[u]] \) where \( u \) is interpreted as \( \frac{1}{2} \), and \( \xi \) is the canonical line bundle over \( BU(1) \), which is the infinite complex projective space.

7.11. Proposition. The homomorphism

\[
\varphi : \text{Op}^+(K', K) \longrightarrow \text{Op}(\Phi, K) \cong \mathbb{Z}[[u]]
\]

is injective. Its image is the group of formal power series without constant term.

Proof. Let \( c \) be an "additive" operation (i.e. an element of \( \text{Op}^+(K', K) \)) whose restriction to \( \Phi_1 \) is zero, and let \( x = V - u \) be an element of \( K'(X) \). Let \( F(V) \) be the
flag bundle over $X$ described in Section 3. Then the homomorphism $K(X) \to K(F(V))$ is injective, and $\pi^*(V)$, where $\pi : F(V) \to X$, splits as a direct sum $\bigoplus_{i=1}^n L_i$ of line bundles. Therefore $\pi^*(c(V-n)) = c(\pi^* V - n) = \sum_{i=1}^n c(L_i - 1) = 0$; hence, $c(V - n) = 0$ and $\varphi$ is injective.

Let us now consider the image of $\varphi$. Since $K(X) = 0$ if $X$ is a point, $\varphi(c)$ must be a series without constant term

$$f(u) = a_1 u + a_2 u^2 + \ldots,$$

where $a_i \in \mathbb{C}$. We now show that any series of this type gives rise to an additive operation.

We let $Q_k$, for $k \geq 1$, denote the “Newton polynomials”: they express the symmetric functions $\sum_{i=1}^n u_i^k$ as unique polynomials of the elementary symmetric functions, $u_i = u_i_1, \ldots, u_i_n$, where $1 \leq i \leq k$. For instance

$Q_1(s_1) = s_1$,
$Q_2(s_1, s_2) = (s_1)^2 - 2s_2$,
$Q_3(s_1, s_2, s_3) = (s_1)^3 - 3s_1 s_2 + 3s_3$, etc.

Then the series

$$S(y^1, y^2, \ldots, y^k, \ldots) = a_1 Q_1(y^1) + a_2 Q_2(y^1, y^2) + \cdots + a_k Q_k(y^1, y^2, \ldots, y^k) + \cdots$$

converges in the ring $\mathbb{Z}[\{y^1, y^2, \ldots, y^k, \ldots\}]$, since $Q_k(s_1, s_2, \ldots, s_k)$ is of weight $k$, and the desired operation is $x = S(y^1(x), y^2(x), \ldots, y^k(x), \ldots)$ (note again that $y^k(x) = 0$ for $k$ large enough, and that each $y^k(x)$ is nilpotent). If $x$ is $L - 1$ where $L$ is a line bundle, then we obtain $a_1 u + a_2 u^2 + \cdots + a_k u^k + \cdots$, where $u = y^1(x) = x$.

We must verify that the operation $c$, defined by the formula above, is additive, i.e. $c(x + y) = c(x) + c(y)$ for $x = V - n$ and $y = W - p$. By the splitting principle (2.15), we may assume that $V = \bigoplus_{i=1}^n L_i$ and $W = \bigoplus_{j=1}^p R_j$, where the $L_i$ and $R_j$ are line bundles. If we set $u_i = L_i - 1 = y^1(L_i - 1)$ and $v_j = R_j - 1 = y^1(R_j - 1)$, then we have $y^1(V - n) = \prod_{i=1}^n \gamma_i(L_i - 1) - \prod_{i=1}^n (1 + u_i)$ and $y^1(W - p) = \prod_{j=1}^p \gamma_j(R_j - 1) - \prod_{j=1}^p (1 + v_j)$. Therefore $y^1(x) = y^1(V - n) = \sigma_i(u_1, \ldots, u_n)$ and $y^1(y) = y^1(W - p) = \sigma_j(v_1, \ldots, v_p)$. Similarly $y^1(x + y) = \sigma_i(u_1, \ldots, u_n, v_1, \ldots, v_p)$. It follows that

$$Q_k(y^1(x + y), \ldots, y^k(x + y)) = \sum_{i=1}^n (u_i)^k + \sum_{j=1}^p (v_j)^k = Q_k(y^1(x), \ldots, y^k(x)) + Q_k(y^1(y), \ldots, y^k(y)).$$
By taking linear combinations of these relations, we obtain \( c(x+y) = c(x) + c(y) \) as required. \( \Box \)

7.12. Let us now consider operations \( c \) from \( K(X) \) to \( K(X) \) which are ring homomorphisms (with unit). Such an operation makes the diagram

\[
K(X) \xrightarrow{c} K(X) \\
\downarrow \\
\mathbb{H}^0(X; \mathbb{Z})
\]

commutative. By 7.11, it follows that these operations form a subset of \( \mathbb{E}[[u]] \), which we will now determine. If \( \xi \) is the canonical line bundle over \( BU(1) \), we define \( c(\xi) = 1 + a \cdot u + \cdots + a_n \cdot u^n = f(u) \), where \( u = \xi - 1 = \gamma(\xi - 1) \).

Now let \( L_1 \) and \( L_2 \) be line bundles over a compact space \( X \). Then \( c(L) = f(u) \) where \( u = L_1 - 1 \), and \( c(L_1 \otimes L_2) = f(u_1 + u_2 + u_1 u_2) \), since \( L_1 L_2 - 1 = L_1 - 1 + L_2 - 1 + (L_1 - 1)(L_2 - 1) \) in the group \( K(X) \). In particular, if \( X = P(\mathbb{C}^n) \times P(\mathbb{C}^m) \) for \( m \) large enough, and if \( L_1 \) and \( L_2 \) are the two canonical line bundles over \( P(\mathbb{C}^n) \times P(\mathbb{C}^m) \), we have

\[
K(X) \cong \mathbb{Z}[u_1, u_2]/I_m, \quad \text{where} \quad I_m = (u_1)^{m+1}(u_2)^{m+1}, \quad \text{by 2.11}.
\]

Therefore, the formal series \( f \) must satisfy the equation \( f(u_1 + u_2 + u_1 u_2) = f(u_1) f(u_2) \) in the ring \( \mathbb{Z}[u_1, u_2]/I_m \) for every integer \( m \), hence \( f(u_1 + u_2 + u_1 u_2) = f(u_1) f(u_2) \) in the ring \( \mathbb{Z}[[u_1, u_2]] \). If we derive this equation with respect to \( u_1 \), and then set \( u_1 = 0 \), we find that the only solutions of this equation are the formal power series of the form \( f(u) = (1 + u)^k \), where \( k \in \mathbb{Z} \). In other words, the characteristic class \( c \) is determined on the line bundle \( L \) by the formula \( c(L) = L^k \) (note that \( L^k = L^{-k} \) if \( k < 0 \)). More precisely, we have the following theorem:

7.13. Theorem. Let \( k \in \mathbb{Z} \). Then there exists an operation

\[
\psi^k : K(X) \longrightarrow K(X),
\]

called the Adams operation, which is characterized by the following properties:

1. \( \psi^k(x+y) = \psi^k(x) + \psi^k(y) \),
2. \( \psi^k(L) = L^k \) if \( L \) is the class of a line bundle. Moreover, we have the relations
3. \( \psi^k(xy) = \psi^k(x) \psi^k(y) \) and \( \psi^k(1) = 1 \).

The Adams operations \( \psi^k \), for \( k \in \mathbb{Z} \), are the only operations in complex \( K \)-theory which are ring homomorphisms (i.e. which satisfy 1) and 3)).

Proof. By 7.11, the operation \( \psi^k \) is determined and well-defined by Axioms 1) and 2). According to the splitting principle, it is enough to verify axiom 3) for \( x \) and \( y \) line bundles. This follows from the identity \( (LR)^2 = L^k R^k \), where \( L \) and \( R \) are
line bundles. Finally, the last part of the theorem follows from the observations made in 7.12. 

7.14. Remark. Let \( x \in K(X) \) and \( x' \in K(X') \). Then we have \( \psi^k(x \cup x') = \psi^k(x) \cup \psi^k(x') \) in the group \( K(X \times X') \).

7.15. Theorem. Let \( Q_x \) be the Newton polynomial defined in 7.11. Then \( \psi^k(x) = Q_x(\lambda_1(x), \ldots, \lambda_k(x)) \) for each element \( x \) of \( K(X) \). Moreover, \( \psi^k(\psi^l(x)) = \psi^{lk}(x) \) and \( \psi^k(x) \equiv r^k \mod p \), if \( p \) is a prime number.

Proof. In the ring \( K(X) \cup [t^k] \), let

\[
\psi_t(x) = \frac{\lambda_1(x)}{\lambda_k(x)}.
\]

Since \( \lambda_1(x + y) = \lambda_1(x) \lambda_1(y) \), we have \( \psi_t(x + y) = \psi_t(x) + \psi_t(y) \). If \( x \) is the class of a line bundle \( L \), we have \( \psi_t(L) = -tL + t^2L^2 - t^3L^3 + \cdots \), or equivalently \( \psi_t(L) = tL + t^2L^2 + t^3L^3 + \cdots \). According to the splitting principle, for each element \( x \) of \( K(X) \), we have the identity \( \psi_t(x) = t^{\lambda_1(x)} + t^2\lambda_1(x) + t^3\lambda_1(x) + \cdots \).

By the expression of \( \psi_t(x) \) in terms of \( \lambda_i(x) \) and \( \lambda_i'(x) \), we see that \( \psi_t(x) \) may be written as

\[
\psi_t(x) = \sum_{m=1}^n t^m Q'_m(\lambda_1(x), \ldots, \lambda_n(x)),
\]

where \( Q'_m \) is some polynomial in \( \lambda_1(x), \ldots, \lambda_n(x) \). More precisely, let

\[
\lambda_i = 1 + \sum_{m=1}^k t^m \lambda^m
\]

in the quotient ring \( \mathbb{Z}[\lambda^1, \ldots, \lambda^k] / (t^k + 1) \), and

\[
\psi_t = -t^{\lambda_1(1)} \lambda_1(1).
\]

Then \( \psi_t = \sum_{m=1}^k t^m Q'_m \), where \( Q'_m \) is some polynomial in \( \lambda^1, \ldots, \lambda^m \) independent of \( k \).

To determine \( Q'_m \), we imbed \( \mathbb{Z}[\lambda^1, \ldots, \lambda^k] \) in \( \mathbb{Z}[u_1, \ldots, u_k] \) by sending \( \lambda^i \) to the \( i^{\text{th}} \) elementary symmetric function of the \( u_i \). Then we have the identities

\[
\lambda_i = \prod_{i=1}^k (1 + u_i)
\]

and

\[
\lambda_i' = \sum_{i=1}^k u_i(1 + t^2u_i) = S_1 - tS_2 + t^2S_3 - \cdots,
\]

where \( S_r = \sum_{i=1}^k (u_i)^r \). It follows that

\[
\psi_t = \sum_{m=1}^n Q'_m(\lambda^1, \ldots, \lambda^m) t^m.
\]
Hence \( Q'_m(\lambda^1, \ldots, \lambda^m) = Q_m(\lambda^1, \ldots, \lambda^m) \), and \( \psi^k(x) = Q_k(\lambda^1(x), \ldots, \lambda^k(x)) \).

The relation \( \psi^k(\psi^l(x)) = \psi^{kl}(x) \) follows from the identity \( \psi^k(\psi^l(L)) = (L^l)^k = L^{kl} = \psi^{kl}(L) \), where \( L \) is a line bundle.

In the ring \( \mathbb{Z}[h_1, \ldots, h_p] \), where \( p \) is a prime number, we have the relation \((u_1 + \cdots + u_p)^p = (u_1)^p + \cdots + (u_p)^p \) mod \( p \). Therefore \( Q_p(\lambda^1, \ldots, \lambda^p) = (\lambda^1)^p \) mod \( p \), and \( \psi^p(x) = x^p \) mod \( p \). \( \square \)

7.16. Let \( \mathcal{V} \) be the Thom space of a complex vector bundle \( V \) with compact base \( X \). Let \( U_\mathcal{V} \) be the Thom class of \( V \) (1.6), and let \( \varphi_\mathcal{V} : K(X) \to K(V) \cong K(\mathcal{V}) \) be the Thom isomorphism defined by the product with \( U_\mathcal{V} \). We define \( \rho^k(V) = \varphi_\mathcal{V}^{-1}(\psi^k(U_\mathcal{V})) \in K(X) \).

7.17. Proposition. Let \( x \) be an element of \( K(X) \). Then \( \varphi_\mathcal{V}^{-1}(\psi^k(\varphi_\mathcal{V}(x))) = \psi^k(x) \rho^k(V) \).

In other words, the following diagram is commutative

\[
\begin{array}{ccc}
K(V) & \xrightarrow{\psi^k} & K(V) \\
\downarrow{\varphi_\mathcal{V}} & & \downarrow{\psi^k \varphi_\mathcal{V}^{-1}} \\
K(X) & \xrightarrow{T^k} & K(X),
\end{array}
\]

where \( T^k \) is defined by \( T^k(x) = \psi^k(x) \rho^k(V) \).

Proof. This follows from 7.13 and the fact that \( \varphi_\mathcal{V} \) is a \( K(X) \)-module isomorphism. \( \square \)

7.18. Theorem. Let \( V \) and \( V' \) be complex vector bundles over \( X \) and \( X' \), respectively. Then \( \rho^k(V \times V') = \rho^k(V) \rho^k(V') \). In particular, if \( X = X' \), we have \( \rho^k(V \oplus V') = \rho^k(V) \rho^k(V') \) in the ring \( K(X) \).

Proof. We have the commutative diagram

\[
\begin{array}{ccc}
K(V \times V') & \xrightarrow{\psi^k} & K(V \times V') \\
\downarrow{\varphi_\mathcal{V} \times \varphi_{\mathcal{V}'}} & & \downarrow{\psi^k \varphi_\mathcal{V}^{-1} \times \psi^k \varphi_{\mathcal{V}'}^{-1}} \\
K(X \times X') & \xrightarrow{T^k \times T^k} & K(X \times X'),
\end{array}
\]

where the slanting arrows represent the cup-product. \( \square \)
7.19. **Corollary.** Let $x$ be any element of $K(\mathbb{R}^{2n}) \cong K(S^{2n})$. Then $\psi^h(x) = k^h x$.

**Proof.** We regard $\mathbb{C}^n$ as a vector bundle over a point. Then $\phi_e(l)$ is a generator of $K(\mathbb{C}^n) \cong \mathbb{R}(S^{2n}) \cong \mathbb{Z}$, and we must verify that $\rho^h(\mathbb{C}^n) = k^h$. By the theorem above, it is enough to verify $\rho^h(\mathbb{C}^n) = k^h$ for $n = 1$, i.e. to verify that $\rho^h(x) = k x$ for each element $x$ of $K(S^2)$. But $K(S^2)$ is generated by $\xi - 1$, where $\xi$ is the Hopf line bundle (III.1.1 and 2.5). Since $(\xi - 1)^2 = 0$, we may write $\psi^h(\xi - 1) = (1 + (\xi - 1))^h - 1 = k(\xi - 1)$.

7.20. **Proposition.** The correspondence $V \mapsto \rho^h(V)$ from the set of isomorphism classes of complex vector bundles over $X$, to the group $K(X)$, is characterized by the following properties:

1) $\rho^h(f^*(V)) = f^*(\rho^h(V))$ for any continuous map $f: X' \to X$ (in other words $\rho^h$ is "natural").
2) $\rho^h(V \oplus V') = \rho^h(V) \rho^h(V')$.
3) $\rho^h(L) = L + \cdots + L^{h-1}$ if $L$ is a line bundle.

**Proof.** By Theorem 1.7, it is enough to verify Relation 3) when $X$ is the projective space $CP_n$, and $L$ is the canonical line bundle over $CP_n$. Moreover, the Thom space $\hat{L}$ may be identified with $CP_n$, and the Thom isomorphism

$$K(CP^n) \cong \hat{K}(CP_n)$$

$$\cong \mathbb{Z}[u]/u^{n+1} \cong \mathbb{Z}[u]/u^{n+2}$$

is simply defined by the product with $u$ (cf. 2.4). Therefore

$$\rho^h(L) = \phi_{\hat{L}}^{-1}(\psi^h(1 - L)) = (1 - L^h)/(1 - L) = 1 + L + \cdots + L^{h-1}.$$  

7.21. **Example.** If $k = 2$, then the class $\rho^h(V)$ coincides with the class $A(V) = 1 + V + z^2(V) + z^3(V) + \cdots$, because $A(V)$ satisfies Axioms 1), 2), and 3), of Proposition 7.20.

7.22. Let $\mathcal{Q}_k$ be the subring of $\mathcal{Q}$, consisting of fractions with denominator a power of $k$. We define an operation

$$\rho^h: K(X) \to K(X) \otimes \mathcal{Q}_k$$

by the formula $\rho^h(x) = \rho^h(y)/k^h$, for each element $x$ of $K(X)$, where $x$ is written in the form $y - z$. Since $\rho^h(n) = k^h$ for each integer $n$ (7.19), this operation is well-defined.

As an important example of a computation of the operation $\rho^h$, let us consider the real projective space $RP_{n-1}$. By 6.47 we see that $K(RP_{n-1}) = K(\mathbb{C}P_{n-1})$ is the quotient of the algebra $\mathbb{Z}[x]$ by the relations $x^2 = 0$ and $(x')^2 = -2x'$, where $g$ is
the number of integers \( i \) such that \( 0 < i < n \) and \( i \equiv 0 \mod 2 \). In fact \( \lambda' = \xi' - 1 \), where \( \xi' \) is the complexification of the canonical line bundle.

7.23. Proposition. For \( k \) odd, the operation

\[
p^*: K_k(\mathbb{RP}^{n-1}_k) \longrightarrow K_k(\mathbb{RP}^{n-1}_k) \oplus \mathbb{Q}_k
\]

is determined by the relation

\[
p^*(l\xi') = 1 + \frac{k^l-1}{2k} \lambda'.
\]

Proof. For \( l = 1 \), we have \( p^*(\lambda') = p^*(\xi')/k = \frac{1}{k}(1 + \xi' + \cdots + \xi'^{-1}) \). Since \( \xi'^2 = 1 \), we see that

\[
p^*(\xi') = \frac{k-1}{k} \left( \frac{k-1}{2} + \frac{k-1}{2} \lambda' \right) = 1 + \frac{k-1}{2k} \lambda' .
\]

By induction on \( l \), we obtain the formula

\[
p^*(l\lambda') = 1 + \frac{k-1}{2k} \lambda'
\]
as desired. \( \square \)

7.24. Let us now examine operations in real \( K \)-theory. The operations \( \lambda^I, \gamma^I, \lambda_I, \) and \( \gamma_I \), may be defined without difficulty. The Adams operations \( \psi^k: K_*(X) \rightarrow K_*(X) \), for \( k \in \mathbb{N} \), are defined by the formula \( \psi^k(x) = Q_k(\lambda^I(x), \ldots, \lambda^I(x)) \), where \( Q_k \) is the Newton polynomial. Then we have \( \psi^k(x+y) = \psi^k(x) + \psi^k(y) \), and \( \psi^k(L) = L^k \) if \( L \) is a real line bundle. The only nontrivial results are the relations \( \psi(x+y) = \psi(x) \cdot \psi(y) \) and \( \psi(\psi(x)) = \psi^2(x) \), which will be proved at the end of this section with the aid of representation theory (another proof is presented in Exercise 8.5).

7.25. Proposition. We have the following commutative diagrams.

\[
\begin{array}{ccc}
K_k(X) & \xrightarrow{\psi^I} & K_k(X) \\
\downarrow \lambda^I & & \downarrow \lambda^I \\
K_\mathbb{R}(X) & \xrightarrow{\psi} & K_\mathbb{R}(X)
\end{array}
\quad \text{and} \quad
\begin{array}{ccc}
K_k(X) & \xrightarrow{\psi^I} & K_k(X) \\
\downarrow \psi & & \downarrow \psi \\
K_\mathbb{R}(X) & \xrightarrow{\psi} & K_\mathbb{R}(X)
\end{array}
\]

where the horizontal arrows are the complexification homomorphisms.

Proof. The natural homomorphism \( \lambda^I(X) \oplus_\mathbb{R} \mathbb{C} \rightarrow \lambda^I(E \oplus_\mathbb{R} \mathbb{C}) \), where \( E \) is a real vector bundle, is an isomorphism. For each element \( x \) of \( K_\mathbb{R}(X) \), we see that
\( c(\lambda(x)) = \lambda(c(x)). \) Since \( \psi^k \) is a polynomial of the \( \lambda^i \), for \( i \leq k \), and since \( c \) is a ring homomorphism, we also have \( c(\psi^k(x)) = \psi^k(c(x)). \)

7.26. Consider a real vector bundle \( V \) of rank \( 8n \), provided with a spinorial structure. By 5.12, we have a Thom isomorphism

\[
\varphi: K_0(X) \to K_0(V).
\]

Now we define \( \rho^k(V) \) as the class \( \varphi^{-1}(\psi^k(U_V)) \), where \( U_V = \varphi_5(1) \) is the Thom class of \( V \). By 7.24, we have \( \rho^k(V \oplus V') = \rho^k(V) \rho^k(V') \). We also have the commutative diagram

\[
\begin{array}{ccc}
K_0(V) & \xrightarrow{\psi^k} & K_0(V') \\
\varphi \downarrow & & \varphi' \downarrow \\
K_0(X) & \xrightarrow{\mathcal{T}^k} & K_0(X),
\end{array}
\]

where \( \mathcal{T}^k(\psi) = \psi^k(x) \rho^k(V) \). To avoid confusion, we let \( \rho^k \) denote the class \( \rho^k \), defined in complex \( K \)-theory (7.16).

7.27. Proposition. Let \( V \) be an oriented real vector bundle of rank \( 4p \). Then \( W = V \oplus V' \) may be provided with a complex structure and a spinorial structure, and we have the relation

\[
c(\rho^k(W)) = \rho^k(W),
\]

where \( W \) is the spinorial bundle underlying \( W \).

Proof. By elementary observations, we have the commutative diagram

\[
\begin{array}{ccc}
\text{Spin}(8p) & \xrightarrow{\psi^k} & \text{Spin}(8p) \\
\downarrow & & \downarrow \\
\text{SO}(4p) & \xrightarrow{\mathcal{T}^k} & \mathcal{U}(8p)
\end{array}
\]

of group homomorphisms, where the vertical maps are defined as in 4.18 and 4.26. It follows from 5.12 that we have the commutative diagram of Thom isomorphisms

\[
\begin{array}{ccc}
K_0(X) & \xrightarrow{\psi^k} & K_0(W) \\
\downarrow & & \downarrow \\
K_0(X) & \xrightarrow{\mathcal{T}^k} & K_0(W).
\end{array}
\]
Therefore \( c(U_{w^*}) = U_w \). Since the operation \( \psi^k \) commutes with complexification (7.25), the proposition follows. 

**7.28. Corollary.** Let \( V \) be a spinorial bundle of rank \( 8r \). Then \( c(\rho_K^4(V)^2) = \rho_K^4(W) \), where \( W = V \otimes \mathbb{C} \) is the complexification of \( V \).

**7.29. Remark.** Let \( K \) denote the subgroup of \( K_8(X) \), generated by spinorial bundles of rank \( \equiv 0 \mod 8 \). By 4.20, it may be identified with the subgroup of \( K_8(X) \) consisting of elements \( x \) such that \( \text{rank}(x) \equiv 0 \mod 8 \), and \( w(x) = w_2(x) = 0 \). If \( x = [V] - [V'] \in K \text{ spin}(X) \), then the spinorial structures of \( V \) and \( V' \) are well-defined up to multiplication by a line bundle. Therefore, if \( k \) is odd, the class \( \rho^x(x) \in K_8(X) \otimes \mathbb{Q} \) is well-defined. On the other hand, if \( k \) is even, then \( \rho(x) \) is defined only up to multiplication by a line bundle. However, if \( H^1(X; \mathbb{Z}/2) = 0 \), then all line bundles are trivial, and hence \( \rho^x(x) \) is also well-defined in this case.

**7.30. Proposition.** Let \( \xi \) be the canonical line bundle over \( RP_{n-1} \), and let \( k \) be odd. Then

\[
\rho^k(4I + 4I) = k^{4l} \left( 1 + \frac{k^{2l} - 1}{2k^{2l}} \right),
\]

where \( \lambda = \xi - 1 \).

**Proof.** Since the homomorphism \( K_k(RP_{n-1}) \to K_k(RP_{n-1}) \) is surjective for \( m \geq n \) (6.44), it is enough to consider the case \( n-1 \equiv 0 \mod 8 \). In this case, the complexification homomorphism

\[
K_k(RP_{n-1}) \to K_k(RP_{n-1})
\]

is an isomorphism (6.46). Since \( 2 \xi \otimes \xi \) is oriented, Proposition 7.28 enables us to write \( c(\rho_k^\xi(4I \otimes 4I)) = \rho_k^\xi(2I \xi + 2I) \), where \( \xi = \xi \otimes \mathbb{C} \). By 7.23, we therefore have \( c(\rho_k^\xi(4I \otimes 4I)) = \rho_k^\xi(2I \xi + 4I) = k^{4l} \left( 1 + \frac{k^{2l} - 1}{2k^{2l}} \right) \). Since \( c(\lambda) = \lambda \), the relation follows.

**7.31.** We now return to the relations which we described in 7.24. For this, we need some basic facts in the representation theory of compact Lie groups (the general reference for this material is Adams [3]).

Let \( G \) be a compact Lie group. We let \( R_\Phi(G) \), where \( F = \mathbb{R} \) or \( \mathbb{C} \), denote the Grothendieck group of the category of finite \( F \)-dimensional representations of \( G \). In fact, \( R_\Phi(G) \) is the free group with basis, the set of irreducible representations of \( G \). The composition \( R_\Phi(G) \to R_\Phi(G) \to R_\Phi(G) \), where \( c \) is complexification, and \( r \) is realification, is multiplication by 2. Therefore \( R_\Phi(G) \) may be regarded as a subgroup of \( R_\Phi(G) \).
7.32. To each representation \( \rho: G \to \text{Aut}(V) \), we associate its character
\( \chi = \chi_{\rho}: G \to F \), defined by \( \chi(g) = \text{Tr}(\rho(g)) \). Note that \( \chi(tg^{-1}) = \chi(g) \). The map from
\( R_\rho(G) \) to \( \mathcal{F}(G, F) \) (the space of continuous maps from \( G \) to \( F \)), which associates
each representation \( \rho \) with its character, is injective (Adams [3]). Now let \( \lambda^i(\rho) \)
be the representation of \( G \) in \( \lambda^i(V) \), defined by \( \lambda^i(\rho)(g) = \lambda^i(\rho(g)): \lambda^i(V) \to \lambda^i(V) \).
We define \( \psi^i(\rho) \) as the element \( Q_k(\lambda^1(\rho), \ldots, \lambda^k(\rho)) \in R_k(G) \), where \( Q_k \) is the
Newton polynomial. Note that \( \psi^i(\rho + \sigma) = \psi^i(\rho) + \psi^i(\sigma) \) by the same argument as in
7.15.

7.33. Proposition. Let \( \chi_{\rho}: G \to k \) be the character of the representation \( \rho \). Then
the character of \( \psi^i(\rho) \) is \( g \mapsto \chi_{\rho}(g^k) \) (cf. Adams [3]).

Proof. Since the map from \( R_k(G) \) to \( R_\rho(G) \) is injective, and since \( \lambda^i(\rho \otimes \mathbb{C}) = \psi^i(\rho \otimes \mathbb{C}) \),
we may restrict ourselves to the case \( F = \mathbb{C} \). Since \( G \) is compact, we may
factor \( \rho \) into \( U(n) \to \text{Aut}(\mathbb{C}^n) \) with respect to a suitable isomorphism \( \mathbb{C}^n \approx V \).
If \( t_1, \ldots, t_n \) are the eigenvalues of \( \rho(g) \), we have
\( \text{Tr}(\rho(g)) = t_1 + \cdots + t_n \),
\( \text{Tr}(\lambda^i(\rho)(g)) = \sum_{i \in J} t_i t_j \),
and \( \text{Tr}(\lambda^i(\rho)(g)) = \sigma_k \), where \( \sigma_k \) is the \( k \)th
elementary symmetric function of the \( t_i \). Hence
\( \text{Tr}(\psi^i(\rho)(g)) = Q_k(t_1, \ldots, t_n) = \text{Tr}(\rho(g))^k = \chi_{\rho}(g^k) \).

7.34. Proposition. Let \( \rho \) and \( \sigma \) be representations of \( G \). Then \( \psi^i(\rho \circ \sigma) = \psi^i(\rho) \psi^i(\sigma) \) in
the ring \( R_k(G) \). Hence \( \psi^i: R_k(G) \to R_k(G) \) is a ring homomorphism.

Proof. We need only verify the formula
\( \chi_{\psi^i(\rho \circ \sigma)}(g) = \chi_{\rho \circ \sigma}(g^k) \chi_{\psi^i(\sigma)}(g) \).
Since
\( \chi_{\psi^i(\rho \circ \sigma)}(g) = \chi_{\rho \circ \sigma}(g^k) \)
and \( \chi_{\psi^i(\sigma)}(g) = \chi_{\psi^i(\sigma)}(g^k) \),
we have
\( \chi_{\psi^i(\rho \circ \sigma)}(g) = \chi_{\rho \circ \sigma}(g^k) \chi_{\psi^i(\rho \circ \sigma)}(g) = \chi_{\rho \circ \sigma}(g^k) \).

7.35. Remark. If \( G_1 \) and \( G_2 \) are compact Lie groups, we have the bilinear pairing
\( R_k(G_1) \times R_k(G_2) \to R_k(G_1 \times G_2) \),
denoted by \( (\rho_1, \rho_2) \mapsto \rho_1 \circ \rho_2 \) (this is the "external" tensor product of representations).
If \( \pi_1: G_1 \times G_2 \to G_1 \) are the obvious projections, we have \( \rho_1 \circ \rho_2 = \pi_1^* (\rho_1) \cdot \pi_2^* (\rho_2) \) in
\( R_k(G_1 \times G_2) \). From this, we arrive at the formula
\( \psi^i(\rho_1 \circ \rho_2) = \psi^i(\rho_1) \cdot \psi^i(\rho_2) \).

7.36. Proposition. We have the formula \( \psi^i(\rho)(g) = \psi^i(\rho) \) in \( R_k(G) \).

Proof. \( \chi_{\psi^i(\rho \circ \sigma)}(g) = \chi_{\rho \circ \sigma}(g^k) = \chi_{\psi^i(\rho \circ \sigma)}(g) \).

7.37. Theorem. Let \( r: R_{\rho}(G) \to R_k(G) \) (resp. \( r: R_k(G) \to R_{\rho}(G) \)) be the complexification
homomorphism (resp. realification homomorphism). Then we have two
commutative diagrams,

\[
\begin{array}{ccc}
R_k(G) \xrightarrow{\psi^*} R_k(G) & \quad & R_k(G) \xrightarrow{\psi^*} R_k(G) \\
\quad \quad \downarrow \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \downarrow \\
R_k(G) \xrightarrow{\psi^*} R_k(G) & \quad & R_k(G) \xrightarrow{\psi^*} R_k(G). \\
\end{array}
\]

Proof: Since \( c \) is a ring map, the commutativity of the first diagram follows from the identity \( l(c) \otimes c = l(c) \otimes c \). Now let \( \sigma: G \to \text{Aut}(\mathbb{V}) \) be a complex representation, and let \( \rho \) be its underlying real representation. We have \( l(\sigma(g)) = l_{c(c^*)}(g) + l_{c(c^*)}(g) \), hence \( l_{c(c^*)}(g) = l_{c(c^*)}(g) + l_{c(c^*)}(g) = l_{c(c^*)}(g) \).

7.38. We now return to our original problem, which was the investigation of the properties of the Adams operations

\[
\psi^*: K_*(X) \to K_*(X).
\]

In fact, our method also applies to the complex Adams operations \( \psi^*: K_*(X) \to K_*(X) \), and provides another proof of Theorems 7.13 and 7.15, which is more "elementary" in style.

If \( E \) is a real vector bundle, we may write \( E = P \times O^* \), where \( P \) is a principal \( G \)-bundle (4.14), and where \( G \) acts on \( \mathbb{R}^n \) by a representation \( \rho: G \to O(n) \). For example, we could choose \( G = O(n) \) and \( P \), the principal \( O(n) \)-bundle associated with \( E \). Thus we may write \( l(E) = P \times o^* \), where \( G \) acts on \( l(E) \) in the natural way. More generally, if \( V = V^+ - V^- \) is an element of \( K_*(G) \), where \( V^+ \) and \( V^- \) are orthogonal representations, we have a well-defined element \( V = [P \times G, V^+] - [P \times G, V^-] \) of \( K_*(G) \); we simply write \( E \). In particular, \( \psi^*(E) \) is \( E \), where \( V = \psi^*(\rho) \).

If \( E = P_1 \times O(n_1) \mathbb{R}^{n_1} \) and \( E = P_2 \times O(n_2) \mathbb{R}^{n_2} \), we have

\[
E_1 \otimes E_2 = (P_1 \times P_2) \times O(n_1) \times O(n_2) (\mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2}),
\]

where \( \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2} \) is an \( O(n_1) \times O(n_2) \)-module in the natural way. Let us write \( \psi^*(\mathbb{R}^{n_1}) = V^+_1 - V^-_1 \) and \( \psi^*(\mathbb{R}^{n_2}) = V^+_2 - V^-_2 \). By 7.35, we have

\[
\psi^*(\mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2}) = \psi^*(\mathbb{R}^{n_1}) \otimes \psi^*(\mathbb{R}^{n_2}) = V^+_1 \otimes V^+_2 + V^-_1 \otimes V^-_2 - V^+_1 \otimes V^-_2 - V^-_1 \otimes V^+_2.
\]

Therefore, if we set \( P = P_1 \times P_2 \) and \( G = O(n_1) \times O(n_2) \), we have

\[
\psi^*(E_1 \otimes E_2) = [P \times G, V^+_1 \otimes V^+_2] + [P \times G, V^-_1 \otimes V^-_2] - [P \times G, V^+_1 \otimes V^-_2] - [P \times G, V^-_1 \otimes V^+_2]
\]

\[
= (P_1 \times O(n_1) V^+_1) \otimes (P_2 \times O(n_2) V^+_2) + (P_1 \times O(n_1) V^-_1) \otimes (P_2 \times O(n_2) V^-_2)
\]

\[
- (P_1 \times O(n_1) V^+_1) \otimes (P_2 \times O(n_2) V^-_2) - (P_1 \times O(n_1) V^-_1) \otimes (P_2 \times O(n_2) V^+_2)
\]

\[
= (P_1 \times O(n_1) (V^+_1 - V^-_1)) \otimes (P_2 \times O(n_2) (V^+_2 - V^-_2)) = \psi^*(E_1) \otimes \psi^*(E_2).
\]
Since \( \psi^k : K_\mathfrak{g}(X) \to K_\mathfrak{g}(Y) \) is a group homomorphism, we have the relation \( \psi^k(xy) = \psi^k(x)\psi^k(y) \) for all \( x, y \in K_\mathfrak{g}(X) \).

7.39. If \( E = P \times_{O(n)} \mathbb{R}^n \), we have \( \psi(E) = P \times_{O(n)} V^+ - P \times_{O(n)} V^- \), where \( \psi'(\mathbb{R}^n) = V^+ - V^- \) in \( K_\mathfrak{g}(O(n)) \). Similarly

\[
\psi^k(\psi(E)) = P \times_{O(n)} W^+ - P \times_{O(n)} W^- - P \times_{O(n)} T^+ + P \times_{O(n)} T^-,
\]

where \( W^+ - W^- = \psi'(V^+) \) and \( T^+ - T^- = \psi'(V^-) \) in \( K_\mathfrak{g}(O(n)) \). Since \( \psi^k(\psi'(\mathbb{R}^n)) = \psi^k(\mathbb{R}^n) = W^+ - W^- - T^+ + T^- \) (7.37), we have \( \psi^k(\psi(E)) = \psi^k(E) \). By additivity, we see that \( \psi^k(\psi(x)) = \psi^k(x) \) for any \( x \in K_\mathfrak{g}(X) \).

7.40. Proposition. The following diagram

\[
\begin{array}{ccc}
K_C(X) & \xrightarrow{\psi^k} & K_C(Y) \\
\downarrow r & & \downarrow r \\
K_\mathfrak{g}(X) & \xrightarrow{\psi^k} & K_\mathfrak{g}(Y)
\end{array}
\]

where \( r \) is the realification homomorphism, is commutative.

Proof. Let \( E = P \times_{U(n)} \mathbb{C}^n \) be a complex vector bundle (4.14). Then \( r(\psi^k(E)) = P \times_{U(n)} \psi^k(\mathbb{C}^n) \), where \( \psi^k(\mathbb{C}^n) \) is regarded as an element of \( K_\mathfrak{g}(U(n)) \). On the other hand, \( \psi^k(r(E)) = P \times_{U(n)} \psi^k(\mathbb{C}^n) \), where \( \mathbb{C}^n \) is regarded as the real \( U(n) \)-module \( \mathbb{R}^{2n} \). Since the diagram

\[
\begin{array}{ccc}
R_\mathfrak{g}(U(n)) & \xrightarrow{\psi^k} & R_\mathfrak{g}(U(n)) \\
\downarrow r & & \downarrow r \\
R_\mathfrak{g}(U(n)) & \xrightarrow{\psi^k} & R_\mathfrak{g}(U(n))
\end{array}
\]

is commutative (7.37), \( \psi^k(\mathbb{R}^{2n}) = \psi^k(\mathbb{C}^n) \) as an element of \( R_\mathfrak{g}(U(n)) \); hence \( r(\psi^k(E)) = \psi^k(r(E)) \), and by additivity, \( r(\psi^k(x)) = \psi^k(r(x)) \) for each element \( x \) of \( K_\mathfrak{g}(Y) \).

Exercises (Section IV.8) 5–7, 15, 16.

8. Exercises

• 8.1. Let \( E \) be an oriented bundle. Compute the number of spinorial structures (resp. spinorial structures) which may be placed on \( E \) if \( w_2(E) = 0 \) (resp. if
Consider, in particular, the case where $X$ is simply connected.\footnote{8.2. Let $\rho: \text{U}(n) \rightarrow \text{U}(n)/\text{U}(n-1) \approx S^{2n-1}$ be the canonical projection, and let $\gamma$ be the canonical generator of $K^1_\mathbb{C}(S^{2n-1})$. Now show that, up to sign, $\rho^*(\gamma)$ is the alternating sum $\sum_{i=0}^{n} (-1)^i \lambda^i$, where $\lambda^i$ is the element of $K^1_\mathbb{C}(\text{U}(n))$ induced by the $i$th exterior power of the canonical representation $\text{U}(n) \rightarrow \text{Aut(C}^\infty)$ (cf. II.3.17).

By induction on $n$, show that $K^r_\mathbb{C}(\text{U}(n))$ is the exterior algebra generated by $\lambda^1, \ldots, \lambda^n$. (Apply Theorem 1.3.)

8.3. Let $V$ be a Real vector bundle of rank $n$ in the sense of III.7.13. Using the techniques developed in IV.2 and in Exercises III.7.13 and III.7.14, show that $K_\mathbb{R}(P(V))$ is a free $K_\mathbb{R}(X)$-module of rank $n = \text{Rank}(V)$, with basis $1, h, h^2, \ldots, h^{n-1}$, where $h$ is the class of the canonical line bundle over $P(V)$ (this bundle is a Real bundle). Moreover, prove the relation

$$h^n - \lambda^1(V)h^{n-1} + \lambda^2(V)h^{n-2} + \cdots + (-1)^n\lambda^n(V) = 0 \quad \text{(compare with 2.16).}$$

8.4. (8.3. continued.) By the same method as in section 3, compute $K_\mathbb{R}(F(V))$ and $K_\mathbb{R}(G_\mathbb{R}(F))$. In particular, prove that the canonical map $K_\mathbb{R}(X) \rightarrow K_\mathbb{R}(F(V))$ is injective, and that $\pi^*V$ is the sum of Real line bundles (splitting principle for $K_\mathbb{R}$-theory).

8.5. Prove the existence and uniqueness of the Adams operations, $\psi^h: K_\mathbb{R}(X) \rightarrow K_\mathbb{R}(X)$, defined for any compact space $X$ provided with an involution such that $\psi^h(x+y) = \psi^h(x) + \psi^h(y)$, and $\psi^h(L) = L^h$ when $L$ is a Real line bundle. If $X$ is provided with the trivial involution, and if $K_\mathbb{R}(X)$ is identified with $K_{\mathbb{R}^0}(X)$, prove that these Adams operations coincide with those defined in 7.24. Finally, show that $\psi^h$ is a ring homomorphism (this gives another proof of the results in 7.38).

8.6. Let $T^n$ be the $n$-dimensional torus regarded as a topological group. Now prove that $R_\ell(T^n)$ is the algebra of Laurent polynomials $\mathbb{Z}[t_1, \ldots, t_n, t_1^{-1}, \ldots, t_n^{-1}]$, where $t_i$ is the class of the one-dimensional representation $T^n \rightarrow \mathbb{Z}$.

If $\mathcal{I}$ denotes the ideal of $R_\ell(T^n)$ which is $\text{Ker}(R_\ell(T^n) \rightarrow \mathbb{Z})$ with $\ell(t_i) = 1$, show that the completion $\hat{R}_\ell(T^n)$ of $R_\ell(T^n)$ with respect to the $\mathcal{I}$-adic topology is $\mathbb{Z}[x_1, \ldots, x_n]$, where $x_i = t_i - 1$ (by definition $\hat{R}_\ell(T^n) = \text{proj lim} R_\ell(T^n)/\mathcal{I}^n$).

Finally, prove the existence of an isomorphism

$$\mathbb{Z}[x_1, \ldots, x_n] \cong \hat{R}_\ell(T^n) \cong \mathcal{C}(\text{BU}(1) \times \text{BU}(1) \times \cdots \times \text{BU}(1)).$$

8.7. Let $U(n)$ be the unitary group of rank $n$ regarded as a topological group. Now prove that $R_\ell(U(n))$ is the algebra $\mathbb{Z}[\lambda^1, \ldots, \lambda^n, (\lambda^n)^{-1}]$, where $\lambda^i$ is the $i$th exterior
power of the natural representation $U(n) \rightarrow \text{Aut}(\mathbb{C}^n)$. By the same method as in 8.6, prove the existence of an isomorphism

$$\mathbb{Z}[[y_1, \ldots, y_n]] \approx \mathcal{R}_\ell(U(n)) \xrightarrow{\cong} \mathcal{X}_\ell(\mathbf{B}U(n)).$$

8.8. With the help of Theorem 6.40, completely compute the groups $K_r^\ell(RP^*_n, RP^*_m)$ and $K_r^\ell(RP^*_n, RP^*_m)$.

8.9. Let $S \rightarrow X$ be a spherical fibration between compact manifolds with $\text{Dim}(S) - \text{Dim}(X) \equiv 0 \mod 8$, and let $i : X \rightarrow S$ be a section of $\pi$. If $TX - i^*(TS)$ is provided with a stable spinorial structure, prove that $K^\ell_*(S)$ is a free $K^\ell_*(X)$-module of rank 2. State and solve the analogous problem in complex $K$-theory.

8.10. Let $HP$ be the projective space of $\mathbb{H}^{n+1}$ (where $\mathbb{H}$ is the field of quaternions). Show that $K^\ell_*(HP_n) \approx \mathbb{Z}[\beta]/\beta^{n+1}$, where $\beta$ is the class of the canonical bundle over $HP_n$, regarded as a complex bundle of rank 2. If $\pi : CP^{2n+1} \rightarrow HP_n$ is the obvious map, show that the homomorphism $K^\ell_*(HP_n) \rightarrow K^\ell_*(CP^{2n+1})$ is injective, and that $\pi^*(\beta) = h + \bar{h}$, where $h$ is the class of the canonical line bundle over $CP^{2n+1}$. Compute $\psi^\ell(\beta)$. Make analogous computations for $K^\ell_*(HP_n)$ and $K^\ell_*(HP_n)$.

8.11. Let $G$ be a finite abelian group, and let $V$ be a complex $G$-bundle over the $G$-space $X$ (in the sense of 1.9.29), which is the sum of line $G$-bundles. If $K_0$ denotes complex equivariant $K$-theory (1.9.30), show that $K^\ell_0(V)$ is a free $K^\ell_0(X)$-module of rank one, generated by the Thom class described in 1.6, where $G$ acts on all the bundles involved. If $G$ acts freely on the sphere bundle $S(V)$, and if $X$ is a point, prove the exact sequence

$$0 \rightarrow R^\ell(G) \xrightarrow{\sigma} R^\ell(G) \rightarrow K^\ell_0(S(V)/G) \rightarrow 0,$$

where $\sigma$ is multiplication by $\sum \langle -1 \rangle_i \mathcal{A}(V)$, with $\mathcal{A}(V)$ regarded as an element of $R^\ell(G)$.

8.12. Let $X$ be a space of finite type (3.23). Then we define the Euler-Poincaré characteristic $\chi(X)$ of the space $X$ as $\text{Dim} K^0_0(X) \otimes \mathbb{Q} - \text{Dim} K^0_0(X) \times \mathbb{Q}$ (by V.3.25, this is the usual Euler-Poincaré characteristic). Now prove the following well-known properties of $\chi$:

a) $\chi(X_1 \cup X_2) + \chi(X_1 \cap X_2) = \chi(X_1) + \chi(X_2)$.

b) $\chi(X \times Y) = \chi(X) \chi(Y)$.

c) More generally, if $E \rightarrow B$ is a fibration with fiber $F$, then $\chi(E) = \chi(B) \cdot \chi(F)$.

Conclude from the last fact that if a finite group $G$ acts freely on a compact space $X$ of finite type, and if $X/G$ is of finite type, then the order of $G$ divides the Euler-Poincaré characteristic of $X$.

8.13. Let $V$ be an oriented vector bundle of rank $n$ over a compact space $X$. Prove that $K(X) \otimes \mathbb{Z}[[\frac{1}{n}]] \approx K^n_0(V) \otimes \mathbb{Z}[[\frac{1}{n}]]$ as $K(X)$-modules (cf. the author [2]).
8.14. Let \( X \) be a locally compact space, and let \( \Phi \) be a family of closed subsets of \( X \) such that:
1) Any finite union of elements of \( \Phi \) belongs to \( \Phi \).
2) A closed subset of an element of \( \Phi \) belongs to \( \Phi \).
3) Each element of \( \Phi \) has a neighborhood in the family \( \Phi \).

Then using the material developed in \( \Pi \) show how to define in a "reasonable way" complex \( K \)-theory with support in \( \Phi \) (denoted \( K_\Phi(X) \)) and prove that \( K_\Phi(X) \otimes \mathbb{Q} \cong H^\infty_\Phi(X; \mathbb{Q}) \), where \( H_\Phi \) denotes cohomology with supports in \( \Phi \).

8.15. Let \( S^{2n} \) be the sphere of dimension \( 2n \)

a) If \( x \in K^*_\Phi(S^{2n}) \), prove that \( \lambda_\Phi(x) \) may be written as
\[
1 + \frac{(-1)^{n-1}(n-1)!}{(1+t)^{n-1}} f_\Phi(t) \]

where \( f_\Phi \in \mathbb{Z}[t] \) and \( f_\Phi(-1) = 1 \).

b) Deduce from a) that for any complex vector bundle of rank \( n \) on \( S^{2n} \), we have \( \lambda_{-1}(E) = (n-1)!x \), with \( x = [E] \).

c) Let \( M \) be an irreducible complex \( C^{0,2n} \)-module, and let \( \varepsilon \) be a gradation of \( M \) (IV.5.2). The pair \( (M, \varepsilon) \) may be regarded as a \( C^{0,2n+1} \)-module, which we again denote by \( M \). Over each point \( v \in S^{2n} \subset \mathbb{R}^{2n+1} \), Clifford multiplication by vectors which are orthogonal to \( v \), defines a \( C(V) \)-module structure on \( \pi^* M \), where \( \pi: S^{2n} \to \text{Point and } V = TS^{2n} \) is the tangent bundle. On the other hand, Clifford multiplication by \( w \) defines a gradation of the \( C(V) \)-module \( \pi^* M \), which we denote by \( \eta \). Therefore, the triple \( (\pi^* M, \eta, -\eta) \) defines an element of the group \( K^*_\Phi(X) \) described in IV.5.1 where \( X = S^{2n} \).

Now prove that the image of this element by the forgetful homomorphism
\[
K^*_\Phi(X) \to K_\Phi(X) \to \tilde{K}_\Phi(X)
\]
is twice a generator of \( \tilde{K}_\Phi(X) = \mathbb{Z} \).

Also prove that this element is a generator of \( K^*_\Phi(X) \cong K_\Phi(X) \cong \mathbb{Z} \) (IV.6.21).

d) Deduce from b) and c) that \( TS^{2n} \) may be provided with a complex structure only if \( n = 1 \) or \( 3 \). (This exercise gives a purely \( K \)-theoretical proof of an old result of Borel-Serre [1]. Another proof will be given in V.3.)

8.16. Let \( X \) be a compact space such that \( K(X) \) is generated by line bundles \( L_\cdot \), with \( (L_\cdot)^p = 1 \) for \( p \) a fixed prime. Show that the torsion of \( K(X) \) is \( p \)-primary.

9. Historical Note

The Thom isomorphism in complex \( K \)-theory is a key tool in the Atiyah-Hirzebruch Riemann-Roch theorem (for maps between manifolds provided with an almost
complex structure). Thom isomorphism in real $K$-theory has analogous applications, and is due to Atiyah, Bott and Shapiro [1].

The computation of complex $K$-theory for complex projective bundles, flag bundles and Grassmann bundles, is based on the work of Atiyah [3] and Grothendieck [2]. The "K"unneth formula" in IV.3 is taken from Atiyah [2].

The computation of the $K$-theory of real projective space is essential to the solution of the vector field problem on the sphere (V.3). The result (due to Adams [1]) is generalized in IV.6 to real projective bundles.

Finally, the notion of operations in $K$-theory, which is important in applications, is due to Grothendieck [1], Adams [4] and Atiyah [5].
Chapter V

Some Applications of $K$-Theory

1. $H$-Space Structures on Spheres and the Hopf Invariant

1.1. Let $\alpha : S^{n-1} \to S^{n-1}$ be a continuous map. Then $\tilde{K}^{n-1}(S^{n-1}) \cong \mathbb{Z}$, and $\alpha$ induces an endomorphism of $\mathbb{Z}$ of the form $x \mapsto \lambda x$ where $\lambda \in \mathbb{Z}$. The integer $\lambda$ is called the degree of $\alpha$, and is denoted by $\text{deg}(\alpha)$. In particular, if $\alpha$ is a homeomorphism, we have $\text{deg}(\alpha) = \pm 1$. It is possible to prove (cf. Hu [1]) that $\pi_{n-1}(S^{n-1}) \cong \mathbb{Z}$, where the isomorphism is given by the degree. However, we do not require this result in this section.

1.2. Let $m : S^{n-1} \times S^{n-1} \to S^{n-1}$ be a continuous map. The map $m$ is said to be of bidegree $(p, q)$, if the maps $x \mapsto m(x, x_0)$ and $y \mapsto m(x_0, y)$ are of degrees $p$ and $q$, respectively (this definition does not depend on the choice of the point $x_0$). The sphere $S^{n-1}$ is said to be an $H$-space (with respect to $m$) if the two maps above are homotopic to the identity of $S^{n-1}$ (which implies $p = q = 1$). For example, $S^1$, $S^3$, and $S^7$, are $H$-spaces with respect to the multiplication of complex numbers, quaternions, and Cayley numbers, respectively. In fact, we will prove in this section that these spheres are the only one (other than $S^0$) which may be provided with an $H$-space structure. More precisely, we will prove that $p$ odd and $q$ odd can only occur when $n = 1, 2, 4$ or $8$. This implies that the finite-dimensional real vector spaces which may be provided with an algebra structure (eventually non-associative and eventually without unit) without zero divisors, must have dimension $1, 2, 4$ or $8$. The essential tool used to prove these results is the notion of Hopf invariant.

1.3. The Hopf invariant. Let $n$ be an even integer, and let $f : S^{2n-1} \to S^n$ be a continuous map which preserves base points. The Hopf invariant of $f$ is an integer $h(f)$, depending only on the class of $f$ in $\pi_{2n-1}(S^n)$, which is defined in the following way. We consider the Puppe sequence associated with $f$ (II. 3.29)

$$ S^{2n-1} \to S^n \xrightarrow{i} CF \xrightarrow{j} S^{2n} \to S^{n+1} $$

If we apply the functor $\tilde{K} = \tilde{K}_*$ to it, we obtain the short exact sequence

$$ 0 \to \tilde{K}(S^{2n}) \xrightarrow{j_*} \tilde{K}(CF) \xrightarrow{i^*} \tilde{K}(S^n) \to 0. $$

Therefore, $\tilde{K}(CF) \cong \mathbb{Z} \oplus \mathbb{Z}$ with generators $u$ and $v$, where $v = j^*(\beta_{2n})$ and $i^*(u) = \beta_u$ with $\beta_u$ an arbitrary fixed generator of $\tilde{K}(S^n)$ and $\beta_{2n} = \beta_u \oplus \beta_v$. In the ring $\tilde{K}(CF)$, we
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1. *H*-Space Structures on Spheres and the Hopf Invariant

1.1. Let \( \alpha : S^{n-1} \to S^{n-1} \) be a continuous map. Then \( \tilde{K}_n(S^{n-1}) \cong \mathbb{Z} \), and \( \alpha \) induces an endomorphism of \( \mathbb{Z} \) of the form \( x \mapsto \lambda x \) where \( \lambda \in \mathbb{Z} \). The integer \( \lambda \) is called the degree of \( \alpha \), and is denoted by \( \deg(\alpha) \). In particular, if \( \alpha \) is a homeomorphism, we have \( \deg(\alpha) = \pm 1 \). It is possible to prove (cf. Hu [1]) that \( \pi_{n-1}(S^{n-1}) \cong \mathbb{Z} \), where the isomorphism is given by the degree. However, we do not require this result in this section.

1.2. Let \( m : S^{n-1} \times S^{n-1} \to S^{n-1} \) be a continuous map. The map \( m \) is said to be of bidegree \((p, q)\), if the maps \( x \mapsto m(x, x_0) \) and \( y \mapsto m(x_0, y) \) are of degrees \( p \) and \( q \), respectively (this definition does not depend on the choice of the point \( x_0 \)). The sphere \( S^{n-1} \) is said to be an *H*-space (with respect to \( m \)) if the two maps above are homotopic to the identity of \( S^{n-1} \) (which implies \( p = q = 1 \)). For example, \( S^1, S^3 \), and \( S^7 \), are *H*-spaces with respect to the multiplication of complex numbers, quaternions, and Cayley numbers, respectively. In fact, we will prove in this section that these spheres are the only one (other than \( S^0 \)) which may be provided with an *H*-space structure. More precisely, we will prove that \( p \) odd and \( q \) odd can only occur when \( n = 1, 2, 4 \) or \( 8 \). This implies that the finite-dimensional real vector spaces which may be provided with an algebra structure (eventually non-associative and eventually without unit) without zero divisors, must have dimension \( 1, 2, 4 \) or \( 8 \).

The essential tool used to prove these results is the notion of Hopf invariant.

1.3. The Hopf Invariant. Let \( n \) be an even integer, and let \( f : S^{2n-1} \to S^n \) be a continuous map which preserves base points. The Hopf invariant of \( f \) is an integer \( h(f) \), depending only on the class of \( f \) in \( \pi_{2n-1}(S^n) \), which is defined in the following way. We consider the Puppe sequence associated with \( f \) (11.3.29)

\[
S^{2n-1} \longrightarrow S^n \xrightarrow{f} Cf \longrightarrow S^{2n} \longrightarrow S^{n+1}
\]

If we apply the functor \( \tilde{K} = \mathbb{K}_\epsilon \) to it, we obtain the short exact sequence

\[
0 \longrightarrow \mathbb{K}(S^{2n}) \xrightarrow{i_\ast} \mathbb{K}(Cf) \xrightarrow{i_\ast} \mathbb{K}(S^n) \longrightarrow 0.
\]

Therefore, \( \mathbb{K}(Cf) \cong \mathbb{Z} \oplus \mathbb{Z} \) with generators \( u \) and \( v \), where \( v = i_\ast(\beta_{2n}) \) and \( i_\ast(u) = \beta_n \) with \( \beta_n \) an arbitrary fixed generator of \( \mathbb{K}(S^n) \) and \( \beta_{2n} = \beta_n \cup \beta_n \). In the ring \( \mathbb{K}(Cf) \), we
thus have the relations $u^2 = uv = 0$ and $u^{n-1} = \lambda v$ for some integer $\lambda$. This integer $\lambda$ does not depend on the choice of $u$, since $(u + mn)^2 = u^2$ for any integer $m$. Now we define $\lambda = h(f)$, and it can be checked that the map $f \mapsto h(f)$ defines a homomorphism from $\pi_{n+1}(S^n)$ to $\mathbb{Z}$. If $r: S^n \to S^n$ and $s: S^{2n-1} \to S^{2n-1}$ are continuous maps, we have the formula $h(rfs) = \deg(s)\deg(r)^2 h(f)$.

It is possible to give other definitions of the Hopf invariant; however, it can be shown that they are equivalent to this one.

1.4. We return now to our "multiplication" $m: S^{n-1} \times S^{n-1} \to S^{n-1}$ of bidegree $(p, q)$, where we assume $n$ even (the case $n$ odd is easier and will be treated at the end of this section). To simplify matters, we may assume without loss of generality that $m(e, e) = e$, where $e = (1, 0, \ldots, 0)$ is the base point of $S^{n-1}$. We now demonstrate how to obtain a map $f: S^{2n-1} \to S^n$ of Hopf invariant $pq$ from $m$. To do this, we consider each of the factors $S_1$ and $S_2$ of the product $S^{n-1} \times S^{n-1}$ as the boundary of a ball $B_1$ (resp. $B_2$) of dimension $n$. Hence $B_1$ is the quotient of $S_1 \times [0, 1]$ by the equivalence relation which identifies the subspace $S_1 \times \{1\}$ to a point.

Let $S^n_+$ (resp. $S^n_-$) be the upper hemisphere (resp. the lower hemisphere) of $S^n$, defined by $x_{n+1} \geq 0$ (resp. $x_{n+1} \leq 0$). Then $S^n_+ \cup S^n_- = S^n$, $S^n_+ \cap S^n_- = S^{n-1}$, and both $S^n_+$ and $S^n_-$ may be identified with the quotient of $S^{n-1} \times [0, 1]$ by the equivalence relation which identifies the space $S^{n-1} \times \{1\}$ to a single point.

From the map $m$, we obtain a map $f_1: S_1 \times B_2 \to S^n_+$ by the correspondence $(x, y, t) \mapsto (m(x, y), t)$, for $t \in [0, 1]$. By the same method, we also obtain a map $f_2: B_1 \times S_2 \to S^n_-$. In the space $B_1 \times B_2$, the subset $S_1 \times B_2 \cup B_1 \times S_2$ may be identified with $S^{2n-1}$. Now we define $f: S^{2n-1} \to S^n$ by the formula $f(x, y, t) = f_1(x, y, t)$ if $(x, y, t) \in S_1 \times B_2$, and $f(x, y, t) = f_2(x, y, t)$ if $(x, y, t) \in B_1 \times S_2$. The map $f$ is well-defined since $f_1|_{S_1 \times S_2} = f_2|_{B_1 \times S_2}$. We now show that the Hopf invariant of $f$ is equal to $pq$ (with respect to our definition of the Hopf invariant).

1.5. By definition, the cone $Cf$ of the map $f$, is the quotient of $Z = (B_1 \times B_2) \cup S^n$ by the equivalence relation which identifies $x$ with $f(x)$, when $x \in S^{2n-1} = S_1 \times B_2 \cup B_1 \times S_2 = B_1 \times B_2$. We denote by $f_0: B_1 \times B_2 \to Cf$, the restriction to $B_1 \times B_2$ of the quotient map $\theta: Z \to Cf$. We notice that $S^n$ (hence $S^n_+$ and $S^n_-$) are naturally subspaces of $Cf$. Let

$$g = (f_0, f_1, f_2): (B_1 \times B_2, S_1 \times B_2, B_1 \times S_2) \to (Cf, S_+^n, S_-^n)$$

be the map of triples. Then $g$ has the following properties:

a) $g$ induces a relative homeomorphism between $(B_1 \times B_2) - (S_1 \times B_2 \cup B_1 \times S_2)$ and $Cf - S^n$. Hence $g$ induces the isomorphism between

$$K(B_1 \times B_2, S_1 \times B_2 \cup B_1 \times S_2) \approx \tilde{K}(S^{2n}) \quad \text{and} \quad K(Cf, S^n) \approx \tilde{K}(Cf/S^n),$$

defined by $j^*$. 

b) The homomorphism $j_1: \tilde{K}(Cf, S_+^n) \to K(B_1 \times B_2, S_1 \times B_2) \approx K(B_1, S_1) \approx \tilde{K}(S^n)$ sends $u$ to $\rho B_\alpha$. In fact, the map $(f_0, f_1): (B_1 \times B_2, S_1 \times B_2) \to$
\((Cf, S^n_*)\) may be factorized up to homotopy into
\[(B_1 \times B_2, S_1 \times B_2) \longrightarrow (B_1 \times \{e\}, S_1 \times \{e\}) \longrightarrow (S^n, S^n_*) \longrightarrow (Cf, S^n_*)\]

The first morphism is a homotopy equivalence, and the third is induced by the inclusion of \(S^n\) in \(Cf\). Finally, the second morphism is essentially the suspension of the map \(x \mapsto m(x,e)\), hence is of degree \(n\), when we identify \(B_1/S_1\) and \(S^n/S^n_+\) with \(S^n\).

c) For the same reason, the homomorphism
\[\gamma_3: \tilde{K}(Cf) \approx \tilde{K}(Cf, S^n_*) \longrightarrow \tilde{K}(B_1 \times B_2, B_1 \times S_2) \approx \tilde{K}(B_2, S_2) \approx \tilde{K}(S^n)\]

sends \(u\) to \(q\beta_n\).

Let us denote the generators of the groups \(K(B_1 \times B_2, S_1 \times B_2)\) and \(K(B_1 \times B_2, B_1 \times S_2)\) by \(\beta_n^*\) and \(\beta_n^*\), respectively. Then we have the following commutative diagram, where the horizontal arrows represent cup-products (II.5.8).

\[
\begin{array}{ccc}
\tilde{K}(Cf) \times \tilde{K}(Cf) & \longrightarrow & \tilde{K}(Cf) \\
\downarrow & & \downarrow \\
\tilde{K}(Cf, S^n_*) \times \tilde{K}(Cf, S^n) & \longrightarrow & \tilde{K}(Cf, S^n) \\
\gamma_3 & \uparrow & \\
\tilde{K}(B_1 \times B_2, S_1 \times B_2) \times \tilde{K}(B_1 \times B_2, B_1 \times S_2) & \longrightarrow & \tilde{K}(B_1 \times B_2, S_1 \times B_2) \cup B_1 \times B_2 \\
\end{array}
\]

The product of \(\beta_n^*\) and \(\beta_n^*\), defined by \(\tau\), may be chosen as the generator \(\beta_{2n}\) of the group \(K(B_1 \times B_2, S_1 \times B_2 \cup B_1 \times S_2)\) by I.1.3. The image of the pair \((u, \nu)\) by \(\gamma_3\) (resp. \(\sigma\)) is \(pq\beta_{2n}\) (resp. \(u^2\)) by b) and c) above. Since the image of \(\beta_{2n}\) by \(j^*\) is \(\iota\), we have \(h(f) = pq\).

Thus the assertions of 1.2 (for \(n\) even) are a consequence of the following theorem.

1.6. Theorem. Let \(n\) be an even integer, and let \(f: S^{2n-1} \to S^n\) be a continuous map with Hopf invariant an odd number. Then \(n = 2, 4,\) or \(8\). In particular, if \(S^{2n-1}\) may be provided with an \(H\)-space structure, then \(n\) must be 2, 4, or 8.

Proof. From the general properties of the operations \(\psi^k\) (IV.7.19), we have \(\psi^{k^*}(u) = k^{2^*}u\) and \(\psi^{k^*}(u) = k^{2^*} + \sigma(k)u\), where \(n = 2r\) and \(u \in \mathbb{Z}\). On the other hand, since \(\psi^2 = (2^*)^2 - 2\lambda^2\) (IV.7.15), we have \(\psi^2(u) = u^2 \mod 2 = h(f)u \mod 2\). Hence \(\sigma(2)\) must have the same parity as \(h(f)\), which is odd by hypothesis (put \(k = 2\) in the relation above).

From the relation \(\psi^k\psi^l = \psi^{k^*}\psi^{l^*}\) (IV.7.15), we write
\[
k^*(k^* - 1)\sigma(f) = l^*(l^* - 1)\sigma(k).
\]
In particular, if we choose \( l = 2 \) and \( k \) odd, we see that \( 2^r \) must divide \( k' - 1 \) for each odd integer \( k \). Therefore, in order to prove the theorem, it suffices to show that this special property of \( r \) implies \( r = 1, 2, \) or \( 4 \).

If \( r > 1 \), the group \( (\mathbb{Z}/2^r\mathbb{Z})^k \) is of even order. Hence the identity \( k' \equiv 1 \) mod \( 2^r \) implies \( r \) even. If we choose \( k = l + 2^r - 1 \), we have \( k' = l + 2^r - 1 \) mod \( 2^r \) by binomial expansion. Hence \( r \) must be divisible by \( 2^r \), which is only possible if \( r = 2 \) or \( 4 \). \( \square \)

1.7. Remark. It is possible to prove (cf. Husemoller [1]) that for any even numbers \( n \) and \( \lambda \), there exists a continuous map \( f: S^{2n-1} \to S^n \) of Hopf invariant \( \lambda \).

1.8. Theorem. Let \( n \) be an odd integer, and let

\[ m: S^{n-1} \times S^{n-1} \to S^{n-1} \]

be a continuous map of bidegree \((p, q)\). Then \( p \) or \( q \) is equal to \( 0 \).

Proof. By III.1.3 and IV.3.24, we have \( K_c(S^{n-1} \times S^{n-1}) \cong K_c(S^{n-1}) \cong (\mathbb{Z} \oplus \mathbb{Z}_u) \cong (\mathbb{Z} \oplus \mathbb{Z}_v) \cong (\mathbb{Z} \oplus \mathbb{Z}_u) \cong (\mathbb{Z} \oplus \mathbb{Z}_v) \). If we write \( K_c(S^{n-1}) = \mathbb{Z} \oplus \mathbb{Z}_w \), then the homomorphism

\[ m^*: \mathbb{Z} \oplus \mathbb{Z}_w \to \mathbb{Z} \oplus \mathbb{Z}_u \cong (\mathbb{Z} \oplus \mathbb{Z}_u) \]

sends \( w \) to an element of the form \( pu \otimes 1 + 1 \otimes qv + su \otimes v \), for some integer \( s \). Since \( m \) is a ring homomorphism, \( 0 = w^2 \) must be sent to

\[(pu \otimes 1 + 1 \otimes qv + su \otimes v)^2 = 2pquv \otimes v.\]

Therefore \( pq = 0 \). \( \square \)

2. The Solution of the Vector Field Problem on the Sphere

2.1. In this section, we wish to determine the maximum number of linearly independent vector fields on the sphere \( S^r \) (cf. 1.5.5). The Gram-Schmidt orthonormalization procedure may be used to replace any field of \( n - 1 \) linearly independent tangent vectors, by a field of \( n - 1 \) tangent vectors of norm one, which are orthonormal to each other. Therefore, if \( O_{n,t} \) denotes the Stiefel manifold \( O(t)/O(t-n) \), then the existence of a field of \( n - 1 \) linearly independent tangent vectors on \( S^{n-1} \), is equivalent to the existence of a continuous section \( \sigma: O_{n,t} \to S^{n-1} \), of the natural projection \( O_{n,t} \to O_{n,t} \), defined by \((a_1, \ldots, a_n) \mapsto a_n \), where \( (a_i) \) is an orthonormal system in \( \mathbb{R}^t \).

2.2. In order to deal with this last problem, we use the following trick. Each element \( a \) of \( O_{n,t} \) defines a linear map \( \varphi_a: \mathbb{R}^t \to \mathbb{R}^t \), which is injective, and depends continuously on \( a \). Now let \( \theta: S^{n-1} \times S^{t-1} \to S^{n-1} \times S^{t-1} \) be the continuous map defined by \( \theta(v, b) = (v, \varphi_{ab}(v)) \). By identifying \( v \) with \( -v \), we see that \( \theta \) induces a
continuous map \( \overline{\theta} \) between \((S^{n-1}/\mathbb{Z}_2) \times S^{r-1} \) and \((S^{n-1} \times S^{r-1})/\mathbb{Z}_2 \). These spaces may be identified with the sphere bundles \( S(te) \) and \( S(t\xi) \) where \( e \) denotes the trivial bundle of rank one over \( RP_{n-1} = S^{n-1}/\mathbb{Z}_2 \), and \( \xi \) denotes the canonical line bundle over \( RP_{n-1} \) (1.2.4).

2.3. Proposition. Let us assume that \( S^{r-1} \) admits \( n-1 \) linearly independent tangent vector fields. Then there is a continuous map \( \overline{\theta} : S(te) \to S(t\xi) \), which makes the following diagram commutative:

\[
\begin{array}{ccc}
S(te) & \xrightarrow{\overline{\theta}} & S(t\xi) \\
\downarrow & & \downarrow \\
RP_{n-1} & & 
\end{array}
\]

Moreover, over each point \( x \) of \( RP_{n-1} \) the map

\[
\overline{\theta}_x : S(te)_x \longrightarrow S(t\xi)_x
\]

is a homotopy equivalence.

Proof. Only the last part of the proposition requires a proof. If \( n = 1 \), then \( \overline{\theta} \) is bijective and the proposition is obvious. If \( n > 1 \), we must show that the maps \( b \mapsto \phi_{a\sigma}(v) \), for \( v \) in \( S^{n-1} \), are homotopy equivalences from \( S^{r-1} \) to itself. Since \( S^{n-1} \) is arcwise connected, all these maps are homotopic. However, if we choose \( v = e_1 \) (the last vector of the canonical basis of \( \mathbb{R}^n \)), we see that \( \phi_{a\sigma}(v) = b \) since \( \sigma \) is a section of the map \( O_{n,1} \to O_{1,1} \).

2.4. The last proposition provides some important information about the Thom spaces of \( te \) and \( t\xi \). More generally, let \( V \) and \( W \) be vector bundles on a compact base \( X \), and let \( f : S(V) \to S(W) \) be a continuous map between sphere bundles, such that the diagram

\[
\begin{array}{ccc}
S(V) & \xrightarrow{f} & S(W) \\
\downarrow & & \downarrow \\
X & & 
\end{array}
\]

is commutative. By radial extension, \( f \) induces a proper continuous map \( \overline{f} : V \to W \), hence a homomorphism \( \overline{f}^* : K^*_g(W) \to K^*_g(V) \). If we assume that \( f_x : S(V)_x \to S(W)_x \) is a homotopy equivalence for each \( x \in X \), then \( f \) also induces a homotopy equivalence \( \overline{f}_x : V_x \to W_x \) (note that \( V_x \) and \( W_x \) may be identified with the suspen-

---

\[a)\] In this case we say that the sphere bundles \( S(V) \) and \( S(W) \) have the same fiber homotopy type (cf. Dold–Lashof [1]).
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sections of $S(V_x)$ and $S(W_x)$, respectively). Therefore, the homomorphism $f^*$ has the property that for each point $x$, we have the commutative diagram

$$
\begin{array}{ccc}
K^p_\mathbb{R}(W) & \xrightarrow{f^*} & K^p_\mathbb{R}(V) \\
\downarrow & & \downarrow \\
K^p_\mathbb{R}(W_x) & \xrightarrow{f^*_x} & K^p_\mathbb{R}(V_x)
\end{array}
$$

where $f^*_x$ is an isomorphism.

Suppose now that $V$ and $W$ are of rank $8p$, and are provided with some spinorial structure. Let $T'_x$ be the Thom class of $W$ (IV.5.13). Then $f^*(T'_x)$ may be written as $\lambda T'_y$, where $T'_y$ is the Thom class of $V$, and $\lambda \in K^p_\mathbb{R}(X)$.

By restriction to a point $x$ of $X$, we see that $\lambda$ is an invertible element of $K^p_\mathbb{R}(X)$. Hence there exists a cover $(X_i)$ of $X$ with open and closed subsets such that $f_{\mid X_i} = \phi_i(1 + y_i)$ where $\phi_i = \pm 1$, $y \in K^p_\mathbb{R}(X)$ and $y_i = y_{\mid X_i}$. Note that

$$
\frac{\psi^k(1 + y)}{1 + y} = \frac{\psi^k(\lambda)}{\lambda}.
$$

2.5. Proposition. Let $V$ and $W$ be as above. Then there exists an element $y$ of $K^p_\mathbb{R}(X)$ such that for each $k$ we have the relation

$$
\rho^k(V) = \rho^k(W) \cdot \frac{\psi^k(1 + y)}{1 + y},
$$

where $\rho^k = \rho^k_\mathbb{R}$ is the operation defined in IV.7.26.

Proof. Let $\phi_V : K^p_\mathbb{R}(X) \to K^p_\mathbb{R}(V)$ (resp. $\phi_W : K^p_\mathbb{R}(X) \to K^p_\mathbb{R}(W)$) be the Thom isomorphism (cf. IV.5.14). Since $T_y = \phi_V(1) = f^*[1 + y]T'_y$, where $y \in K^p_\mathbb{R}(X)$, we have “formally”

$$
\rho^k(V) = \phi_V^{-1}\left(\frac{\psi^k(T_y)}{T_y}\right) = \frac{\phi^k(T'_y) \cdot \psi^k(\lambda)}{T'_y \cdot \lambda} = \rho^k(W) \cdot \frac{\psi^k(1 + y)}{1 + y}.
$$

2.6. Corollary. Let $W$ be a spinorial bundle of rank $8p$ over $\mathbb{R}P_{n-1}$, such that the sphere bundles $S(\xi_{8p})$ and $S(W)$ have the same fiber homotopy type. Then $\rho^k(W) = k^p$ if $k$ is odd.

Proof. Since $k$ is odd, $\psi^k(\xi) = \xi$. Therefore, using the fact that $K^p_\mathbb{R}(\mathbb{R}P_{n-1}) = \mathbb{Z}$, we see that the factor $\frac{\psi^k(1 + y)}{1 + y}$ is equal to one. Hence $\rho^k(V) = \rho^k(8p\xi) = k^p$.

2.7. Proposition. Let $a_n$ be the order of the group $K^p_\mathbb{R}(\mathbb{R}P_{n-1})$, that is, $a_n = 2^f$ where $f$ is the number of integers $i$ such that $0 < i < n$ and $i = 0, 1, 2$ or $4$ mod $8$ (IV.6.46). If $S^{n-1}$ admits $n-1$ linearly independent tangent vector fields, then $\xi$ is a multiple of $a_n$.

Proof. We first prove that if the sphere bundles $S(\xi)$ and $S(\xi)$ have the same fiber homotopy type, then $\xi$ is trivial. For the case $n = 2$, the vector bundle
\( \xi \otimes \zeta \) is trivial. Hence, if \( t \) is even, there is nothing to prove. If \( t \) is odd, i.e. \( t = 2r + 1 \), then the Thom space \( \hat{\tau}_t \) may be identified with \( S^{2t}(RP_t) \), and \( K_{\hat{\tau}_t}(\hat{\tau}_t) = K_{\hat{\tau}_t}(\hat{\tau}_t) \neq K_{\hat{\tau}_t}(\hat{\tau}_t) \) (IV.6.45). Hence the Thom spaces \( \hat{\tau}_t \) and \( \hat{\tau}_t \) do not have the same fiber homotopy type, which implies that \( S(\hat{\tau}_t) \) and \( S(\hat{\tau}_t) \) do not have the same fiber homotopy type.

Let us now consider the case \( n \geq 2 \). We first prove that \( \hat{\tau}_t \sim \hat{\tau}_t \) implies that \( t \) is a multiple of 4. The set of natural numbers \( m \), such that \( m \alpha + \hat{\tau}_t \) has the same homotopy type as \( \hat{\tau}_t \) for some \( m \), has a smallest element \( \alpha \), which divides all such numbers (note that in general \( \hat{\tau}_t \sim \hat{\tau}_t \)). Since \( m \alpha = 2^f \), the number \( \alpha \) may be written as \( 2^f \) with \( f \leq f \), so we must show that \( f \neq 0, 1 \). The Thom space \( \hat{\tau}_t \) can always be identified with \( RP_{a+u-1} \) via the homeomorphism \( (\mathbb{R}^n - \{0\}) \times \mathbb{R}^n \to RP_{a+u-1} \) induced by the inclusion of \( (\mathbb{R}^n - \{0\}) \times \mathbb{R}^n \) in \( \mathbb{R}^{n+1} \). Therefore, a homotopy equivalence \( \alpha \hat{\tau}_t + \hat{\tau}_t \) implies that \( K_{\mathbb{R}}(RP_{a+u-1}) \approx K_{\mathbb{R}}(S^*(RP_{a+u-1})) \approx K_{\mathbb{R}}(RP_{a+u-1}/RP_{a+u-1}) \). But, by IV.6.45, we have

\[
K_{\mathbb{R}}(RP_{a+u-1}) = \mathbb{Z}/2; \quad K_{\mathbb{R}}(RP_{a+u-1}/RP_{a+u-1}) = \mathbb{Z}/2^f \quad \text{with } \beta \geq 2;
\]

and by IV.6.42

\[
K_{\mathbb{R}}(RP_{a+u-1}/RP_{a+u-1}) = \text{Coker}(K(C^{n-1}; 0) \to K(C; 0)) \approx \mathbb{Z}/4 \quad \text{if } 3 \leq n < 7,
\]

\[
= \mathbb{Z}/2^f \quad \text{with } \beta > 2, \text{if } n \geq 7.
\]

Therefore \( \alpha \neq 1, 2 \), i.e. \( t \) is a multiple of 4.

Assume now that \( t = 4l \). By 2.6, we must have \( \rho^t(4l \xi + 4l) = k^l \xi \) if \( k \) is odd. Therefore, applying proposition IV.7.30, we obtain the identity

\[
1 + \frac{k^{2l} - 1}{2k^{2l} - 2^l} \lambda = 1
\]

in the multiplicative group \( 1 + K_{\mathbb{R}}(RP_{a+u-1}) \), for every odd integer \( k \). Now let \( \theta : K_{\mathbb{R}}(RP_{a+u-1}) \to \mathbb{Z}/2^{l+1} \mathbb{Z} \) be the homomorphism defined by \( \theta(\lambda) = -2 \). Then \( \theta \) induces a group map

\[
\theta : 1 + K_{\mathbb{R}}(RP_{a+u-1}) \to (\mathbb{Z}/2^{l+1} \mathbb{Z})^*,
\]

such that \( \theta \left( 1 + \frac{k^{2l} - 1}{2k^{2l} - 2^l} \lambda \right) = (1/k)^{2l} \). As is well known (and easy to prove), the group \((\mathbb{Z}/2^{l+1} \mathbb{Z})^*\) may be identified with \(\mathbb{Z}/2^{l+1} \mathbb{Z} \times \mathbb{Z}/2\), and as a generator of the factor \(\mathbb{Z}/2^{l+1} \mathbb{Z}\) we may choose any element of \((\mathbb{Z}/2^{l+1} \mathbb{Z})^*\) of the form \(4p + 1\), with
$p$ odd. If $k$ is chosen so that $1/k$ is of this form, we see that $(1/k)^{2l} = 1$ in $(\mathbb{Z}/2^{l+1}\mathbb{Z})^\times$, if and only if $2l$ is a multiple of $2^{l-1}$, thus $t = 4l$ is a multiple of $a_2 = 2^l$. \hfill \Box

* 2.8. Remark. To show that $t$ is a multiple of 4 when $n > 2$, we could also have used Stiefel-Whitney characteristic classes (IV.4.20 and Thom [1]).

2.9. Theorem. The sphere $S^{n-1}$ admits $n-1$ linearly independent tangent vector fields if and only if $t$ is a multiple of $a_2$.

Proof. By 2.7, it suffices to construct such linearly independent tangent vector fields, if $t$ is a multiple of $a_2$. From the definition of $a_2$, we see that $t$ is a multiple of $a_2$, if and only if $\mathbb{R}^t$ is provided with a $C_{\infty, 1}$-module structure, i.e., if there exist $n-1$ automorphisms $e_1, \ldots, e_{n-1}$ of $\mathbb{R}^t$, such that $(e_i)^2 = -1$ and $e_i e_j + e_j e_i = 0$ for $i \neq j$. If $G$ is the multiplicative finite group of order $2^a$ generated by $\pm e_i$, we may choose a metric on $\mathbb{R}^t$ so that $G$ acts by orthogonal automorphisms. Hence, we may assume without loss of generality that $e_i^t = -e_i$. Thus for each vector $v$ of $S^{n-1}$, the vectors $e_1 v, e_2 v, \ldots, e_{n-1} v$ are tangent vectors which are linearly independent. To see this last point, we set $e_0 = 1 t$, and notice that the scalar products $\langle e_i, v, e_j, v \rangle = 0$, for $i \neq j$ and $i, j \in \{0, 1, \ldots, n-1\}$, since $e_0^t v = -e_0 v$.

2.10. Theorem (Adams [1]). Let us write each integer $t$ in the form $t = 2^a b$, where $b = y + 4\delta$ with $0 \leq \varepsilon \leq 3$, and let us define $\rho(t) = 2^a + 8\delta$. Then the maximal number of linearly independent tangent vector fields on the sphere $S^{n-1}$, is $\rho(t) - 1$.

Proof. By 2.9, this number is $n-1$, where $n$ is the greatest integer $\sigma(t)$ such that $t$ is a multiple of $a_2$. Since $a_2$ is a power of 2, this number depends only on $b$. On the other hand, $\sigma(16) = 2$, $\rho(4) = \sigma(4) = 4$, $\rho(8) = \sigma(8) = 8$, and $\rho(16) = \sigma(16) = 9$.

3. Characteristic Classes and the Chern Character

3.1. In this section we assume that the reader has some basic knowledge of ordinary cohomology (cf. Greenberg [1], Eilenberg-Steenrod [1], Dold [1], Spanier [2], ...). Recall that all cohomology theories satisfying the Eilenberg-Steenrod axioms, agree on finite CW-complexes, and hence on compact manifolds. In general, we will use Čech cohomology with $\mathbb{Z}$-coefficients, which is the theory best suited to $K$-theory. We define the Čech cohomology with compact support of a locally compact space $X$, as $\text{Ker}(H^i(\tilde{X}) \to H^i(\{\infty\}))$, where $\tilde{X}$ is the one-point compactification of $X$. When there is no risk of confusion, we will simply write $H^i(X)$.

Our first objective in this section is to associate with each vector bundle $V$, some characteristic classes analogous to the classes constructed in Chapter IV.

3.2. Let $V$ be a real vector bundle of rank $n$ with base $X$. By definition, an orientation of $V$ is given by an orientation $\omega_x$ of the real vector space $V_x$, for each point
x of X, which varies "continuously" with x. This means that for each point y in X, there exists a neighbourhood U of y and a trivialization $U \times \mathbb{R}^n \rightarrow V_y$ inducing an isomorphism of oriented vector spaces $\mathbb{R}^n \rightarrow V_y$ for every point x in U. It is easy to see that this definition agrees with the definition in IV.4.13 stated in terms of principal bundles.

An important example is given by a complex vector bundle. In fact, if E is a complex vector space of dimension p and if $e_1, \ldots, e_p$ is a basis of E, then the vectors $e_1, i e_1, \ldots, e_p, i e_p$ can be chosen as an oriented basis of the underlying real vector space. This orientation is independent of the choice of the basis, and invariant under complex automorphisms because $GL_p(\mathbb{C})$ is connected. Moreover, if $E'$ is another complex vector space, then the natural orientation of $E \oplus E'$ is the product of the orientations of E and $E'$ in the obvious sense. Now, if V is a complex vector bundle, it may be given the orientation arising from the canonical orientations of its fibers.

For any oriented real vector bundle V of rank n, we have a canonical generator $\omega_x$ of the group $H^n(V_x)$, over each point x of X.

3.3. Theorem (Thom). Let us assume that the base X is compact. Then there exists a unique cohomology class $U_\nu \in H^n(V)$, such that the restriction of $U_\nu$ to each group $H^n(V_x)$ is the generator $\omega_x$. Moreover, the cup-product with $U_\nu$ defines an isomorphism

$$\varphi_\nu : H^i(X) \rightarrow H^{i+n}(V)$$

$(U_\nu$ is called the Thom class in cohomology and $\varphi_\nu$ the Thom isomorphism).

Proof. Using the Mayer-Vietoris exact sequence argument given in IV.1.3, we see that the existence of such a class $U_\nu$ induces an isomorphism $H^i(X) \approx H^{i+n}(V)$. Now let $(X_i)$, for $i = 1, \ldots, p$, be a finite closed cover of X, such that $V|_{X_i}$ is a trivial vector bundle for each i. Our proof is by induction on p. If $Y = \bigcup_{i=1}^{p-1} X_i$ and $Z = X_p$, we have the Mayer-Vietoris exact sequence

$$H^{n-1}(V|_{Y \cap Z}) \rightarrow H^n(V) \rightarrow H^n(V|_Y) \oplus H^n(V|_Z) \rightarrow H^n(V|_{Y \cup Z}).$$

The first group of this sequence is 0 by the induction hypothesis. Thus we obtain the existence and uniqueness of $U_\nu$ for a cover of p closed subsets $X_i$, such that $V|_{X_i}$ is trivial.

3.4. Definition. The restriction $\chi(V)$ of the Thom class $U_\nu$ to $H^n(V) \approx H^n(X)$, is called the Euler class of the oriented vector bundle V (more precisely, it is the cohomological Euler class as opposed to the K-theory Euler class defined in IV.1.13).

A justification of this terminology is given by the following proposition:

3.5. Proposition. Let V be the tangent bundle of an oriented manifold X. Then $\chi(V)$, evaluated on the fundamental class of the manifold X, is equal to the Euler-Poincaré characteristic of the manifold.
This proposition is proved in Husemoller [1], pp. 255–258. Since we do not require this result (except for an application in 3.28), we omit the proof.

3.6. **Proposition.** Let $V_1$ and $V_2$ be vector bundles with bases $X_1$ and $X_2$, respectively. Then $U_{V_1 + V_2} = U_{V_1} \cup U_{V_2}$. If $X_1 = X_2 = X$, then $\chi(V_1 \oplus V_2) = \chi(V_1) \cdot \chi(V_2)$.

**Proof.** The first formula follows from the uniqueness of the Thom class as stated in 3.3, and from the elementary properties of the cup-product in cohomology. The second formula is obtained from the first via the diagonal map $X \to X \times X$.

3.7. **Proposition.** Using the notation of IV. 2.3, we have the split exact sequence

$$
0 \longrightarrow H^t(P(V \oplus L), X) \xrightarrow{j^*} H^t(P(V \oplus L)) \longrightarrow H^t(X) \longrightarrow 0
$$

If $U$ denotes the Thom class of the line bundle $\pi^* L \oplus \pi^* L$, and if $r = 2$, then $j^*(U)$ is the Euler class $\sigma$ of the bundle $\xi^n \oplus \pi^*(L)$, where $\pi_i : L(V \oplus L) \to X$. Finally, if $x$ is an element of $\text{ker}(H^0(P(V \oplus L))) \to H^0(X)$, and if $x' = x|_{H^0(P(V))}$, we have the formula $j^* \phi(x') = x \cdot j^*(U)$.

The proof of this proposition is analogous to the proof of IV.2.4.

3.8. **Proposition.** Let $X$ be a compact space, and let $P_n = P(Q^{n+1})$ be the complex projective space of dimension $n$. Then $H^*(X \times P_n)$ is a free $H^*(X)$-module with basis $1, t_1, \ldots, t_n$, where $t_i$ is the Euler class of the line bundle $p^* \xi_n$ with $p : X \times P_n \to P_n$. Moreover, $t^{n+1} = 0$; hence $H^*(X \times P_n) \simeq H^*(X)[[1]/(t^{n+1})]$.

The proof of this proposition is analogous to the proof of IV.2.5.

3.9. **Corollary.** Let $P_n$ and $P_m$ be complex projective spaces, and let $\eta_1 = \pi_1^* \xi_n$ and $\eta_2 = \pi_2^* \xi_m$, where $\pi_1 : P_n \times P_m \to P_n$ and $\pi_2 : P_n \times P_m \to P_m$. Let $x$ and $y$ be the Euler classes of the bundles $\eta_1$ and $\eta_2$. Then $H^*(P_n \times P_m) \approx \mathbb{Z}[x, y]/(x^{n+1})(y^{m+1})$.

3.10. **Proposition.** Let $L_1$ and $L_2$ be line bundles. Then $\chi(L_1 \oplus L_2) = \chi(L_1) + \chi(L_2)$, $\chi(L_1)$ is nilpotent, and $\chi(L_1^* \oplus L_2) = -\chi(L_1) + \chi(L_2)$.

**Proof.** By 1.7.10, it suffices to verify the proposition when the base space is $P_n \times P_m$, $L_1 = \pi_1^* \xi_n$, and $L_2 = \pi_2^* \xi_m$. By restriction to the factors $P_n$ and $P_m$, and by naturality, the corollary above shows that $\chi(L_1 \oplus L_2) = x + y = \chi(L_1) + \chi(L_2)$ in the group $H^2(P_n \times P_m)$. The nilpotence of $\chi(L_1)$ follows from the nilpotence of $t$ in Proposition 3.8. Finally $0 = \chi(L_1^* \oplus L_1) = \chi(L_1^*) + \chi(L_1)$, and $\chi(L_1^* \oplus L_2) = \chi(L_1^*) + \chi(L_2) = -\chi(L_1) + \chi(L_2)$.
3.11. Remark. If we let $u$ denote the Euler class of $\pi^*\xi_v$, where $\pi: X \times P_n \to P_n$, then we have $u = -t$, and $H^*(X \times P_n) \approx H^*(X)[u]/[u^{n+1}]$.

3.12. Proposition. Let $X$ be a compact space, and let $V$ be a complex vector bundle of rank $n$ over $X$. Let $u$ be the Euler class of the line bundle $\xi_v$ over $P(V)$ (cf. IV.2.2). Then $H^*(P(V))$ is a free $H^*(X)$-module with basis $1, u, \ldots, u^{n-1}$. In particular, the homomorphism $H^*(X) \to H^*(P(V))$ is injective.

The proof of this proposition is analogous to the proof of Proposition IV.2.13.

3.13. Proposition. Assume that $V$ may be written in the form $L_1 \oplus \cdots \oplus L_n$, where the $L_i$ are line bundles. Then $u^*$ is determined as a function of the $u_i$, for $i < n$, by the relation

$$\prod_{i=1}^{n} (u - \chi(L_i)) = 0.$$ 

The proof of this proposition is analogous to the proof of IV.2.14 (where the unit element is simply 1).

The "splitting principle" in K-theory has the following analog in cohomology theory:

3.14. Proposition. Let $V$ be a complex vector bundle with compact base $X$, and let $\pi: F(V) \to X$ where $F(V)$ is the flag bundle of $V$ (cf. IV.3.3). Then

(a) the homomorphism $\pi^*: H^*(X) \to H^*(F(V))$ is injective; and (b) the vector bundle $\pi^*(V)$ splits into the Whitney sum of line bundles.

The proof of this proposition is analogous to the proof of IV.2.15, with the remarks made in IV.3.3.

3.15. Theorem. To each complex vector bundle $V$ of fixed rank with compact base $X$, we can uniquely associate cohomology classes $c_i(V) \in H^{2i}(X)$ called the Chern classes of $V$ which satisfy the following axioms:

1) The $c_i(V)$ are "natural", i.e. $c_i(V) = f^*c_i(V')$ for any general morphism $V \to V'$ which is an isomorphism on the fibers, and induces $f: X \to X'$ on the bases (cf. 1.1.6).

2) If $V_1$ and $V_2$ are vector bundles with the same base, then $c_i(V_1 \oplus V_2) = \sum_{i+j=k} c_i(V_1) \cdot c_j(V_2)$.

3) If the rank of $V$ is one, then $c_0(V) = 1$, $c_1(V) = \chi(V)$, and $c_i(V) = 0$ for $i \neq 0, 1$.

The proof of this proposition is analogous to the proof of IV.2.17. Moreover, this proof gives us the following proposition:

3.16. Proposition. Let $X$ be a compact space, and let $V$ be a complex vector bundle of rank $n$ over $X$. Let $u$ be the Euler class of the line bundle $\xi_v$, and let $c_i(V)$ be
the Chern classes of $V$ (note that $c_i(V) = 0$ for $i > n$). Then we have the relation

$$n^n - c_1(V)n^{n-1} + \cdots + (-1)^nc_n(V) = 0,$$

which completely determines the ring structure of $H^*(P(V))$ (cf. 3.12).

3.17. Proposition. Let $V$ be as above. Then $c_n(V)$ is equal to the Euler class $\chi(V)$ of $V$.

Proof. By the splitting principle, we need only verify the proposition for $V = L_1 \oplus \cdots \oplus L_n$, where the $L_i$ are line bundles. By 3.6, we then have

$$\chi(L_1 \oplus \cdots \oplus L_n) = \prod_{i=1}^{n} \chi(L_i) = \prod_{i=1}^{n} c_1(L_i) = c_n(V). \quad \square$$

3.18. Remarks. Let us write $c(V) = \sum_{i=0}^{n} c_i(V) \in H^{even}(X)$. This is called the “total Chern class” of $V$. Then relation 2) of 3.15 may be written more simply in the form $c(V_1 \oplus V_2) = c(V_1) \cdot c(V_2)$. We could also push the analogy with $K$-theory further by computing the cohomology of flag bundles, Grassmannians, etc. (cf. Dold [2]). This is left as an exercise for the reader.

3.19. By analogy with the characteristic classes $\psi^i(V)$ constructed in IV,7.15, we define classes $s_i(V) \in H^{2i}(X)$, such that $s(V_1 \oplus V_2) = s(V_1) + s(V_2)$, by putting $s_i(V) = Q_i(c_1, c_2, \ldots, c_n)$, where $c_i = c_i(V)$, and $Q_i$ is the Newton polynomial. We make the convention that $s_0(V) = \text{rank}(V)$. The formal computations made in IV,7.15, may be repeated to prove the relation $s_i(V_1 \oplus V_2) = s_i(V_1) + s_i(V_2)$, which we will require.

3.20. Proposition. Let $V_1$ and $V_2$ be complex vector bundles. Then we have the relation

$$s_i(V_1 \otimes V_2) = \sum_{k+j=i} \frac{k!}{k!j!} s_k(V_1) s_j(V_2).$$

Proof. We provide the group $H^{even}(X)$ with a new multiplication law, denoted by $\ast$, which is defined on homogeneous elements $x_i$ and $x_j$ of degrees $2i$ and $2j$, respectively, by the formula

$$x_i \ast x_j = \frac{(i+j)!}{i!j!} x_i x_j.$$

Then $H^{even}(X)$, provided with this new multiplication, is still a commutative ring, and the formula required is

$$s_i(V_1 \otimes V_2) = \sum_{k+j=i} s_k(V_1) \ast s_j(V_2).$$
If we set \( s(V) = \sum_{i=0}^{\infty} s_i(V) \in H^{\text{even}}(X) \), this is equivalent to proving that

\[
s(V_1 \otimes V_2) = s(V_1) \ast s(V_2).
\]

Because of the splitting principle and the property stated in 3.19, it suffices to check this formula when \( V_1 \) and \( V_2 \) are of rank one. If we set \( x_1 = \chi(V_1), x_2 = \chi(V_2) \), then \( x_1 + x_2 = \chi(V_1 \otimes V_2) \) by 3.10. Hence, \( s_i(V_1 \otimes V_2) = (x_1 + x_2)^i, s_i(V_1) = (x_1)^i \), and \( s_i(V_2) = (x_2)^i \). Therefore, the identity required is simply

\[
(x_1 + x_2)^i = \sum_{i+j=k} \binom{i}{j} x_1^j x_2^{i-j} = \sum_{i+j=k} \frac{k!}{i!j!} (x_1)^j (x_2)^{i-j},
\]

which is the binomial identity. \( \Box \)

3.21. Remark. The definition of the classes \( c_i(V) \) and \( s_i(V) \) may be generalized to the case where the rank of \( V \) is not necessarily constant. If \( X = \bigcup X_x \) is a partition of \( X \) into open subsets such that the rank of \( V|_{X_x} \) is constant, then we define \( c_i(V) \) (resp. \( s_i(V) \)) as the unique cohomology class such that \( c_i(V)|_{X_x} = c_i(V|_{X_x}) \) (resp. \( s_i(V)|_{X_x} = s_i(V|_{X_x}) \)).

3.22. In order to avoid the above "twisting" of the multiplication in \( H^{\text{even}}(X) \), we must work with rational cohomology, i.e.: the cohomology theory with \( \mathbb{Q} \) as the group of coefficients instead of \( \mathbb{Z} \). As is well known (cf. Eilenberg-Steenrod [1]), \( H^*(X; \mathbb{Q}) \approx H^*(X) \otimes \mathbb{Q} \). Thus we may define

\[
\text{Ch}_k(V) = \frac{1}{k!} s_k(V) - \frac{1}{k!} Q_k(c_1(V), c_2(V), \ldots, c_k(V)) \in H^{2k}(X; \mathbb{Q}),
\]

\[
\text{Ch}(V) = \sum_{k=0}^{\infty} \text{Ch}_k(V) \in H^{\text{even}}(X; \mathbb{Q})
\]

(we notice that \( \text{Ch}_k(V) = 0 \) for \( k \) large enough, since the \( c_i(V) \) are nilpotent by the splitting principle and Proposition 3.10).

3.23. Theorem. Let \( V_1 \) and \( V_2 \) be vector bundles, with compact base \( X \). Then we have the formulas

\[
\text{Ch}(V_1 \otimes V_2) = \text{Ch}(V_1) \ast \text{Ch}(V_2),
\]

and

\[
\text{Ch}(V_1 \oplus V_2) = \text{Ch}(V_1) \cdot \text{Ch}(V_2).
\]

Moreover, if \( L \) is a line bundle, then \( \text{Ch}(L) = \exp(\chi(L)) \).

Proof. Since \( s_i(V_1 \otimes V_2) = s_i(V_1) + s_i(V_2) \), we clearly have \( \text{Ch}_k(V_1 \otimes V_2) = \text{Ch}_k(V_1) + \text{Ch}_k(V_2) \); hence, \( \text{Ch}(V_1 \otimes V_2) = \text{Ch}(V_1) \ast \text{Ch}(V_2) \). Similarly,

\[
\text{Ch}_k(V_1 \otimes V_2) = \frac{1}{k!} s_k(V_1 \otimes V_2) = \sum_{i+j=k} \frac{1}{i!j!} s_i(V_1) s_j(V_2) = \sum_{i+j=k} \text{Ch}_i(V_1) \cdot \text{Ch}_j(V_2).
\]
Therefore \( \text{Ch}(V_1 \oplus V_2) = \text{Ch}(V_1) \cdot \text{Ch}(V_2) \). Finally, if \( V \) is of rank one, then

\[
\text{Ch}(V) = \sum_{k=0}^{\infty} \frac{1}{k!} \chi^k(V) = \sum_{k=0}^{\infty} \frac{1}{k!} \chi(V)^k = \exp(\chi(V)).
\]

3.24. Definition. We call the ring homomorphism

\[
\text{Ch}: K_0(X) \to H^{\text{even}}(X; \mathbb{Q}) = \bigoplus_{i=0}^{\infty} H^{2i}(X; \mathbb{Q}),
\]

defined by \( \text{Ch}([E] - [F]) = \text{Ch}(E) - \text{Ch}(F) \), the Chern character.

3.25. Theorem. The Chern character has the following properties:

a) If \( X \) is the sphere \( S^{2n} \), then \( \text{Ch} \) is injective, and its image is \( H^*(S^{2n}) \cong H^*(X; \mathbb{Q}) \).

b) For any compact space \( X \), \( \text{Ch} \) induces an isomorphism

\[
K_0(X) \otimes \mathbb{Q} \xrightarrow{\cong} H^{\text{even}}(X; \mathbb{Q})
\]

(the cohomology used here is \( \check{\text{C}} \)ech cohomology).

A detailed and complete proof of this theorem is given in the Cartan-Schwartz seminar 1963/64, exposé 16 (Karoubi [1]).

3.26. Since \( K_0(X, Y) = K_0(X/Y) = \ker[K_0(X/Y) \to K_0(\text{Point})] \), and since \( H^{\text{even}}(X, Y; \mathbb{Q}) = \ker[H^{\text{even}}(X/Y) \to H^{\text{even}}(\text{Point})] \), we may extend the Chern character by a homomorphism, also denoted by \( \text{Ch} \), from \( K_0(X, Y) \) to \( H^{\text{even}}(X, Y; \mathbb{Q}) \). Applying these observations to the pair \( (X \times B^n, X \times S^0) \), we obtain a homomorphism from \( K_0(X, Y) \) to \( H^{\text{even}}(X, Y; \mathbb{Q}) \). If we define \( K_0^+(X, Y) = K_0(X, Y) \otimes K_0^-(X, Y) \), we finally obtain a homomorphism \( \text{Ch}: K_0^+(X, Y) \to H^*(X, Y; \mathbb{Q}) \), compatible with the multiplicative structures and inducing an isomorphism \( K_0^+(X, Y) \otimes \mathbb{Q} \cong H^*(X, Y; \mathbb{Q}) \).

3.27. Theorem. Let \( \psi^* : H^{\text{even}}(X; \mathbb{Q}) \to H^{\text{even}}(X; \mathbb{Q}) \) be the algebra homomorphism defined by \( \psi^*(x) = k^r x \) for \( x \in H^{2r}(X; \mathbb{Q}) \). Then the following diagram is commutative

\[
\begin{array}{ccc}
K_0(X) & \xrightarrow{\text{Ch}} & H^{\text{even}}(X; \mathbb{Q}) \\
\downarrow \psi \downarrow & & \downarrow \psi^* \\
K_0(X) & \xrightarrow{\text{Ch}} & H^{\text{even}}(X; \mathbb{Q}),
\end{array}
\]

where \( \psi^* \) is the Adams operation (cf. IV.7.13).

Proof. It suffices to prove that for each vector bundle \( V \) of rank \( k \), we have \( \text{Ch}(\psi^*(V)) = \psi^*_k(\text{Ch}(V)) \). By the splitting principle, we may further assume that
\( n = 1 \). Then \( \psi^k(V) = V^k \) and \( c_i(V^k) = k c_i(V) \) (IV.7.13 and 3.10). Therefore
\[
Ch(\psi^k(V)) = \exp(kc_1(V)) = 1 + \frac{k}{1!}c_1(V) + \frac{k^2}{2!}(c_1(V))^2 + \cdots \\
= \psi_H^k \left( 1 + \frac{1}{1!}c_1(V) + \frac{1}{2!}(c_1(V))^2 + \cdots \right) = \psi_H^k(Ch(V)). \quad \square
\]

We now give an application of the theory of characteristic classes to a problem which was solved by Borel-Serre [1] using other methods.

3.28. **Theorem.** Let \( TS^{2n} \) be the tangent bundle of the sphere. Then, if \( n \neq 1 \) or 3, \( TS^{2n} \) cannot be provided with a complex structure.

**Proof.** If \( E \) is any complex vector bundle on \( S^{2n} \), then \( Ch(E) \) belongs to \( H^*(S^{2n}; \mathbb{Z}) = H^*(S^{2n}; \mathbb{Q}) \) by 3.25. Since \( c_i(E) = 0 \) for \( i < n \), the Newton formulas imply that \( Ch(E) = (-1)^{n-1} \frac{c_n(E)}{(n-1)!} \). By 3.5 and 3.17, \( c_n(E) \) is twice the canonical generator of \( H^{2n}(S^{2n}; \mathbb{Z}) \). Therefore \((n-1)! \) divides 2, which is only possible if \( n = 1, 2, \) or 3.

If \( n = 2 \), i.e. in the case of \( S^4 \), the computation above shows that if \( TS^4 \) is provided with a complex structure, then its class in \( K(X) \) is trivial. But its class in \( K_0(S^4) \) is trivial, since \( TS^4 \oplus \theta_i \) is trivial (I.5.5). Since the homomorphism \( K_0(S^4) \to K_0(S^4) \) is injective (IV.5.19), we have a contradiction. Hence \( n \neq 2 \), and the theorem is proved. \( \square \)

3.29. **Remark.** A purely "\( K \)-theoretical" proof of this last theorem is sketched in Exercise IV.8.15.

4. The Riemann–Roch Theorem and Integrality Theorems

4.1. Along the lines of Hirzebruch [2], we sketch a general method of constructing characteristic classes from formal power series. Let \( f(x) \) be a formal power series with coefficients in a ring \( A \), which may be written in the form \( 1 + a_1 x + a_2 x^2 + \cdots \). If \( x_1, \ldots, x_n \) are \( n \) variables, then the product \( f(x_1) f(x_2) \cdots f(x_n) \) is a formal power series which is symmetric in the variables \( x_1, x_2, \ldots, x_n \). Therefore, we may write it in the form \( \sum_{k=0}^\infty P_k(x_1, x_2, \ldots, x_n) \), where the \( P_k \) are well defined symmetric polynomials of degree \( k \). If \( \sigma_1, \ldots, \sigma_n \) denote the elementary symmetric functions of the \( x_i \), then the polynomials \( P_k(x_1, \ldots, x_n) \) may be uniquely expressed as \( R_k(\sigma_1, \ldots, \sigma_n) \), where \( R_k \) is a polynomial of weight \( k \) in the variables \( \sigma_1, \ldots, \sigma_n \).

Therefore, for each vector bundle \( V \) of rank \( n \), the cohomology class \( T^k(V) = R_k(c_1(V), c_2(V), \ldots, c_n(V)) \) is a well-defined element of \( H^{2n}(X) \otimes A \) (Note that \( T^0(V) = 1 \)).
4.2. Theorem. Let \( T_f(V) = \sum_{k=0}^{\infty} T_f^k(V) \in H^{even}(X) \). Then the characteristic class \( T_f \) is characterized by the following properties:

a) \( T_f \) is "natural" (cf. 3.15).

b) \( T_f(V_1 \oplus V_2) = T_f(V_1) \cdot T_f(V_2) \).

c) \( T_f(V) = f(\tilde{\chi}(V)) \) if \( V \) is of rank one, where \( \tilde{\chi}(V) = c_1(V) \) denotes the Euler class of \( V \).

The proof of this theorem is analogous to the proof of Theorem 3.15.

4.3. Examples. When \( f(x) = x \) and \( \Lambda = \mathbb{Z} \), the class \( T_f(V) \) is simply the total Chern class \( c(V) = 1 + c_1(V) + \cdots + c_d(V) \) of the vector bundle \( V \).

When \( \Lambda = \mathbb{Q} \) and \( f(x) = (1 - e^{-x})/x \), the characteristic class \( T_f \) is called the "Todd class" of the bundle \( V \), and is written as \( \tau(V) \). A preliminary justification of the importance of this definition is the following theorem.

4.4. Theorem. Let \( V \) be a complex vector bundle of rank \( n \), and let \( \varphi_K : K_e(X) \to K_e(\bar{V}) \) and \( \varphi_H : H^*(X; \mathbb{Q}) \to H^*(\bar{V}; \mathbb{Q}) \) be the Thom isomorphisms in K-theory and cohomology, respectively (we let \( H^* \) denote Čech cohomology with compact support). Then \( \varphi_H^{-1}(Ch(\varphi_K(1))) = \tau(V) \). Furthermore, we have the formula

\[
Ch(\varphi_K(x)) = \varphi_H(Ch(x) \cdot \tau(V))
\]

for each element \( x \) of \( K_e(X) \) (Note that \( V \) and \( \bar{V} \) have the same underlying real vector bundle, hence the same underlying topological space).

Proof. Let us temporarily denote the class \( \varphi_H^{-1}(Ch(\varphi_K(1))) \) by \( \tau(V) \). Then the method used in IV 7.18 shows that \( \tau(V_1 \oplus V_2) = \tau(V_1) \cdot \tau(V_2) \). By the splitting principle, it therefore suffices to check the first formula for the canonical line bundle \( L \) over \( P \mathcal{E} \). In this case, if we let \( s \) denote the zero section of \( L \), and let \( s_n^* : K_e(L) \to K_e(X) \) and \( s_n^* : H^*(L; \mathbb{Q}) \to H^*(X; \mathbb{Q}) \) denote the induced homomorphism in K-theory and cohomology respectively, then we have the relations

\[
\tau(L) = s_n^*(Ch(\varphi_K(1))) = Ch(s_n^*(\varphi_K(1))) = Ch(1 - T) = 1 - \exp(-\chi(L))
\]

by 3.10. Since the relation \( \tau(L) = 1 - \exp(-\chi(L)) \) holds for each integer \( n \), we see that the class \( \tau(L) \) is obtained from the formal power series \( (1 - e^{-x})/x \) by the substitution \( x \mapsto \chi(L) \). Therefore \( \tau(L) = \chi(L) \), hence \( \tau(V) = \chi(V) \) in general.

Furthermore,

\[
\varphi_H^{-1}(Ch(\varphi_K(x))) = \varphi_H^{-1}(Ch(x) \cdot Ch(\varphi_K(1))) = Ch(x) \cdot \varphi_H^{-1}(Ch(\varphi_K(1))) = \tau(V) \cdot Ch(x).
\]

Therefore \( Ch(\varphi_K(x)) = \varphi_H(\tau(V) \cdot Ch(x)) \).
4.5. Remarks. This is the first place where we must be careful about sign conventions in defining $g_K$. The conventions we have adopted are the same as in Hirzebruch’s book (for the definition of the Todd class), and are essentially motivated by algebraic geometry. In order to understand these conventions, it is convenient to think of a complex vector bundle as a real vector bundle provided with the spinorial structure associated with the complex conjugate structure rather than the original complex structure.

Another aspect of these conventions that should be noted is that in the case of a trivial vector bundle $V$, we have $\tau(V) = 1$. Hence $Ch$ is compatible with the Thom isomorphisms in this case. In other words we have a commutative diagram

$$
\begin{array}{ccc}
K(X \times \mathbb{C}^n) & \xrightarrow{Ch} & H^*(X \times \mathbb{C}^n) \\
\phi_k \downarrow & & \phi_n \\
K(X) & \xrightarrow{Ch} & H^*(X)
\end{array}
$$

Finally, we must point out that the class which will turn out to be of importance for us is not $\tau(V)$, but rather its inverse $\tau'(V) = \tau(V)^{-1}$. In fact, the function $x/(1-e^{-x})$ may be expressed as

$$
1 + \sum_{s=1}^{\infty} \frac{(-1)^{s-1} B_s}{(2s)!} x^{2s},
$$

where the $B_s$ are the Bernoulli numbers (Hardy and Wright [1]). For example, $B_1 = \frac{1}{6}, B_2 = \frac{1}{12}, B_3 = \frac{1}{22}, B_4 = \frac{1}{30},$ etc. Therefore

$$
\begin{align*}
\tau_1'(V) &= -c_1, \\
\tau_2'(V) &= \frac{1}{12}(c_2 + c_1^2), \\
\tau_3'(V) &= \frac{1}{24} c_2 c_1, \\
\tau_4'(V) &= \frac{1}{144} (-c_4 + c_3 c_1 + 3 c_1^2 + 4 c_2 c_1^2 - c_1^4), \\
\tau_5'(V) &= \frac{1}{1440} (c_4 - c_3 c_1 + c_1^2 c_1^2 + 3 c_1^2 c_2 c_1^2 - c_2 c_1^4),
\end{align*}
$$

and

$$
\begin{align*}
\tau_6'(V) &= -\frac{1}{8640} (3 c_6 - 2 c_4 c_2 - 9 c_4 c_1 - 5 c_4 c_1^2 - c_2^3 + 11 c_3 c_2 c_1 + 5 c_3 c_1^2 \\
&+ 10 c_2^2 + 11 c_2 c_1^2 - 12 c_2 c_1^4 + 2 c_1^6).
\end{align*}
$$

These computations are due to Hirzebruch [2].

4.6. Proposition. Let $\overline{V}$ be the complex conjugate bundle of $V$ (1.4.8.c). Then $c_i(\overline{V}) = (-1)^i c_i(V)$. In particular, if $V \cong \overline{V}$, then the Chern classes $c_i(V)$ are elements of the 2-torsion of $H^2(X)$ when $i$ is odd.

Proof. Let us define $c_i(\overline{V}) = (-1)^i c_i(V)$. In order to prove that $c_i(\overline{V}) = c_i(V)$, we must check that the $c_i(\overline{V})$ satisfy the axioms of the Chern classes (3.15). Since the first two axioms are trivially satisfied, we need only verify that $c_i(\overline{V}) = -c_i(V)$ if $V$ is a complex line bundle. This follows immediately from 3.10.

Now if $V \cong \overline{V}$, we have $c_i(V) = (-1)^i c_i(\overline{V})$. Hence $2c_i(V) = 0$ for $i$ odd. $\square$
4.7. **Definition.** Let $W$ be a real vector bundle. We define its Pontrjagin classes as $(-1)^i c_2(V)$, where $V \coloneqq W \otimes \mathbb{C}$ is the complexification of $W$ (1.4.8.e). They are denoted by $p_i(W)$.

The Pontrjagin classes satisfy some formal axioms, analogous to those of Chern classes. If $p(W) = p_1(W) + \cdots + p_n(W)$, where $p_i(W) \in H^{4i}(X)$, denotes the “total Pontrjagin class”, we have the relation $p(W_1 \oplus W_2) = p(W_1)p(W_2)$ mod 2 torsion. If $W$ is the real vector bundle of rank 2 underlying a complex line bundle $V$, then $W \otimes \mathbb{C}$ may be identified with $V \oplus \overline{V}$ (1.4.8.e). Therefore, $p_1(W) = (c_1(V))^2$.

4.8. Assume now that $W$ is a real vector bundle of rank $2n$, provided with a spinorial structure (IV.4.25). By IV.5.14, we have a Thom isomorphism $\psi_k: K_k(X) \to K_k(W)$, and hence the characteristic class $A(W) = \psi_1^{-1}(\text{Ch}(\varphi_1))$, which we call the “Atiyah-Hirzebruch class” of $W$. We would like to compute this class in terms of the Pontrjagin classes of $W$. Note that $A(W) = 1$ if $W$ is trivial by our sign conventions (IV.5.8, IV.5.13, 5.4).

To do this, we consider the homomorphism $\text{Spin}^c(2n) \to U(1)$ defined by $(z, \zeta) \mapsto z^2$ (IV.4.30). This homomorphism induces a map $H^1(X; \text{Spin}^c(2n)) \to H^1(X; U(1)) \approx \Phi^1(X)$. Thus we may associate a complex line bundle $L$ with the vector bundle $W$. We denote the Chern class $c_1(L)$ by $d(W)$. (In fact it is not difficult to show that $d(W)$ determines the spinorial structure of $W$.)

4.9. **Proposition.** Let $V$ be the complexified bundle of $W$. Then $A(W) = e^{d(W)/2} \sqrt{\tau(V)}$, where $d = d(W)$, and $\tau(V)$ is the Todd class of $V$ (4.3). More generally, $\text{Ch}(\varphi_k(x)) = \psi_1(e^{d/2} \sqrt{\tau(V)} \cdot \text{Ch}(x))$.

**Proof.** The class $A(W)$ has the following properties: $A(W_1 \oplus W_2) = A(W_1) \cdot A(W_2)$ (compare with 4.4), and $A(W) = 1$ if $W$ is a trivial bundle.

Now the vector bundle $W \oplus W$ simultaneously has a complete structure $V$ and a spinorial structure. By IV.5.9, the corresponding Thom classes only differ by the factor $L$. Since $V \approx \mathbb{C}$, we have $A(W \oplus W) = e^{d/2} \sqrt{\tau(V)}$. Therefore $A(W) = \sqrt{A(W)^2} = \sqrt{A(W \oplus W)} = e^{d/2} \sqrt{\tau(V)}$. The second part of the proposition may be proved in the same way as Proposition 4.4.  

4.10. In order to conveniently express the class $\sqrt{\tau(V)}$ in terms of the Pontrjagin classes of $W$, we formally write $c(V) = \prod_{i=1}^n (1 + x_i)(1 - x_i)$, so that the Pontrjagin classes of $W$, which was assumed to be of rank $2n$, appear as the elementary symmetric functions of the $x_i^2$. This is possible in rational cohomology, since $c_i(V) = 0$ mod 2 torsion for $i$ odd (4.6). With this convention, formally we have

$$\sqrt{\tau(V)} = \prod_{i=1}^n \sqrt{\frac{1 - e^{-x_i}}{x_i} \frac{1 - e^{x_i}}{-x_i}} = e^{\frac{x_i}{2}} \frac{\sinh(x_i/2)}{(x_i/2)}$$
(which is a function of the \((x_i)^2\)). From this computation, we obtain the following theorem which explicitly computes the class \(A(W)\).

**4.11. Theorem (Atiyah-Hirzebruch).** Let \(W\) be a \(s\)-spinorial real vector bundle of rank \(2n\), and let \(a(W)\) be the cohomology class associated with \(W\) (4.8). For each element \(x\) of \(K_0(X)\), we have the relation

\[
Ch(\varphi_*(x)) = \varphi_*(A(W) \cdot Ch(x)),
\]

where

\[
A(W) = e^{a(W)/2} \prod_{i=1}^{n} \frac{\sinh(x_i/2)}{x_i/2},
\]

and where we regard the Pontrjagin classes of \(W\) as the elementary symmetric functions of the \((x_i)^2\).

**4.12.** If \(W\) is the underlying real vector bundle of the complex vector bundle \(T\), we provide it with the \(s\)-spinorial structure associated with \(\overline{T}\), according to our sign conventions. Then \(a(W) = -c_1(T) = -\sum_{i=1}^{n} x_i\), and the Chern classes of \(T\) may be regarded as the elementary symmetric functions of the \(x_i\). Therefore

\[
A(W) = e^{a(W)/2} \prod_{i=1}^{n} \frac{\sinh(x_i/2)}{x_i/2} = \prod_{i=1}^{n} \frac{1 - e^{-x_i}}{x_i} = \tau(T).
\]

In general, the characteristic class \(\prod_{i=1}^{n} \frac{\sinh(x_i/2)}{x_i/2}\) expressed in terms of the Pontrjagin classes, will be called the "reduced Atiyah-Hirzebruch class" of \(W\) and will be denoted by \(\tilde{A}(W)\). As in 4.5, we actually use its inverse more often. If we set \(\tilde{A}(W) = 1/\tilde{A}(W)\), we find that

\[
\tilde{A}_1(W) = -\frac{1}{2}p_1,
\]

\[
\tilde{A}_2(W) = \frac{1}{6}p_1^2 - \frac{1}{4}p_1p_2.
\]

**4.13.** The preceding observations may be extended to real \(K\)-theory by means of the Thom isomorphism in real \(K\)-theory (IV.5.14). More precisely, let \(W\) be a real vector bundle of rank \(8n\), provided with a spinorial structure. Then we have Thom isomorphisms

\[
\varphi_\mathbb{R} : K_0(X) \rightarrow K_0(V) \quad \text{and} \quad \varphi_\mathbb{R} : H^*(X; \mathbb{Q}) \rightarrow H^*(V; \mathbb{Q}).
\]

For any locally compact space \(Y\), we may consider the "Pontrjagin character" \(P : K_0(Y) \rightarrow \bigoplus_{i=0}^{\infty} H^i(Y; \mathbb{Q})\), obtained by composing the complexification homomorphism \(K_0(Y) \rightarrow K_0(Y)\) with the Chern character \(K_0(Y) \rightarrow H^*(Y; \mathbb{Q})\).
4.14. **Theorem.** Let \( W \) be a real vector bundle of rank \( 8n \) provided with some spinorial structure. For each element \( x \) of \( K_\mathbb{R}(X) \), we have the relation

\[
P(q_x(x)) = q_\mathbb{H}(\hat{A}(W) \cdot P(x)),
\]

where

\[
\hat{A}(W) = \prod_{i=1}^{4n} \frac{\sinh(x_i/2)}{x_i/2}
\]

and where again we regard the Pontrjagin classes of \( W \) as the elementary symmetric functions of the \((x_i)^2\).

4.15. **Remark.** Let \( x \) be an element of \( K_\mathbb{A}(X) \) (resp. \( K_\mathbb{R}(X) \)), written in the form \([E] - [F]\), where \( E \) and \( F \) are vector bundles. Then we can define \( \tau(x) = \tau(E)\tau(F)^{-1} \) (resp. \( A(x) = A(E)\hat{A}(F)^{-1} \)). Similarly, we set \( d(x) = d(E) - d(F) \) if \( x \) is provided with a stable 'spinorial structure (IV.5).

4.16. Now let \( X \) and \( Y \) be compact differentiable manifolds such that \( \text{Dim}(Y) \equiv \text{Dim}(X) \mod 2 \), and let \( f: X \to Y \) be a continuous map such that \( v_f = f^*(TY) - TX \) is provided with a stable 'spinorial structure (IV.5.23). In IV.5.27 we defined a Gysin homomorphism

\[
f_* = f_*^X: K_\mathbb{A}(X) \to K_\mathbb{A}(Y).
\]

Along the same lines, we define a Gysin homomorphism in cohomology

\[
f_*^H: H^*(X; \mathbb{Q}) \to H^*(Y; \mathbb{Q})
\]

which is actually dual (via Poincaré duality) to the homomorphism

\[
f_*: H_*(Y; \mathbb{Q}) \to H_*(X; \mathbb{Q}).
\]

4.17. **Theorem** (the Atiyah-Hirzebruch version of the Riemann-Roch theorem). Let \( d = d(v_f) \) as in 4.15. Then, for each element \( x \) of \( K_\mathbb{A}(X) \), we have the relation

\[
\text{Ch}(f_*^X(x)) = f_*^H(e^{d/2} \cdot \hat{A}(v_f) \cdot \text{Ch}(x)),
\]

where \( f: X \to Y \) satisfies the hypothesis of 4.16, and where \( v_f = [f^*(TY)] - [TX] \).

**Proof.** Since both members of the formula above depend only on the homotopy class of \( f \) (cf. IV.5.24), we may assume without loss of generality that \( f \) is differentiable. First let us consider the case where \( f \) is an imbedding with \( N \) as normal bundle. Then the classes of \( v_f \) and \( N \) are equal in the group \( K_\mathbb{A}(X) \). Hence
\( \hat{A}(v_j) = \hat{A}(N) \). On the other hand, if we represent \( N \) as a tubular neighbourhood of \( X \) in \( Y \), then the diagram

\[
\begin{array}{ccc}
K_e(N) & \xrightarrow{\nu} & K_e(Y) \\
\downarrow \text{Ch} & & \downarrow \text{Ch} \\
H^*(N; \mathbb{Q}) & \xrightarrow{\nu} & H^*(Y; \mathbb{Q}).
\end{array}
\]

where \( \nu \) and \( \nu \) are induced by the canonical map \( Y \to N \) (cf. IV 5.21), is commutative.

Let us now consider the diagram

\[
\begin{array}{ccc}
K_e(X) & \xrightarrow{\phi_X} & K_e(N) \\
\downarrow \text{Ch} & & \downarrow \text{Ch} \\
H^*(X; \mathbb{Q}) & \xrightarrow{\theta \phi} & H^*(N; \mathbb{Q}).
\end{array}
\]

In general, this diagram is not commutative. In fact, if \( x \in K_e(X) \), then 
\( \text{Ch}(\phi_X(x)) = \phi_H(A(N) \cdot \text{Ch}(x)) \) by 4.11. Therefore, \( \text{Ch}(f_*^X(x)) = \text{Ch}(\nu(\phi_X(x))) = \nu(\text{Ch}(\phi_X(x))) = \nu(\phi_H(e^{A_2} \cdot \hat{A}(v_j) \cdot \text{Ch}(x))) = f_*^H(e^{A_2} \cdot \hat{A}(v_j) \cdot \text{Ch}(x)) \), an identity which proves the theorem for this case.

In the general case, the differentiable map \( f \) may be factored into an imbedding followed by a projection, i.e., \( f = p \cdot i \) where \( i : X \to Y \times S^{2n} \) and \( p : Y \times S^{2n} \to Y \) (projection onto the first factor). Hence \( f_*^X = p_*^X \cdot i_*^X \) (IV 5.24), and similarly, \( f_*^H = p_*^H \cdot i_*^H \). Also note that \( v_j \) acts in the group \( K_e(Y) \). Since the diagram

\[
\begin{array}{ccc}
K_e(Y \times S^{2n}) & \xrightarrow{p_*^X} & K_e(Y) \\
\downarrow \text{Ch} & & \downarrow \text{Ch} \\
H^*(Y \times S^{2n}; \mathbb{Q}) & \xrightarrow{p_*^H} & H^*(Y; \mathbb{Q})
\end{array}
\]

is commutative by the multiplicative property of the Chern character, we have the relations

\[
\text{Ch}(f_*^X(x)) = \text{Ch}(p_*^X \cdot i_*^X(x)) = p_*^H(\text{Ch}(i_*^X(x)))
\]

\[
= p_*^H(v_j(e^{A_2} \cdot \hat{A}(v_j) \cdot \text{Ch}(x))) = f_*^H(e^{A_2} \cdot \hat{A}(v_j) \cdot \text{Ch}(x)).
\]

4.18. Corollary. Let us assume that \( v_j \) is provided with a stable complex structure (hence with a stable spinorial structure; cf. IV 5.27). Then \( e^{A_2} \cdot \hat{A}(v_j) \) is the Todd class \( \tau(v_j) \) of \( v_j \). Therefore, we have the relation

\[
\text{Ch}(f_*^X(x)) = f_*^H(\tau(v_j) \cdot \text{Ch}(x)).
\]
4.19. **Theorem.** Let \( f: X \rightarrow Y \) be a continuous map between compact differentiable manifolds, such that \( \text{Dim}(Y) - \text{Dim}(X) = 0 \mod 8 \). Suppose that \( v_j = f^*(TY) - TX \) is given with a stable spinorial structure. Then we have the relation

\[
P(f_*(x)) = f_*(\hat{A}(v_j) \cdot P(x)),
\]

where \( f_* \) is the Gysin homomorphism in real K-theory, and \( P \) is the Pontrjagin character (4.13).

The proof of this theorem is analogous to the proof of Theorem 4.17.

4.20. We apply the above assertions to the case where \( Y \) is a point. Then the Gysin homomorphism \( f_*: H^*(X; \mathbb{Q}) \rightarrow H^*(Y; \mathbb{Q}) \) maps \( H^i(X; \mathbb{Q}) \) to 0 if \( i \neq \text{Dim}(X) \), and is an isomorphism \( H^i(X; \mathbb{Q}) \cong H^0(Y; \mathbb{Q}) \cong \mathbb{Q} \) for \( p = \text{Dim}(X) \). In other words, \( f_*(z) \) is the value of the cohomology class \( z \) on the fundamental class of \( X \). Since up to isomorphism \( \text{Ch}: K(Y) \rightarrow H^0(Y; \mathbb{Q}) \) is the canonical inclusion of \( \mathbb{Z} \) in \( \mathbb{Q} \), we obtain the following integral theorem as a consequence of 4.17.

4.21. **Theorem** (Atiyah-Hirzebruch [1]). Let \( X \) be a compact differentiable manifold of even dimension, such that \( TX \) is provided with a stable spinorial structure with associated cohomology class \( d \in H^2(X; \mathbb{Z}) \). Then for each element \( x \) of \( K_{\mathbb{C}}(X) \), the value of \( e^{-4\pi^2 \text{Ch}(x)/\pi} \hat{A}(TX) \) on the fundamental class of \( X \) is an integer.

4.22. **Examples.** If \( X \) is a 4 dimensional manifold, and if we choose \( x = 1 \) then we find that \( \rho_1 - 3d^2 \) is divisible by 24. If \( X \) is a 6 dimensional manifold, we find that \( d^3 - d \rho_1 \) is divisible by 48. If \( X \) is an 8 dimensional manifold, we find that \( 15d^4 + 30\rho_1 d^2 + 7\rho_1^2 - 4\rho_2 \) is divisible by 5760, etc.

4.23. **Corollary.** Let \( X \) be a compact differentiable manifold of even dimension, such that \( TX \) is provided with a stable complex structure. Then for each element \( x \) of \( K_{\mathbb{C}}(X) \), the value of \( \text{ch}(x)/\pi \hat{A}(TX) \) on the fundamental class of \( X \) is an integer.

**Example.** Again, if we choose \( x = 1 \), the computations made in 4.5 show that some rational characteristic classes are integral. For example, if \( \text{Dim}(X) = 8 \), we find that the value of \( c_8 - 3c_2 c_1 - 3c_4^2 - 4c_2 c_2^2 + c_1^4 \) on the fundamental class of \( X \) is divisible by 720, where \( c_i \) are the Chern classes of \( TX \) (provided with its stable complex structure).

4.24. **Theorem** (cf. Hirzebruch [1]). Let \( X \) be a compact manifold of dimension \( 4 \mod 8 \), such that \( TX \) is provided with a spinorial structure (i.e. \( w_2(TX) = 0 \); cf. IV 4.20). Then for each element \( x \) of \( K_{\mathbb{R}}(X) \), the value of \( P(x)/\hat{A}(TX) \) on the fundamental class of \( X \) is an even integer.

**Proof.** We apply Theorem 4.19 to the constant map from \( X \) to \( S^4 \). Then the Pontrjagin character \( P: K_{\mathbb{R}}(S^4) \rightarrow H^*(S^4; \mathbb{Q}) \) isomorphically maps \( K_{\mathbb{R}}(S^4) \) onto \( 2H^*(S^4; \mathbb{Z}) = 2\mathbb{Z} \subset \mathbb{Q} = H^*(S^4; \mathbb{Q}) \), since \( \text{Ch} \) isomorphically maps \( K_{\mathbb{C}}(S^4) \) onto...
$H^*(S^4; \mathbb{Z})$ \((3.25)\), and since the complexification homomorphism $K_\mathbb{R}(S^4) \cong \mathbb{Z}$ is multiplication by 2 \((11.5.20)\). On the other hand, $f^\mathbb{R}_\alpha$ may be factored into $\beta \varphi$, where $\alpha: X \to \text{Point}$ and $\beta: \text{Point} \to S^4$. Since $\beta_\mathbb{R}$ is an isomorphism from $H^*(\text{Point})$ to $H^*(S^4)$, the expression $f^\mathbb{R}_\alpha(p(x) A(v_j))$ is actually the value of $p(x)/A(TX)$ on the fundamental class of $X$ when we identify $H^*(S^4)$ with $\mathbb{Z}$.

\textbf{Example.} Let $X$ be of dimension 4. Then the value of $\varphi$ is divisible by 48 if $w_2(TX) = 0$ (note that $\varphi_1(TX)$ is in general divisible by 24 if $w_2(TX)$ arises from an integral class; cf. IV.4.20 and IV.4.25). Similarly, if $X$ is of dimension 8 and again $w_3(TX) = 0$, then the value of $4p_1 - 3p_2$ is divisible by 11520, etc. Here the $\varphi_i$ refer to the Pontrjagin classes of the tangent bundle.

\textbf{Remark.} The use of spinor or spinorial conditions may be avoided by considering the theory $K_\mathbb{Z}(X) \otimes \mathbb{Z}[1/2]$ (cf. IV.8.13). We leave as an example for the reader, the fact that up to a power of 2, the reduced Atiyah-Hirzebruch class of any oriented manifold, evaluated on the fundamental class, is an integer. For example, if $X$ is of dimension 4 (resp. 8), the value of $p_1$ (resp. $7p_1^2 - 4p_2$) on the fundamental class is divisible by 3 (resp. 45), etc.

In differential topology it is well known that the Pontrjagin classes of a manifold are not homotopy invariant. However, with the preceding method, we can prove that suitable classes are invariant mod $m$. More precisely, let $p_i$ denote the Pontrjagin classes considered in the quotient group $H^*(X; \mathbb{Z})/T^*(X)$, where $T^*(X)$ is the torsion subgroup of $H^*(X; \mathbb{Z})$. If $f: X \to Y$ is a homotopy equivalence, we have $p_j(v_f) = f^*(p_j(TY)) + p_j(TX)^{-1})$. Since $v_f$ is spinorial, we have $A(v_f) \in P(K_\mathbb{Z}(X))$ by Theorem 5.24. Here is an application:

\textbf{Theorem [Hirzebruch [1]].} Let $X$ be a compact manifold and let $TX$ be its tangent bundle. Then the image of $p_1(TX)$ in the quotient group $H^4(X; \mathbb{Z})/T^*(X)$ is homotopy invariant mod 24. If $H^2(X; \mathbb{Z}/2) = 0$, then the image is invariant mod 48.

\textbf{To conclude this section we give a final application of the Riemann-Roch theorem. Consider a differentiable fibration between compact manifolds:}

$$E \xrightarrow{\pi} B$$

with fiber $F$, a compact manifold of even dimension. We assume that $TF$ and $TB$ (hence $v_J$) are provided with spinorial structures.

\textbf{Theorem [Atiyah-Hirzebruch [3]].} Let us denote the class $e^{\chi(F)} A(TF)$ evaluated on the fundamental class of $F$ by $\chi(F)$. Then the composition $\chi(F) \circ \varphi$ is the $K_\mathbb{R}(B)$-module homomorphism defined by multiplication with an element of $K_\mathbb{R}(B)$. This element may be written as $\varphi(F)$, where $\varphi \in K_\mathbb{R}(B)$. In particular, if $B$ is connected and if $\varphi(F) = 1$, then the homomorphism $\chi: K_\mathbb{R}(B) \to K_\mathbb{R}(E)$ is injective.
Proof. Since \( \pi^* \) and \( \pi_* \) are \( K_\ell(B) \)-module homomorphisms, \( \pi^* \pi_* \) is well-defined as multiplication by an element \( x \) of \( K_\ell(B) \). To find the desired expression of \( x \), we use the commutative diagrams

\[
\begin{array}{ccc}
K_\ell(B) & \xrightarrow{\pi^*} & K_\ell(E) \\
\downarrow & & \downarrow \\
K_\ell(P) & \xrightarrow{\tau \cdot \pi^*} & K_\ell(F)
\end{array}
\quad
\begin{array}{ccc}
K_\ell(E) & \xrightarrow{\pi_*} & K_\ell(B) \\
\downarrow & & \downarrow \\
K_\ell(F) & \xrightarrow{\tau \cdot \pi_*} & K_\ell(P)
\end{array}
\]

where \( P \) denotes a point. Now we need only prove the theorem for the case where \( B \) is a point; but this follows directly from the definition of the Atiyah-Hirzebruch class. \( \square \)

4.31. Examples. The reader can verify that the flag manifolds and complex projective spaces are examples of manifolds \( F \) such that \( \alpha(F) = \pm 1 \). This gives an a posteriori reason for the splitting principle in complex \( K \)-theory.

5. Applications of \( K \)-Theory to Stable Homotopy

5.1. Let \( E \) be a vector bundle with compact base \( X \). Up to homotopy we may associate a metric with \( E \) (cf. 1.8.5), hence a sphere bundle \( S(E) \). If \( E' \) is another vector bundle, then the sphere bundles \( S(E) \) and \( S(E') \) are said to be fiber homotopy equivalent if there exists a continuous map \( f : S(E) \to S(E') \), which makes the diagram

\[
\begin{array}{ccc}
S(E) & \xrightarrow{f} & S(E') \\
\downarrow & & \downarrow \\
X & & X
\end{array}
\]

commutative, and such that for each point \( x \) of \( X \), the map \( f_x : S(E_x) \to S(E'_x) \) is a homotopy equivalence. According to a theorem of Dold-Lashof [1], the relation thus defined between \( E \) and \( E' \) is an equivalence relation; however, we do not use this result here. If we let \( \mathcal{I}(X) \) denote the quotient of \( \mathcal{A}(X) \) by the equivalence relation generated by this relation, we see that \( \mathcal{I}(X) \) is an abelian monoid with respect to the Whitney sum of vector bundles. More precisely, \( S(E \oplus F) \) may be identified with the quotient of \( S(E) \times S(F) \times I \) by the relation \( (x, y, 0) \sim (x', y, 0) \) and \( (x, y, 1) \sim (x, y', 1) \). Hence, if \( S(E) \sim S(E') \) and \( S(F) \sim S(F') \), we have \( S(E \oplus F) \sim S(E' \oplus F') \). The symmetrization of \( \mathcal{I}(X) \) is denoted by \( \mathcal{J}(\mathcal{I}) \); it is a quotient of \( K_\ell(X) \) (cf. Atiyah [1]).

5.2. Certain observations about the group \( K_\ell(X) \) may be repeated for the group \( \mathcal{J}(X) \). For example, if \( X \) is connected we have \( \mathcal{J}(X) \approx \mathcal{J}(1) \).
denotes the quotient of \( \Gamma(X) \) by the equivalence relation generated by stable fiber homotopy type; i.e. \( S(E) \) is stably equivalent to \( S(E') \) if \( S(E \oplus n) \) is equivalent to \( S(E' \oplus n') \) for some \( n \) and \( n' \). Then \( J(X) \approx \text{inj} \lim \Gamma_{\mu}(X) \) where \( \Gamma_{\mu}(X) \) is the subset of \( \Gamma(X) \) generated by bundles \( S(E) \), where \( E \) has rank \( p \).

5.3. Let us choose a base point \( y_0 \) in a compact space \( Y \), and let us denote by \( H(p) \) the space of homotopy equivalences from \( S^p \) to \( S^{p-1} \). Let \([Y, O(p)]\) (resp. \([Y, H(p)]\)) be the set of homotopy classes of maps \( f: Y \to O(p) \) (resp. \( f: Y \to H(p) \)) such that \( f(y_0) = 1 \). Let \( X = SY \) be the suspension of \( Y \). By computations made in 1.3.9, the set \( \Phi(X) \) may be identified with the quotient of \([Y, O(p)]\) by the action of \( \mathbb{Z}/2 \approx \pi_0(O(p)) \). Let \([Y, O(p)]\) (resp. \([Y, H(p)]\)) denote the quotient of \([Y, O(p)]\) (resp. \([Y, H(p)]\)) by the action of \( \pi_0(O(p)) \) (resp. \( \pi_0(H(p)) \)). This last action is defined by \( (a, f) \mapsto af^{-1} \), where \( a^{-1} \) is the homotopy inverse of \( a \).

If \( S(E) \) is the sphere bundle associated with a vector bundle \( E \) over \( SY \), then \( S(E) \) defines an element of \([Y, O(p)]\), hence an element of \([Y, H(p)]\).

5.4. Proposition. Let \( E \) and \( E' \) be vector bundles of rank \( p \) over \( SY \), such that the sphere bundles \( S(E) \) and \( S(E') \) are homotopy equivalent. Then they define the same class in \([Y, H(p)]\). Moreover, the map

\[
\Gamma_{\mu}(SY) \to [Y, H(p)]
\]

thus defined, is injective (but not surjective in general).

Proof. Let us denote the upper hemisphere (resp. lower hemisphere) of \( SY \) by \( S^+Y \) (resp. \( S^-Y \)). Then the vector bundle \( E \) (resp. \( E' \)) is obtained by gluing together the trivial bundles \( E_1 = S^+Y \times \mathbb{R}^p \) and \( E_2 = S^-Y \times \mathbb{R}^p \), using a “transition function” \( f: Y \to O(p) \) (resp. \( f': Y \to O(p) \)) such that \( f(y_0) = 1 \) (resp. \( f'(y_0) = 1 \)). If \( S(E) \) and \( S(E') \) are homotopy equivalent, then we have a commutative diagram, analogous to the one considered in 1.3.9,

\[
\begin{array}{ccc}
S(E) & \xrightarrow{\alpha} & S(E) \\
\downarrow f' \downarrow & & \downarrow f' \\
S(E') & \xrightarrow{\alpha'} & S(E')
\end{array}
\]

where the dotted arrows are only defined over \( Y \), and where \( \alpha \) and \( \alpha' \) are fiber homotopy equivalences. From this diagram we see that \( f \) is homotopic to \( \lambda \mu' \) (where \( \lambda, \mu \in H(p) \)) as maps from \( Y \) to \( H(p) \). Therefore the classes of \( f \) and \( f' \) in \([Y, H(p)]\) are equal, and the map \( \Gamma_{\mu}(SY) \to [Y, H(p)] \) is well-defined.

Now we prove that this map is injective. Assume that \( f \) and \( f' \) are maps from \( Y \) to \( O(p) \) which define the same class in \([Y, H(p)]\). If \( E \) and \( E' \) are the associated vector bundles, we define a fiber map from \( S(E) \) to \( S(E') \) by the same diagram as above, where \( \alpha' = 1d \), and \( \alpha \) is defined using the homotopy of \( f^{-1}f' \) to the identity

\[\text{It can be proved that } \pi_0(H(p)) \approx \pi_0(O(p)) \approx \mathbb{Z}/2, \text{ but we do not need this result here.}\]
within the homotopy equivalences of \( S^{p-1} \) (cf. 1.3.9). By its construction, this map is a fiber homotopy equivalence. □

5.5. Proposition. Let \( H = \text{inj lim} \ H(p) \), and let \( [Y, H] \)' be the set of homotopy classes of maps \( f \) from \( Y \) to \( H \), such that \( f(y_0) = 1 \). Then \( [Y, H]' = \text{inj lim} \ [Y, H(p)]' = \text{inj lim} \ [Y, H(p)]'' \). In particular, \( \tilde{f} \) is a subset of \( \tilde{[Y, H]} \).

Proof. It suffices to prove that the action of \( \pi_0(\text{hom}(p)) \) on \( [X, H(2p)]' \) is trivial. If \( a \) and \( b \) are homotopy equivalences from \( S^{p-1} \) to itself, then the pair \((a, b)\) defines a homotopy equivalence from \( S^{p-1} \times S^{p-1} = S^{2p-1} \) to itself\(^8\), which we denote by \( \theta_{a,b} \). Then \( \theta_{a,b} = \theta_{b,a} \), \( \theta_{a,1} = \theta_{1,a} \), and \( \theta_{a,1} \) is homotopic to \( \theta_{1,a} \) (use a rotation of \( S^{2p-1} \) which switches the two \( S^{p-1} \) factors). Therefore \( \theta_{a,1} \) is homotopic to \( \theta_{b,1} \). Now if \( f: Y \to H(p) \) is a continuous map such that \( f(y_0) = 1 \), if \( a \in H(p) \) and if \( a' \in H(p) \) is a representative of the inverse homotopy equivalence to \( a \), then \( \theta_{a',f,y_0} \) is homotopic to \( \theta_{a',f,y_0} = \theta_{a',a} \theta_{f,y_0,1} \theta_{a',a'} \sim \theta_{f,y_0,1} \) in a continuous fashion. □

5.6. Let \( H_+(p) \) (resp. \( H_-(p) \)) be the subset of \( H(p) \) consisting of homotopy equivalences which are homotopic to \( \text{Id}_{S^{p-1}} \) (resp. homotopic to the map \((x_1, \ldots, x_p) \mapsto (x_1, \ldots, -x_p))\). We let \( H_0(p) \) denote the set of continuous maps from \( S^{p-1} \) to \( S^{p-1} \), which are homotopic to the constant map. Finally, we let \( H^n_0(p) \) (for \( n = 0, 1, \) or \(-1\)) denote the subset of \( H_n(p) \), consisting of maps \( \sigma \) such that \( \sigma(e) = e \), where \( e \) is the base point of \( S^{p-1} \). In fact, \( H_0^n(p) \) is the fiber of a Hurewicz fibration

\[
\begin{array}{c}
H_0^n(p) \\
\downarrow \quad \downarrow \quad \downarrow \\
H_0(n) \\
\downarrow \quad \downarrow \quad \downarrow \\
S^{p-1}
\end{array}
\]

where \( \tau(\sigma) = \sigma(e) \). In particular, for any space \( Y \) with base point we have the following "exact sequence" of pointed sets

\[
[Y, \Omega S^{p-1}] \longrightarrow [Y, H_0^n(p)] \longrightarrow [Y, H_0(p)] \longrightarrow [Y, S^{p-1}].
\]

If we define \( H_0^n(p) = \text{inj lim} \ H_0^n(p) \), we have \( [Y, H_0^n(p)] \cong \pi_n Y \), since \( S^{p-1} \) is contractible in \( S^p \). In particular, \( [Y, H_0] \cong [Y, H_0(p)] \cong \text{inj lim} \ [Y, H_0^n(p)] \).

5.7. Let \( c: S^{p-1} \to S^{p-1} \vee S^{p-1} \) be the continuous map which sends \( S^{p-2} \) into the base point of \( S^{p-1} \).
This map defines two continuous maps,

\[ \alpha : H^0_\text{c}(\rho) \times H^0_\text{c}(\rho) \to H^0_\text{c}(\rho) \quad \text{and} \quad \beta : H^0_\text{c}(\rho) \times H^1_\text{c}(\rho) \to H^0_\text{c}(\rho). \]

If \( a \in H^0_\text{c}(\rho) \) and \( b \in H^0_\text{c}(\rho) \), then elementary deformation arguments show that the maps \( x \mapsto \alpha(x, a) \) and \( y \mapsto \beta(y, b) \) define homotopy equivalences, inverse to each other, between \( H^0_\text{c}(\rho) \) and \( H^0_\text{c}(\rho) \). Since \([Y, H^0_\text{c}(\rho)] \cong [S^{p-1} \wedge S^{p-1}]\) we obtain the following theorem.

5.8. Theorem. Let \( Y \) be an arcwise connected compact space. Then, via the maps defined above, \( J(SY) \) may be identified with a subgroup of \( \text{inj lim}[S^{p-1} \wedge Y, S^{p-1}] \).
In particular, \( \overline{J}(S^n) \cong \overline{J}(S^{n+1}) \) is isomorphic to a subgroup of

\[ \pi_{p-1} \text{- inj lim } \pi_{p-1}(S^n). \]

5.9. The observations above provide the motivation for a systematic study of the groups \( J(X) \) in general. The purpose of the next few paragraphs is to give a lower bound \( J'(X) \) of the group \( J(X) \). By "lower bound" we mean the existence of an epimorphism \( J(X) \to J'(X) \). This group \( J'(X) \) will be effectively computable in terms of \( K \)-theory.

More precisely, let \( T(X) \) denote the subgroup of \( K_0(X) \) generated by elements of the form \([E] - n\), where \( E \) is a vector bundle of rank \( n \) such that \( S(E) \) is trivial
stable fiber homotopy type. It is clear that \( J(X) = K_0(X)/T(X) \).

It is possible to prove (we use this result without proof) that the obstruction to lifting the structural group of a vector bundle to the group \( \text{Spin}(n) \) depends only on the fiber homotopy type of \( S(E) \), and that if this lifting is not possible then the fiber homotopy type is not trivial\(^1\). In other words, \( T(X) \subset T(X) \), where \( T(X) \) denotes the set of elements of the form \([E] - n\), where \( E \) is a vector bundle of rank \( n = 8k \), which is provided with a spinorial structure.

Now let \( T'(X) \) be the subgroup of \( T(X) \) consisting of elements of the form \( x = [E] - n \), such that for each \( k \), \( \rho^k(x) = \psi^k(1 + y)/1 + y \), where \( y \in K_n(X) \) independent of \( k \). Of course, the definition of \( \rho^k \) implicitly assumes the choice of a Thom isomorphism \( \psi : K_n(X) \to K_n(E) \). But, as was pointed out in IV.7,29, if \( \sigma \) and \( \sigma' \) are two Thom isomorphisms, then the classes \( (\sigma - 1 \psi \sigma')(1) \) and \( (\psi - 1 \psi \sigma')(1) \) differ only by a multiplicative factor of the form \( \psi'(1 + y)/1 + y \), where \( y \in K_n(X) \). The inclusion \( T(X) \subset T'(X) \), which was proved in 2.5, induces an epimorphism \( J(X) \to J'(X) \), where \( J'(X) = K(X)/T'(X) \).

5.10. Example. If \( X = RP_{n-1} \), then the computations in 2.7 show that \( J(X) = J'(X) = K_n(X) = \mathbb{Z} \oplus \mathbb{Z}/2 \mathbb{Z} \).

---

\(^1\) This result follows from the theory of Stiefel-Whitney classes (cf. Thom [1] and Milnor-Stasheff [1]). However, if \( X \) is a sphere \( S^n \) with \( r > 2 \), then it is easy to prove that \( E \) may be provided with a spinorial structure by considering the homotopy exact sequence associated with the fibration

\[ \mathbb{Z}/2 \to \text{Spin}(n) \to \text{SO}(n) \]

and by describing the oriented bundles over \( S^n \) with \( \pi_{n-1}(\text{SO}(n)) \).
5.11. In order to make explicit computations, we use cohomological methods. The following proposition is a step in this direction.

5.12. Proposition. Let \( E \) be a complex vector bundle of rank \( n \). Then \( \text{Ch}(\rho^k_*(\xi)) = k^n \psi^k_*(\tau(E))/\tau(E) \) where \( \tau(E) \) is the Todd class of \( E \) (cf. 4.5).

Proof. By the splitting principle, it suffices to verify the proposition for the case where \( E \) is a line bundle. In this case \( \rho^k_*(\xi) = 1 + E + \cdots + L^{k-1} \), and \( \text{Ch}(\rho_*(\xi)) = 1 + e^{-x} + \cdots + e^{-(k-1)x} \), where \( x = \psi_*(E) \). On the other hand,

\[
k\psi^k_*(\tau(E))/\tau(E) = k\psi^k_*(\text{Log}(1 - e^{-x})) = k\text{Log}(1 - e^{-x}) + k\text{Log}(1 - e^{-kx}) + \cdots + k\text{Log}(1 - e^{-kx}) = 1 + e^{-x} + \cdots + e^{-(k-1)x}.
\]

\( \square \)

5.13. Recall that the Bernoulli numbers \( B_s \) are defined from the series

\[
x/1 - e^{-x} = \sum_{s=0}^{\infty} B_s x^s / s!.
\]

by the formula \( B_s = (-1)^{s-1} \beta_{2s} \) (note that \( B_{2s+1} = 0 \) for \( s > 0 \)).

5.14. Lemma. Let \( \sum_{i=1}^{\infty} a_i x^i / i! \) be the series expansion of the function \( \text{Log}(1 - e^{-x}) / x \).

Then \( x_i = \beta_{2i} / i! \) for \( i > 1 \).

Proof. Derive the series expansion of the function \( \text{Log}(1 - e^{-x}) / x \).

\( \square \)

5.15. Proposition. For each element \( x \) of \( K_*(X) \), we have the formula

\[
\text{Log}(\tau(x)) = \sum_{s=0}^{\infty} (-1)^s x_s \text{Ch}_s(x)
\]

where \( \tau(x) \) is the Todd class of \( x \), where \( \text{Ch}_s(x) \in H^{2s}(X; \mathbb{Q}) \) is the component of degree \( 2s \) of \( \text{Ch}(x) \), and where \( x_0 = 1/2 \), \( x_{2s+1} = 0 \) for \( s > 0 \), and \( x_{2s} = (-1)^{s-1} B_{2s} / 2s \).

Proof. This is an immediate consequence of the splitting principle and the observations above. \( \square \)

5.16. Theorem. Let \( x = E - n \) be an element of \( K_*(X) \) where \( \text{rank}(E) = n \). If the class of \( x \) is 0 in the group \( J(X) \), then there exists an element \( y \in K_p(X) \), such that

\[
\sum_{i=1}^{\infty} \frac{x_i}{i} \text{Ch}_i(x) = \text{Log}(\text{Ch}(1 + cy)). \tag{1}
\]
If \( X = SY \), then this condition may be simply written as

\[
\frac{a_j}{2} Ch_j(cx) = Ch_j(cy).
\]

Finally, if \( K_b(X) \) has no torsion, then condition (1) supplies a necessary and sufficient condition for \( x \in T^*(X) \).

**Proof.** Let us write the equation \( \rho^{\circ}_X(x) = \psi^{\circ}_X(1 + y)/1 + y \), where \( y \in K_b(X) \). By IV.7.28, we have the formula \( c(\rho^{\circ}_X(x))^2 = \rho^{\circ}_X(cx) = \psi^{\circ}_X(l + cy)^2/(l + cy)^2 \). Therefore \( Ch(\rho^{\circ}_X(cx)) = \psi_{\alpha_i}(\tau(cx))/\tau(cx) = \psi_{\alpha_i}(Ch(l + cy)^2)/Ch(l + cy)^2 \), or

\[
\psi_{\alpha_i} \left( \frac{\tau(cx)}{Ch(l + cy)^2} \right) = \frac{\tau(cx)}{Ch(l + cy)^2}
\]

by 4.12. Since the only invariant elements of \( H^{\ast\ast H}(X; \mathbb{Q}) \) under \( \psi_{\alpha_i} \) are the constants, we see that

\[
\tau(cx) = Ch(l + cy)^2.
\]

If we apply the logarithm function to both sides of this equation, we obtain

\[
\sum_{i=1}^n \frac{a_i}{2} Ch_i(cx) = \log(Ch(l + cy))
\]

as desired.

If \( X = SY \), all cup-products in cohomology are 0. Hence \( \log(Ch(l + cy)) = \log(1 + Ch(cy)) = Ch(cy) \), and \( \frac{a_j}{2} Ch_j(cx) = Ch_j(cy) \). \( \square \)

**5.17. Theorem.** Let \( d_n \) be the denominator of \( B_n/4n \), where \( B_n \) is the \( n \)th Bernoulli number (cf. 5.13). Then \( J(S^{4n}) \) is cyclic of order \( d_n \), and thus we have an epimorphism \( J(S^{4n}) \to \mathbb{Z}/d_n \mathbb{Z} \). In particular, \( \pi_{4n-1} \) has a subquotient, i.e. a quotient of a subgroup, isomorphic to \( \mathbb{Z}/d_n \mathbb{Z} \).

**Proof.** We apply Theorem 5.16 to the case \( X = S^{4n} \). Then the condition \( \frac{a_j}{2} Ch_j(cx) = Ch_j(cy) \) is simply \( \left( \frac{a_j}{2} \right) x = y \), or equivalently \( \left( \frac{B_n}{4n} \right) x = y \), which is equivalent to \( x \) being divisible by \( d_n \). \( \square \)

**5.18. Examples.** Here is a short table of Bernoulli numbers. From this table we obtain, for instance, that \( |B_{11}| > 16 \, 230 \).
5.19. To conclude this section, we briefly show how \( K \)-theory may be used in homotopy theory from another point of view. Let \( f : X \to S^{2p} \) be a continuous map such that the induced homomorphism \( \tilde{K}^*(S^{2p}) \to \tilde{K}^*(X) \) is zero (here \( K \) denotes complex \( K \)-theory \( K_0 \)). Then we consider the Puppe sequence of \( f \) (II.3.29)

\[
X \xrightarrow{f} S^{2p} \xrightarrow{i} C_f \xrightarrow{1} X Y \xrightarrow{1} S^{2p+1},
\]
and see that \( \tilde{K}(C_f) \cong \mathbb{Z} \oplus \tilde{K}(SX) \) (compare with 1.3). If \( x \) is an element of \( \tilde{K}(C_f) \) such that \( i^*(x) = \beta_{2p} \), generator of \( \tilde{K}(S^{2p}) \), then \( \psi^k(x) \) may be written in the form 

\[
k^*x + j^*(a_k),
\]
where \( a_k \) is an element of \( \tilde{K}(SX) \). If we replace \( x \) by \( x + j^*(y) \) then we see that \( a_k \) is transformed into \( a_k + (\psi^k-k^*)(y) \). Hence the class of \( a_k \) in \( \tilde{K}(SX) \) is well-defined modulo the subgroup \( (\psi^k-k^*)(\tilde{K}(SX)) \), and depends only on the homotopy class of \( f \). This provides an invariant of the homotopy class of \( f \).

In fact, the classes \( a_k \) are not independent of each other, since the relation 

\[
\psi^k \psi^l = \psi^l \psi^k \quad \text{(cf. IV.7.15)}
\]
implies \( (\psi^l - l^*)(a_k) = (\psi^k - k^*)(a_l) \). If \( H^{2p-1}(X; \mathbb{Q}) = 0 \), then \( \psi^k - k^* \) and \( \psi^l - l^* \) are isomorphisms modulo torsion in \( \tilde{K}(SX) \) (cf. 3.25 and 3.27). Hence \( (\psi^k - k^*)^{-1}(a_k) = (\psi^l - l^*)^{-1}(a_l) \) is a well-defined element of \( \tilde{K}(SX) \otimes \mathbb{Q}/\mathbb{Z} \) independent of \( k \). When \( X \) is an odd dimensional sphere, this invariant has been studied, notably by J. F. Adams. It has been used to prove that \( J(S^{4n}) = J(S^{4n+1}) \), which implies that \( \mathbb{Z}/4\mathbb{Z} \) is a direct factor of \( \pi_{4n-1}^s \).

6. Historical Note

The problem of finding maps between spheres of odd Hopf invariant was a long outstanding problem in topology (cf. appendix in Steenrod [1]). The complete solution was first given by Adams using secondary cohomology operations. Indeed he showed that there is no map of odd Hopf invariant between \( S^{2n-1} \) and \( S^n \) unless
This implies that the only spheres which may be provided with an H-space structure are the classical examples $S^1$, $S^3$ and $S^7$. Another proof of these results was found by Adams and Atiyah [1]. This proof relies on K-theory, and is much simpler than the first. It is reproduced here with some minor modifications due to Husemoller [1].

The vector field problem on the sphere was also solved by Adams [1] using secondary operations, and later on, using K-theory. His proof relied on the earlier work of James [1] and Atiyah [1]. The proof presented here is based on the same ideas, but with a notable simplification due to Woodward [1].

Characteristic classes have some history, beginning with the work of Chern, Pontrjagin, Stiefel, and Whitney (see the preface of the Milnor-Stasheff book [1]). Sections 3 and 4 present those aspects of this theory which are connected with the subject of this book. These aspects are essential in the application of K-theory to integrality theorems (Hirzebruch [2], Borel-Hirzebruch [1], Atiyah-Hirzebruch [1]). These integrality theorems are intimately connected with the Atiyah-Singer index theorem [2].

Section 5 only provides a sketch of some potential applications of K-theory to stable homotopy. More complete results are found in Adams [2].
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