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Introduction

The present notes cover 50% of the material presented in a course given jointly
with Guy Henniart during the special semester “Formes Automorphes”, held at
the Institut Henri Poincaré in Paris between February and June 2000, as well as
a little more material I didn’t have time to present. The purpose of the course
was to explain two proofs of the local Langlands conjecture for p-adic fields, due
respectively to Richard Taylor and myself [HT], and to Henniart [He5]. My lectures
were naturally concerned with [HT], the main burden of which is to construct a
candidate for a local Langlands correspondence, and to prove that this putative
correspondence is (nearly) compatible with the global correspondence realized on
the cohomology of certain specific Shimura varieties. The techniques applied de-
rive mainly from arithmetic algebraic geometry: we study the bad reduction of the
Shimura varieties in question by interpreting them locally/infinitesimally as for-
mal deformation spaces for p-divisible groups with additional structure of a kind
already studied by Drinfel’d. This yields a stratification of the special fiber, with
particularly nice properties, in terms of p-rank of the universal p-divisible group.
The cohomology of the Shimura varieties is then calculated by means of vanishing
cycles on the bad special fiber. Thanks to Berkovich’s work on étale cohomology
of (rigid) analytic spaces, the vanishing cycles can be computed infinitesimally,
which permits determination of their stalks in terms of certain universal represen-
tation spaces. An extension, to our situation of bad reduction, of the trace formula
techniques perfected by Langlands and Kottwitz for calculating zeta functions of
Shimura varieties at places of good reduction, provides the necessary compatibility
of local and global correspondences.

My goal in the course was to present a self-contained account of the main results
of [HT]. In so doing, I chose to sacrifice the description of the global structure of
the strata in the special fiber, and of the vanishing cycles sheaves on the strata,
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2 MICHAEL HARRIS

in the first place because this would have been impossible in the eight three-hour
sessions available, but also because no such description seemed likely to be available
for other Shimura varieties.1 My presentation therefore diverged from that of [HT],
in that I studied the vanishing cycles by means of formal completions along points
in the special fiber, following the approach of Rapoport and Zink in [RZ], rather
than along the strata. This was nearly successful: the geometric material was
covered in detail, but I ran out of time and was unable to do justice to the detailed
comparison of trace formulas. This was just as well, because I did not find a
satisfactory approach to the latter – an approach likely to extend to other groups –
until long after the semester had ended and all the visitors had gone home.2 This
is the approach presented in the present notes.

We introduce the notation that will be used throughout these notes. Let p be a
rational prime number. For any finite extension K of Qp and any positive integer
n, we let A(n,K) denote the set of equivalence classes of irreducible admissible
representations of GL(n,K), A0(n,K) the subset of supercuspidal representations.
Let G(n,K) denote the set of equivalence classes of n-dimensional complex repre-
sentations of the Weil-Deligne group WDK on which Frobenius acts semisimply,
G0(n,K) the subset of irreducible representations. We will frequently write Gn for
GL(n).

A local Langlands correspondence for p-adic fields is the following collection of
data:

(0.1) For every p-adic field and integer n ≥ 1, a bijection π → σ(π) between
A(n,K) and G(n,K) that identifies A0(n,K) with G0(n,K).

(0.2) Let χ be a character of K×, which we identify with a character of WDK via
the reciprocity isomorphism of local class field theory. Then σ(π⊗χ◦det) =
σ(π) ⊗ χ. In particular, when n = 1, the bijection is given by local class
field theory.

(0.3) If π ∈ A(n,K) with central character ξπ ∈ A(1,K), then ξπ = det(σ(π)).
(0.4) σ(π∨) = σ(π)∨, where ∨ denotes contragredient.
(0.5) Let α : K → K1 be an isomorphism of local fields. Then α induces bijec-

tions A(n,K) → A(n,K1) and G(n,K) → G(n,K1) for all n, and we have
σ(α(π)) = α(σ(π)). In particular, if K is a Galois extension of a subfield
K0, then the bijection σ respects the Gal(K/K0)-actions on both sides.

(0.6) Let K ′/K denote a cyclic extension of prime degree d. Let BC : A(n,K)→
A(n,K ′) and AI : A(n,K ′)→ A(nd,K ′) denote the local base change and
automorphic induction maps [AC,HH]. Let π ∈ A(n,K), π′ ∈ A(n,K ′).
Then

(0.6.1) σ(BC(π)) = σ(π)|WDK′

(0.6.2) σ(AI(π′)) = IndK′/Kσ(π′),

where IndK′/K denotes induction from WDK′ to WDK .
Let n and m be positive integers, π ∈ A(n,K), π′ ∈ A(m,K). Then

(0.7) L(s, π ⊗ π′) = L(s, σ(π)⊗ σ(π′)).
(0.8) For any additive character ψ of K, ε(s, π ⊗ π′, ψ) = ε(s, σ(π)⊗ σ(π′), ψ).

1In the meantime, Elena Mantovan’s Harvard Ph.D. thesis [Ma] has revealed this expectation

to be unduly pessimistic.
2To be honest, talking to the visitors was much more interesting than perfecting the final stages

of the argument.
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Here the terms on the left of (0.7) and (0.8) are as in [JPSS,Sh] and are compatible
with the global functional equation for Rankin-Selberg L-functions. The right-hand
terms are given by Artin and Weil (for (0.7)) and Langlands and Deligne (for (0.8))
and are compatible with the functional equation of L-functions of representations
of the global Weil group. In particular both sides have Artin conductors and (0.8)
implies that a(σ(π)) = a(π).

The local Langlands conjecture, established in [HT] and in [He5], is the asser-
tion that a local Langlands correspondence exists. The existence of some family of
bijections A(n,K)↔ G(n,K), identifying A0(n,K) with G0(n,K), preserving con-
ductors and satisfying weakened versions of properties (0.2)-(0.5), had been proved
by Henniart a number of years before [He2]. Henniart’s main tools are a count-
ing argument for local fields of positive characteristic, based on Laumon’s theory
of the `-adic Fourier transform (the subsets of A0(n,K) and G0(n,K) with fixed
conductor are finite) and an “approximation” of local fields of characteristic zero
by local fields of positive characteristic. The properties established in [He2] do not
suffice to characterize the correspondence uniquely. However, another theorem of
Henniart ([He4]; cf. (A.2.5), below) guarantees that properties (0.1)-(0.8) do suffice
to determine a unique correspondence.3 Nevertheless, the “numerical local Lang-
lands correspondence” of [He2] is a necessary ingredient of all proofs to date of the
local Langlands correspondence in mixed characteristic. In the present notes, it is
invoked in (5.3).4

The notes are divided into eight more or less fictitious lectures, following my
original plan which proved too ambitious; even the first seven lectures did not fit in
the time allotted. The first lecture covers the arguments common to [HT] and [He5]:
the construction of special families of cohomological automorphic representations
of GL(n) of CM fields, corresponding to certain cases of non-Galois automorphic
induction of Hecke characters. These arguments are mostly taken from [H2], which
uses these special automorphic representations to reduce the local Langlands con-
jecture – more precisely, property (0.8), the others being established by geometric
means – to the local/global compatibility, asserted as Main Theorem 1.3.6.

The next three lectures present an attenuated version of the geometric part of
[HT]. The main object of these notes is the Shimura variety attached to the unitary
(similitude) group G of a division algebra of dimension n2 over a CM field F ,
with involution of the second kind fixing the real subfield F+ of F . As complex
analytic varieties, they are compact quotients of the unit ball of dimension n − 1.
Lecture 2 introduces these Shimura varieties as moduli spaces of abelian varieties
with PEL type. Their regular integral models in ramified level, over a p-adic place
w of F split over F+, are defined by means of Drinfel’d bases. The main properties
of the latter are recalled in Lecture 3, which also carries out the thankless task of
explaining how Hecke operators act on Drinfel’d bases. The stratification by p-rank
of the special fiber at a split place is defined in Lecture 4: it is shown that there

3Of course the local Langlands conjecture is originally due to Langlands! The form presented
here became standard after it was understood that conditions (0.7) and (0.8) for m = 1 do not

suffice to characterize the correspondence.
4In his IHP lectures, Henniart replaced the counting argument in positive characteristic by

a reference to Lafforgue’s theorem which establishes the global Langlands correspondence for

function fields, with the local Langlands correspondence in positive characteristic as a corollary.
The original proof [LRS] of the local Langlands correspondence in positive characteristic used

[He2].
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is one stratum, a union of locally closed smooth subvarieties, in each dimension
h = 0, 1, . . . , n− 1. Infinitesimal uniformization, as in [RZ], is then combined with
the results of Berkovich to show that the stalks of the vanishing cycles sheaves
are constant along strata, and are isomorphic on the h-dimensional stratum to a
standard space Φn−h with canonical action of GL(n− h, Fw)× Jn−h, where Jn−h
is a specific anisotropic inner form of GL(n− h) over Fw.

In Lecture 4, the course begins to diverge from [HT]. In the first place, we work
directly with the strata, rather than with the Igusa varieties of the first kind of
[HT]. These are modular varieties defined (in characteristic p) independently of the
Shimura variety. The Igusa variety of the first kind is isomorphic as ringed space
to the stratum, but not as a scheme over the (finite) base field. More importantly,
we do not introduce the Igusa varieties of the second kind. These are pro-étale
covers of the Igusa varieties of the first kind – for the h-dimensional stratum, the
covering group is the maximal compact subgroup of Jn−h – and their existence is
combined in [HT] with a theorem of Berkovich to prove that the vanishing cycle
sheaves are locally constant along the strata. Igusa varieties were first defined for
the special fibers of integral models of elliptic modular curves, and were studied in
detail in the book of Katz and Mazur [KM]. Their properties have been at the heart
of many of the most important developments of arithmetic algebraic geometry of
the last 30 years. It is likely that the more general Igusa varieties described in [HT],
and their generalizations constructed by Mantovan [Ma], will also find applications
to arithmetic. However, for applications to automorphic forms (with coefficients in
characteristic zero!) the infinitesimal structure at points in the special fiber appears
to suffice.

The space Φn−h is the “fundamental local representation,” which also carries an
action of the Weil group of Fw. It is universal in the sense that Φg occurs as the
stalk of the vanishing cycles along the codimension g − 1-stratum for any of the
Shimura varieties we study. In Lecture 5, we use a comparison of trace formulas
to prove a conjecture of Carayol, showing that, for h = 0, Φn simultaneously real-
izes the Jacquet-Langlands correspondence between representations of Jn and the
discrete series of GL(n, Fw) and a bijection A0(n, Fw) ↔ G0(n, Fw) that satisfies
properties (0.1)-(0.7). Here again we depart, slightly, from [HT]. In [HT], compar-
isons of trace formulas are established for all strata simultaneously, and in each
case the comparison is between a Lefschetz trace formula for the action of Hecke
operators on the special fiber and Arthur-Selberg trace formula, in its cohomologi-
cal version [A], for the action of Hecke operators on the cohomology of the generic
fiber. This comparison is carried out in Lectures 6 and 7, where it is called the
Second Basic Identity. However, an alternative comparison is available for the min-
imal (0-dimensional) stratum, one that provides slightly stronger information for
supercuspidal representations. Indeed, one can use the infinitesimal uniformization
to derive Carayol’s conjecture from a comparison of the trace formula for G with
that of an inner form attached to the (unique) isogeny class contributing to the min-
imal stratum. Such an argument was already used in [H1], in the setting of p-adic
uniformization of the generic fiber, where it took the form of a Hochschild-Serre
spectral sequence for rigid étale cohomology, since vastly generalized in the thesis
of Laurent Fargues [Fa]. A more immediate precursor is to be found in the thesis
of P. Boyer [Bo], which also contributed the fundamental observation, used here
and in [HT], that the cohomology of the strata of positive dimension is a sum of
induced GL(n, Fw)-modules, hence has no intertwining with the supercuspidal part
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of the cohomology. However, the simplifications obtained in this way (arising from
the degeneration of the supercuspidal part of the vanishing cycles spectral sequence
(5.1.3) and from Clozel’s purity lemma, cf. (5.1.6)) are not strictly necessary; the
trace identities and dévissage suffice. Indeed, [HT] treats the more general case,
not considered here, of discrete series representations.

As mentioned above, the Second Basic Identity is stated and proved in Lectures
6 and 7. But first it is shown that the Second Basic Identity, combined with the
First Basic Identity – a summary of the geometric information contained in Lectures
2-4 – suffices to prove Main Theorem 1.3.6. The strategy used in [HT] to prove
the Second Basic Identity roughly follows Kottwitz’ approach in [K5] to the zeta
functions of Shimura varieties. One uses a version of Honda-Tate theory adapted
to PEL types to “count” the points in the special fiber in a rough way, then one
applies techniques from Galois cohomology to rewrite the result of this “count”
in a form suited to comparison with the cohomological trace formula. However,
our approach in [HT] differs from that of Kottwitz in three particulars. First, and
most obviously, Kottwitz only considers the case of good reduction (hyperspecial
level), which give rise to unramified local Galois representations, whereas the point
of [HT] is to study ramification. Thus [HT] considers the cohomology of individual
strata, rather than the full special fiber, with coefficients given by the vanishing
cycle sheaves. Next, Kottwitz counts fixed points of Hecke correspondences, twisted
by powers of Frobenius, over finite fields, and obtains formulas in terms of twisted
orbital integrals. These fixed point formulas are then interpreted as traces in `-adic
cohomology of the special fiber by means of Grothendieck’s version of the Lefschetz
trace formula. In [HT] we also use an `-adic Lefschetz trace formula, specifically the
one proved by Fujiwara [F], designed to apply to non-proper varieties such as the
strata of our Shimura varieties. However, instead of counting points over finite fields
we count fixed points of Hecke correspondences over the algebraic closure of the
residue field of Fw – on a fixed stratum, a sufficiently regular Hecke correspondence
already incorporates a twist by a power of Frobenius – and obtain formulas in
terms of orbital integrals involving an inner twist of a Levi subgroup of GL(n, Fw).
Finally, Kottwitz’ formalism leads to an expression of the result of the point count as
a sum over rational conjugacy classes in G modulo stable conjugacy, an expression
well-adapted for comparison with the stable trace formula. The formalism in [HT]
leads naturally to an expression as a sum of rational conjugacy classes in G modulo
adelic conjugacy, adequate for application to local questions, at least for inner forms
of GL(n) where the problem of local instability does not arise.

The present version of the counting argument of [HT] features several technical
simplifications, mainly in the treatment of inertial equivalence. The formulas in
[HT] are complicated by the need to take into account the reducibility of the re-
striction of an irreducible representation of Jn−h to its maximal compact subgroup.
The present account avoids these complications by exploiting invariance properties
of the fundamental local representation (cf. Proposition 5.5.9). This approach also
eliminates the need for an intermediate expression of the point count in terms of
orbital integrals on Jn−h.

Lecture 8, for which there was no time at the IHP, contains some new material.
The article [H3] outlines a possible extension of some of the techniques and results
of [HT] to general Shimura varieties. Since it is not known how to generalize
Drinfel’d bases, nor even whether such a generalization is possible, it is proposed in
[H3] to work directly on the rigid analytic space associated to the Shimura variety



6 MICHAEL HARRIS

in characteristic zero, decomposing it into rigid analytic subspaces according to a
stratification of the special fiber in minimal (hyperspecial) level by isocrystal type.
For Shimura varieties of PEL type, L. Fargues has carried out much of this program
and more in his thesis [Fa]. As mentioned above, he has constructed a Hochschild-
Serre spectral sequence, as in [H1], to determine the cohomological contribution of
an isogeny class, and proved, as in [Bo] and [HT], that only the basic isogeny class
intertwines non-trivially with the supercuspidal representations. Lecture 8 proves
the assertions stated without proof in [H3] and provides an introduction to Fargues’
results.

Rather than provide complete proofs – one can find these in [HT] – the present
notes aim to provide some understanding of the techniques used in [HT]. Generally
speaking, when concepts give way to calculation, I have preferred to cut short the
discussion and refer to [HT] or to the literature.5 Exceptions are made where the
approach followed here diverges from that of [HT]; in such instances, I have tried to
give enough details to convince the reader that the present approach is correct, or
at least has avoided obvious pitfalls! On the other hand, I have included material
not in [HT] that seemed appropriate at the the time of the course. In particular, §2
and §3 contain a brief review of the deformation theory of one-dimensional formal
O-modules, following Lubin-Tate and Drinfel’d.

It remains to thank the audience at the IHP for having put up with my many
blunders; Guy Henniart for planning the course with me (and making no blunders
whatsoever); Ariane Mézard and especially Laurent Fargues for having read and
pointed out some of the errors in earlier drafts (all copies of which should be imme-
diately destroyed!); and the fellow organizers of the automorphic semester – Henri
Carayol, Jacques Tilouine, and Marie-France Vignéras – as well as the directors of
the IHP, Joseph Oesterlé and Michel Broué, and especially Annie Touchant of the
Centre Emile Borel, for having made the semester an unqualified success. Finally,
I am deeply grateful to the referees for their meticulous reading of the manuscript.

5The notes distributed during the semester, on which the present text is based, occasionally

referred to the courses Clozel and Labesse gave during the automorphic semester. Although the
notes of their courses are not being published, some of these references have been retained, as have

other references to the time and place of my own lectures, as a reminder of the original context.
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Lecture 1: Galois representations attached
to automorphic representations of GL(n)

(1.1) Cohomological, conjugate self-dual representations.

Fix a prime p. Let E be an imaginary quadratic field in which p splits, F+

a totally real field of degree d, F = E · F+. Complex conjugation is denoted
c. Choose a distinguished complex embedding τ0 of F , and let Σ denote the set
of complex embeddings of F with the same restriction to E as τ0. This Σ is a
CM type, and is in bijection with the set of real embeddings of F+. We consider
automorphic representations Π of GL(n, F ), or more precisely of GL(n,AF ). Any
such representation can be factored Π = Π∞ ⊗ Πf , where Πf is an admissible
irreducible representation of GL(n,AF,f ) and Π∞ is a Harish-Chandra module for
GL(n,C)Σ; i.e., an admissible irreducible (gl(n,C)d, U(n)d)-module.

We will only be concerned with Π such that Π∞ is cohomological. We will also
restrict attention to cuspidal Π, though general discrete cohomological Π also play
a role in the more detailed results of [HT]. Then Π is generic, by Shalika’s theo-
rem. Let (ξ,Wξ) denote a finite-dimensional irreducible representation of GL(n)F .
This is equivalent to giving a pair of finite-dimensional irreducible representations
(ξσ, ξcσ) of GL(n,C) for each σ ∈ Σ. For any representation τ , we let τ∨ denote its
contragredient.

(1.1.1) Fact. For every irreducible finite-dimensional representation (Ξ,WΞ) =
(ξ ⊗ ξc,Wξ ⊗Wξc) of GL(n,C)×GL(n,C) such that

(1.1.2) ξc
∼−→ξ∨

there is a unique generic (gl(n,C), U(n))-module ΠΞ such that the relative Lie alge-
bra cohomology H∗(gl(n,C), U(n); ΠΞ⊗WΞ) is non-trivial. Moreover, ΠΞ◦c

∼−→Π∨
Ξ.

The above fact is a special case of the construction in [C2,3.5], which covers
nearly all generic cohomological (gl(n,C), U(n))-modules. It will suffice for the
purposes of the present notes. The relative Lie algebra cohomology is relevant
to calculating the cohomology of the adelic locally symmetric space attached to
GL(n)F , via Matsushima’s formula. Here and in what follows, we denote by A0(G)
the set of cuspidal automorphic representations of a reductive algebraic group G.

(1.1.3) Matsushima’s formula. Let G be a reductive algebraic group over Q
(e.g., GL(n)F , via restriction of scalars), and (Ξ,WΞ) a finite-dimensional algebraic
representation of G. For any open compact subgroup K of G(Af ), let

MK(G) = G(Q)\G(A)/ZG(R) ·K∞ ·K,

where K runs over open compact subgroups of G(Af ). Let LΞ be the local system

G(Q)\G(A)×WΞ/ZG(R) ·K∞ ·K

overMK(G) (this is a local system provided the central character of Ξ is trivial on
the Zariski closure of a sufficiently small congruence subgroup of the global units,
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which we assume to be the case). Then there is a G(Af )-equivariant subspace
H∗
cusp(LΞ) of lim−→K H

∗(MK(G),LΞ) such that

H∗
cusp(LΞ) =

⊕
Π

H∗(g, ZG(R) ·K∞; Π∞ ⊗WΞ)⊗Πf

as G(Af )-modules, where Π runs through A0(G).

(1.1.4) When G = GL(n)F , we assume Ξ = ⊗ΣΞσ, where each Ξσ satisfies condi-
tion (1.1.2); recall that Σ indexes embeddings of F+. Fact (1.1.1) shows that the
sum runs over Π such that

Π∞ ' ΠΞ := ⊗ΣΠΞ,σ,

and this implies that Π∞ ◦ c
∼−→Π∨

∞. We also make an analogous global restriction:

(1.1.5) Πc ∼−→Π∨.

This is necessary in order to attach compatible families of `-adic representations to
Π, following Clozel’s construction.

(1.2) Fake unitary (similitude) groups, descent and base-change.

The relation to cohomology of the symmetric spaces attached to GL(n)F plays
no role in what follows. The Galois representations are instead constructed on the
`-adic cohomology of Shimura varieties attached to certain unitary groups. This is
the next theme.

Let B be a central division algebra of dimension n2 above F , and let tB : B → F
and nB : B → F denote the reduced trace and reduced norm, respectively. Suppose
B admits an involution of the second kind, i.e., an anti-automorphism ∗ : B → B
restricting to c on the center F . This is a purely local hypothesis; i.e., it depends
only on the completions Bv of B at places of F . Let SB denote the set of places of
F+ above which B is ramified. If v ∈ SB , we assume that v splits in F . Then the
existence of the involution implies that B ramifies at both places of F dividing B.
We assume that, at every place v′ dividing a v ∈ SB , B is a division algebra. We
will later be fixing a rational prime p and a place w of F dividing p. We assume B
split at w but make no hypothesis regarding the invariants of B at the remaining
divisors of p. We choose a maximal order OB ⊂ B such that the involution ∗
restricts to an involution of OB,p = OB ⊗Z Zp.

Let Bop denote the opposite algebra, and let V be the F -vector space B, viewed
as a B⊗FBop-module. The involution ∗ is assumed to be positive; i.e., TrF/Q(tB(g ·
g∗)) > 0 for all nonzero g ∈ B. Let B− ⊂ B denote the (−1)-eigenspace for the
involution ∗. For any β ∈ B−, we define an involution of the second kind #β by
x#β = βx∗β−1 and a B − ∗-hermitian alternating pairing (i.e., alternating upon
restriction of scalars to Q, and hermitian in the sense that (bv, w) = (v, b∗w))
V × V → Q by

(x1, x2)β = TrF/Q(tB(x1βx
∗
2)).

Then for b ∈ B, bop ∈ Bop, we have

(1.2.1) ((b⊗ bop)x1, x2)β = (x1, (b∗ ⊗ b
#β
op )x2)β .
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Let Gβ be the algebraic group over Q whose group of R-points, for any Q-algebra
R, is given by the set of g ∈ (Bop⊗QR)× such that, for some λ ∈ R×, the following
equation is satisfied:

g · g#β = λ.

Then Gβ is connected and reductive, and g → λ defines a map ν : Gβ → Gm. The
kernel Gβ,1 of ν is the restriction of scalars to Q of a group G+

β over F+.
We identify

(1.2.2) B ⊗Q R ∼−→
∏
τ∈Σ

M(n, Fτ )
∼−→M(n,C)d.

For each τ ∈ Σ, (•, •)β thus defines a ∗-hermitian form (•, •)β,τ on M(n,C). If
n is even, we assume 1 + dn

2 has the same parity as |SB |. Then a calculation in
Galois cohomology (cf. [C2,§2]; [HT, Lemma 1.1]) shows that β can be chosen in
B− such that Gβ is quasisplit at all rational primes that do not split in E/Q, and
such that the form (•, •)β,τ is of signature (n, n(n − 1)) (resp. (0, n2)) for τ = τ0
(resp. τ 6= τ0). Thus G+

β,σ0
is isomorphic to U(1, n − 1) but G+

β,σ is a compact
unitary group for all real places σ 6= σ0. We fix such a β and drop it henceforth
from the notation.

We write KSh(G) for the locally symmetric space denoted MK(G) above. It is
in fact a hermitian locally symmetric space of (complex) dimension n − 1, hence
a quasi-projective variety by the theorem of Baily-Borel. Because B is a division
algebra, KSh(G) is in fact projective for all K, and smooth if K is sufficiently
small (which we assume). Thus there is no distinction between H∗

cusp and H∗

in Matsushima’s formula. The representation (ξ,Wξ) defined above gives rise to
a representation of G (take the factors in Σ, and regard G(R) as a subgroup of
unitary similitudes in GL(n,C)Σ). We denote by Lξ the corresponding local system
on Sh(G) = lim←−K KSh(G).

If p splits in E, we can identify

(1.2.3) G(Qp)
∼−→

∏
v|p

Bop,×v ×Q×
p

where the map G(Qp)→ Q×
p is given by ν. Thus if

π = π∞ ⊗
′⊗
p

πp ∈ A0(G),

we can further factor πp as

(1.2.4) πp = ⊗v|pπv ⊗ ψp,

where ψp is a character of Q×
p .

(1.2.5) Remark. In practice, we will arrange that ψp always be an unramified
character. We will moreover make a habit of suppressing the effect of ψp, which
merely complicates the formulas while adding nothing of substance.

The following theorem was originally considered by Clozel. The first complete
proof of the base change in both directions was published in the appendix by Clozel
and Labesse to Labesse’s book in Astérisque [CL,L]. This book contains a much
more general framework for proving theorems of this kind, by comparison of stable
trace formulas.
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(1.2.6) Stable Base Change Theorem. (Clozel, Labesse) Let (Ξ,WΞ) be as
in (1.1.4). Let Π ⊂ A0(GL(n)F ) be a cuspidal automorphic representation with
central character ψΠ, and let ψ be a Hecke character of E. Suppose

(a) Π∞ ' Πξ.
(b) Πc ∼−→Π∨;
(c) For every place v ∈ S(B), Πv is in the discrete series.
(d) ψΠ |A×

E
= ψc/ψ.

(e) (ξ |E×∞)−1 = ψc |E×∞ .

Then there exists an automorphic representation π of G whose base change to
GL(n)F ×E× equals (Π, ψ). Moreover, πf occurs in the cohomology of Sh(G) with
coefficients in Lξ.

Conversely, given π ∈ A0(G), cohomological for ξ, there exists a pair (Π, ψ)
satisfying (a)-(e), with ψ = ψcπ |A×

E
, such that (Π, ψ) is the base change of π at all

unramified places and at all places that split in E. Moreover, if πv is supercuspidal
(or corresponds via Jacquet-Langlands to a supercuspidal if v ∈ S(B)) for some v
dividing some p that splits in E, then Π is cuspidal.

(1.2.7) Remark. Say Π ∈ CU(n, F ) if it satisfies (a)-(c). Starting from Π ∈
CU(n,E), one sees easily that there is no obstruction to finding ψ satisfying (d)
and (e).

I need to explain the meaning of base change. The group RE/QGE is naturally
an inner form of the quasi-split group RE/QGL(1)E×RF/QGL(n)F . Then the base
change of π to an automorphic representation πE of RE/QGL(1)E ×RF/QGL(n)F
can be regarded as a pair consisting of an automorphic representation Π of GL(n)F
and a Hecke character ψ of E×; this explains the notation above. To simplify, I
assume all ψ’s are trivial, but denote them as (?). At places p that split as yyc in
E, the base change is simple. Choose one y and write

G(Qp) ' Q×
p ×Bop,×y ,

where By is of course a product of central simple algebras over the completions
of F at places dividing y. Thus given π, we can write πp =? ⊗ πy, and define
Πp = πy ⊗ π#

y , where π#
y (g) = πy((g#)−1). This doesn’t depend on the choice of

y. Moreover, we recover πy from Πp.
If p is inert, then G(Qp) is a product of quasi-split unitary groups (up to the

center). Local base change for representations of unitary groups is not known in
general. But if πp is unramified, and if G is split over an unramified extension of
Qp, let B ⊂ G be a Borel subgroup, T ⊂ B the Levi factor. We can identify

T (Qp) = {(d0; d1, . . . , dn) | d0 = di · dcn+1−i, i = 1, . . . , n}.

If α is a character of T (Qp), let

BC(α)(d0; d1, . . . , dn) = α(d0 · dc0; d0 · d1/d
c
n, . . . , d0 · dn/dc1).

If πp is the unramified representation π(α) corresponding to α, then (Πp, ψp) =
BC(πp) = π(BC(α)). We leave it as an exercise to the reader to determine the
Satake parameter of Πp (as opposed to the unramified character ψp). We have thus
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defined Πp for almost all p, and by strong multiplicity one, this suffices to determine
Π.

Henceforward, to simplify the exposition and minimize notation, we assume Ξ
to be the trivial representation. No essential elements of the proof are lost under
this assumption. However, for applications to the local Langlands conjecture, we
need to be able to consider more general Ξ.

(1.3) Kottwitz’ theorem and its refinements.

We can identify complex cohomology with `-adic cohomology, for example, by
choosing an isomorphism C ∼−→Q̄`. Thus if Π is as above, we can choose a char-
acter ψ and define π such that πf ⊂ H∗(Sh(G), Q̄`). It is known that Sh(G)
admits a canonical model over F (recalled next week), and thus there is a virtual
representation of ΓF = Gal(F̄ /F ) on the πf -isotypic subspace

R`(π,G) =
∑
i

(−1)n−1+iHomG(Af )(πf ,Hi(Sh(G), Q̄`)).

(Warning: the sign (−1)n−1 will disappear later in the course.) Define

R`(π) = R`(π,G)⊗ ψc |ΓF
.

Here is the relation between R`(π) and Π = BC(π):

(1.3.1) Theorem. (Kottwitz, [K4]): There is a constant a(π) such that for almost
all places p not dividing `, such that πp is unramified, and for all v dividing p, the
local representation R`(π)v is isomorphic to a(π) copies of

⊕ni=1αi(Πv)−1,

where the v-component Πv of Π is the unramified representation attached to the
n-tuple of characters (αi(Πv)).

(Note: sign conventions differ in the literature.)
Here is an argument, based on ideas of Clozel, to show that πf occurs only in the

middle degree n− 1. Kottwitz’ theorem uses the theory of the zeta function of the
reduction mod v of Sh(G). In particular, the αi(Πv) are eigenvalues of Frobenius
on H∗(Sh(G),Q`) (up to sign). In particular, they are algebraic numbers whose
complex absolute values are determined by the degree of cohomology in which they
occur. However, Π is cuspidal, hence Πv is unitary for all v. It follows from the
classification of unitary representations of GL(n, Fv) (Tadic) and Deligne’s purity
theorem that all αi(Πv) have the same complex absolute values. Thus πf can only
occur in one dimension of cohomology. By the hard Lefschetz theorem, this can
only be the middle dimension.

Taylor has given an argument (cf. [HT, VII.1.8]) to show that the constant a(π),
an uncontrolled multiplicity that arises in the comparison of trace formulas, can be
factored out of R`(Π); i.e., we can write

(1.3.2) R`(Π)ss = R`,0(Π)a(π)

for some n-dimensional semisimple representation R`,0(Π) of ΓF ; here the subscript
ss denotes semisimplification, which is all we can understand via traces. The ar-
gument requires that R`(Π) be Hodge-Tate. In our case, R`(Π) is realized as a
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subquotient of the cohomology of a Kuga fiber variety, by the Leray spectral se-
quence. Since the Kuga fiber variety is smooth and projective over some number
field, its cohomology is potentially semi-stable at all places, by Tsuji’s theorem.
Then any subquotient is also pst, hence is Hodge-Tate. So there is no problem.
But even if there were, by controlling the local ramification at inert places, one can
arrange to have a(π) = 1 (joint work in progress with Labesse). We define

(1.3.3) r`(Π) = (R`,0(Π)ss)∨

Applying Kottwitz’ theorem, we obtain

(1.3.4) Theorem. (Clozel [C2] + Taylor). Let Π ∈ CU(n,E). Then there is a
compatible family (r`(Π)) of n-dimensional λ-adic representations such that, for all
finite places v outside a finite set S containing all ramified places, Kottwitz’ theorem
yields

[r`(Π) |Γv
]ss ' σ`(Πv.)

Remark. We are always working with the unitary normalization of the Langlands
correspondence. So the L-function of Π has to be shifted by n−1

2 in order to obtain
the L-function of a Galois representation:

(1.3.5) LS(s,Π) = LS(s+
n− 1

2
, σ`(Π)).

where the left hand side is automorphic (in the unitary normalization) and the right
hand side is the partial Galois-theoretic L-function, with the factors at the finite
set S of bad primes removed.

Here σ` is the local Langlands correspondence, so far defined for unramified
representations. A compatible family (r`(Π)) as above is called weakly associated
to Π. The goal of my lectures is to present a proof of the generalization of this
theorem, contained in my article with Taylor, to all places v; in other words, to
show that (r`(Π)) is strongly associated to Π (after semi-simplification locally). The
remainder of today’s lecture explains how to reduce the local Langlands conjecture
to the statement that the representations (r`(Π)) are strongly associated to Π.

But first, to make sense of this, we need to have constructed a family of local
bijections π ↔ σ(π) = (σ`(π)) between A(n, Fv) and G(n, Fv) for all places v that
are candidates for the local Langlands correspondence. We need to know that σ
comes from a correspondence A0(n, Fv) ↔ G0(n, Fv), that σ(π∨) = σ(π)∨, that σ
commutes with character twists, Galois automorphisms, base change, automorphic
induction: in short, that σ satisfies all hypotheses enumerated in the introduction
except, perhaps, compatibility with local ε-factors. In later lectures I will explain
how to construct such a correspondence by algebraic geometry, such that

(1.3.6) Main Theorem∗. [HT] Let Π ∈ CU(n,E). Then for all places v not
dividing `,

[r`(Π) |Γv ]ss ' σ`(Πv).

Now I have to explain how this theorem implies compatibility with ε factors.

∗Note added in proof: Taylor and T. Yoshida have just proved the expected strengthening of

this theorem, in which semisimplication is replaced by Frobenius-semisimplification.
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(1.4) Non-Galois automorphic induction.

The arguments in this section are taken from the article [H2], and were extended
slightly in [HT]. Here and in what follows, we use the notation � to denote Lang-
lands sum. Let K be a local field, π ∈ A(n,K), π′ ∈ A(m,K), and let P ⊂ Gn+m

be the standard parabolic subgroup with Levi subgroup Gn ×Gm; the representa-
tion π⊗ π′ defines by inflation a representation of P . We define the representation

π � π′ ∈ A(n+m,K)

to be the Langlands subquotient of the normalized induction

Ind
Gn+m

P π ⊗ π′.

We now consider a triple of CM fields F3 ⊃ F2 ⊃ F1 as before, all containing
E, with totally real subfields F+

i , i = 1, 2, 3. We assume F3/F1 is Galois and
Γ = Gal(F3/F1) is solvable. The goal is to show that certain algebraic Hecke
characters χ of F2 define by induction automorphic representations IF2/F1(χ) of
GL(d, F1), where d = [F2 : F1]. The meaning is clear. If χ is associated to
an `-adic character r`(χ) of ΓF2 , then IF2/F1(χ) should be weakly associated to
IndF2/F1r`(χ), where IndF2/F1 denotes induction from ΓF2 to ΓF1 . Concretely, let
v be a place of F1, unramified in F2, such that χw is unramified at all w dividing
v. For each w | v F2,w is a cyclic extension of F1,v of degree fw, and we define
the representation Iw/vχw of GL(fw, F1,v) by cyclic automorphic induction: it is
the unramified representation associated to the fw-tuple of characters χw ◦ γ as
γ runs through Gal(F2,w/F1,v). Then the v component of IF2/F1(χ) must be the
(Langlands) sum of the Iw/vχw for w | v. The problem is to show that these local
components fit together into an automorphic representation.
(1.4.1) Remark. Regarding the archimedean constituents, recall that we are
always working with the unitary normalization of the L-function. So in fact,
χ · | • | d−1

2 , rather than χ, is an algebraic Hecke character.
Suppose we can do this for quite general χ: just how general will become clear in

a moment. Suppose moreover that IF2/F1(χ) ∈ CU(d, F1), so that we can apply the
Main Theorem. Let F ′3 ⊃ F ′2 ⊃ F1 be another triple as above, with [F ′2 : F1] = d′,
and suppose we have a second character χ′. Write Π(χ) = IF2/F1(χ), Π(χ′) =
IF ′2/F1(χ

′). Consider the Rankin-Selberg L-function, with its functional equation
[JPSS,Sh]

(1.4.2) L(s,Π(χ)⊗Π(χ′)) =
∏
v

εv(s,Π(χ)v⊗Π(χ′)v, ψv)L(1−s,Π(χ)∨⊗Π(χ′)∨).

The local ε factors are those of the automorphic theory. On the other hand, we
have Π(χ) weakly associated to IndF2/F1r`(χ), and likewise for Π(χ′). The tensor
product IndF2/F1r`(χ)⊗IndF ′2/F1r`(χ

′) is an `-adic representation corresponding to
a complex representation of the global Weil group of F1, hence there is a functional
equation

(1.4.3) L(s, IndF2/F1r`(χ)⊗ IndF ′2/F1r`(χ
′))

=
∏
v

εv(s, IndF2,v/F1,v
r`(χv)⊗IndF ′2,v/F1,v

r`(χ′v), ψv)L(1−s, IndF2/F1r`(χ)∨⊗IndF ′2/F1r`(χ
′)∨),
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where the local ε factors are those of Langlands and Deligne. By the technique
explained by Henniart in his course, and recalled in Appendix (A.2) (cf. [He1]),
this implies identities of local ε factors for all v:
(1.4.4)
εv(s,Π(χ)v ⊗Π(χ′)v, ψv) = εv(s, IndF2,v/F1,v

r`(χv)⊗ IndF ′2,v/F1,v
r`(χ′v), ψv).

Fix v of residue characteristic p split in E, as before, K = F1,v and assume v is
inert in F3 and F ′3. Let σ and σ′ be two representations of Γv factoring through
Gal(F3,v/K) and Gal(F ′3,v/K), respectively, and let π and π′ be the corresponding
elements of A0(n,K) (resp. A0(n′,K)). Note that for any σ ∈ G0(n,K) we can
choose a local extension F3,v/K which is solvable and such that σ comes from
Gal(F3,v/K) up to an unramified twist, which we ignore. By Brauer’s theorem,
there are intermediate fields K ⊂ F2,j,v ⊂ F3,v, characters χj,v of Gal(F3,v/F2,j,v),
and integers ej such that

σ =
∑
j

ejIndF2,j,v/Kχj,v;

likewise for σ′. Applying the above identity of ε factors, and ignoring ψv, one
obtains

εv(s, σ ⊗ σ′) =
∏
j,j′

εv(s,Π(χj)v ⊗Π(χ′j′)v)
ej ·ej′ .

Now we apply the Main Theorem. Say

Π(χj)v = �iπi,j ; Π(χ′j′)v = �i′π
′
i′,j′ ,

with the notation � defined as above. The Main Theorem states that

σ =
∑
i,j

ejσ(πi,j) ; σ′ =
∑
i′,j′

ej′σ(π′i′,j′)

Write σi,j = σ(πi,j), etc. On the other hand, by the additive properties of the
automorphic ε factors (cf. (A.2.2), (A.2.4)),∏

j,j′

εv(s,Π(χj)v ⊗Π(χ′j′)v)
ej ·ej′

=
∏

i,j,i′,j′

εv(s, πi,j ⊗ π′i′,j′)ej ·ej′

=
∏

i,j,i′,j′

εv(s, σ−1(σi,j)⊗ σ−1(σ′i′,j′))
ej ·ej′

= εv(s, σ−1(σ))⊗ σ−1(σ′)) = εv(s, π ⊗ π′)

This yields the identity (0.8) of ε factors, which, assuming the Main Theorem
(1.3.6), completes the proof of the local Langlands conjecture. Since σ commutes
with twists by characters, one sees that it doesn’t matter if we only get σ and σ′

up to unramified twists.
By simple approximation arguments, we see that any local extension K ′/K can

be realized as an F3,v/F1,v as above. In this way, we find that it suffices to prove
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that, for any intermediate F2 in a solvable extension and any character χv of F2,v,
then (up to unramified twists) χv can be realized as the local component of a
Hecke character χ for which IF2/F1(χ) exists as an automorphic representation of
GL(d, F1).

If F2/F1 is cyclic the existence of a global IF2/F1(χ) is guaranteed by the base
change theory of Arthur-Clozel. By induction, IF2/F1(χ) exists when F2 is solvable
over F1, without any additional hypothesis on the fields or characters. On the
other hand, if F2/F1 is cyclic and Π2 is an automorphic representation of GL(d, F2)
invariant under Gal(F2/F1), then Arthur and Clozel prove the existence of Π1 on
GL(d, F1) whose base change to F2 is Π2: this is the descent of Π2 to F1.

So one might argue as follows: let Γ2 = Gal(F3/F2), and, motivated by the usual
restriction/induction formula on the Galois side, replace χ by

Π3(χ) := �Γ/Γ2χ ◦NF3/F2 .

The result is invariant under Γ, by construction, so one should be able to descend
to fixed fields of successive cyclic Galois groups of prime order.

The problem is that descent is ambiguous. To simplify, assume there is an
intermediate field field F1 ⊂ Ẽ ⊂ F3 with F3/Ẽ and Ẽ/F1 cyclic of prime order;
let C = Gal(F3/Ẽ). Let J(χ,E) = ResΓE

IndF2/F1r`(χ). Then

ResΓ3J(χ, Ẽ) = ResΓ3(J(χ, Ẽ)⊗ β)

for any character β of C. There is a similar ambiguity in descent. Consider the
first step: let Π be an automorphic representation of GL(d, F3) invariant under C,
ΠC a descent to GL(d, Ẽ). For any character β of C, the twist ΠC ⊗ β (β viewed
as a Hecke character of GL(1, Ẽ)) is another descent of Π. So the total number of
descents is on the order of |C| (some twists may be isomorphic). (Actually, there
is more ambiguity: if ΠC is not cuspidal, say ΠC = �jΠj , then each Πj can be
twisted separately by a character βj of C.) On the other hand, locally everywhere
ΠC,p can be identified only up to twist(s) by character(s) αp,j of the decomposition
group Cv,p ⊂ C at p. The general theory thus gives that for each p there is a
character αp of Cp such that, for almost all p,

σ`(ΠC,p) = J(χ,E)p ⊗ αp.

A priori, there is no way to prove that the local characters αp fit together to a
global character β of C.

On the other hand, if it is known that ΠC has a weakly associated `-adic rep-
resentation r`(ΠC) of ΓẼ , then r`(ΠC) is a descent to E of ResΓF3

IndF2/F1r`(χ).
If moreover r`(ΠC) is irreducible, then the only ambiguity in descents comes from
twists by characters of C:

r`(ΠC) = J(χ, Ẽ)⊗ α

for a global character α. So one can replace ΠC by ΠC ⊗ α−1 and continue with
the descent. More generally, the analogous argument works if ΠC = �jΠj with a
weakly associated r`(Πj) for each j.

So it suffices by induction to show that there is a sequence of intermediate fields
F1 = E0 ⊂ E1 ⊂ · · · ⊂ Er = F3 with each Ei/Ei−1 Galois and cyclic of prime
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degree, and a sequence of descents Π(χ,Ei) of Π3(χ) such that each Π(χ,Ei) =
�Πi,j with each Πi,j ∈ CU(dj , Ei).

Recall (1.2.7) that CU(dj , Ei) involves 3 conditions: conjugate self-duality, reg-
ularity at ∞, and a local condition at some prime. We assume v is inert in F3/F1

and we assume there is a second prime w of F1, also inert in F3 and dividing a
rational prime p(w) split in E. In practice, we have to allow p(w) = p, which is not
a problem. We want χv to be general, χ∞ such that Πi,j,∞ is cohomological for all
i and j, and χw such that every Πi,j,w is supercuspidal. Since p splits in E, v 6= vc,
so the condition χ−1 = χc imposes no restriction on χv. The condition at w is a
bit more subtle. By Mackey’s theorem, the restriction ResEi

IndF2/F1r`(χ) breaks
up as a sum of constituents that may not necessarily be irreducible:

ResEiIndF2/F1r`(χ) =
⊕
a

IndEi,a/Ei
a(χ)

where a runs through the double cosets ΓEi
\Γ/Γ2, Ei,a is the fixed field of a(Γ2)a−1∩

ΓEi
, and a(χ) is the restriction to a(Γ2)a−1 ∩ΓEi

of χ (conjugated by a). We need
to choose χw so that each of these Mackey constituents is locally irreducible at
w. This is true generically (exercise, cf. [H2, Lemma 4.7]). Then the base change
theory implies that Π(χ,Ei) = �Πi,a, with Πi,a supercuspidal at w.

Supposing we have χw, we choose a global Hecke character χ0, trivial at∞, such
that χ0,v = χv, χ0,w = χw, χ0,vc = 1 = χ0,wc . Let χ1 = χ0/χ

c
0. This has the right

properties at v and w and satisfies χc1 = χ−1
1 .

To obtain χ∞, we work backwards. For any complex place τ of F1, let τ(k), k =
1, . . . , d be the primes of F2 dividing τ . Then

Π(χ)∞ = �kχτ(k).

The regularity hypothesis requires that all χτ(k) be distinct for fixed τ , and conju-
gate self-duality requires that

{χ−1
τ(k)} = {χcτ(k)}.

The coefficient system Ξ determines the set {χ−1
τ(k)} for each τ . This is again

not a restriction. Let χ2 be any algebraic Hecke character with χc2 = χ−1
2 , with

χ2,τ(k) as just described for all τ , and such that χ2,v and χ2,w are unramified. By
allowing sufficient ramification elsewhere, we can easily construct such χ2. Then
we let χ = χ1 · χ2. This has the right behavior at w and ∞, is conjugate self-dual,
and is the desired χv up to unramified twist. It suffices to show that IF2/F1χ is
automorphic for such χ.

Here is the induction step. Suppose we have Π(χ,Ei) = �Πi,a, with Πi,a su-
percuspidal at w, and with each Πi,a ∈ CU(di, a); di is the dimension of the cor-
responding Mackey constituent. We further assume that the set {Πi,a} is invariant
under Gal(Ei/F1). Finally, we assume that the sum of the corresponding Galois
representations is ResEiInd(r`(χ)). Let Ci = Gal(Ei/Ei−1), of prime order q. We
let Ci act on the set {Πi,a}. The orbits are either fixed points or of order q. If Πi,a

is a fixed point, it descends to a Πi−1,a′,0, with local component supercuspidal at
w (since this is true after base change). The cohomological condition is automatic,
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though the relevant coefficient system depends on the orbit of Ci on the τ(k). We
need to know that

Π∨
i−1,a′,0 = Πc

i−1,a′,0.

This is true after base change, so

Π∨
i−1,a′,0 = Πc

i−1,a′,0 · η

for some character η of Ci. But Ei/Ei−1 comes from a cyclic extension of totally
real fields E+

i /E
+
i−1, so η = η+ ◦NEi−1/E

+
i−1

for some Hecke character η+ of E+
i−1,

trivial at the archimedean places. This implies that η+ extends to a finite Hecke
character α of the ideles of Ei−1. Replacing Πi−1,a′,0 by Πi−1,a′ := Πi−1,a′,0 ⊗ α,
we find that

Π∨
i−1,a′ = Πc

i−1,a′ .

Next, if {Πt
i,a | t ∈ Ci} is a non-trivial orbit, the Langlands sum �tΠt

i,a descends
to a Πi−1,a′ . Such a descent is unique, hence the conjugate-self duality is automatic,
as is the cohomological condition. The supercuspidality at w follows from the choice
of generic χw.

Finally, we need to know that the set {Πi−1,a′} gives the right set of Galois
representations. But each corresponding σ(i − 1, a′) is locally irreducible at w,
hence is globally irreducible, hence is determined up to a twist by a character of
Ci. Looking at the Mackey decomposition, we see that by choosing the right twist,
we get a constituent of ResEi−1Ind(r`(χ)). In particular, the set of constituents is
invariant under Gal(Ei−1/F1), and this completes the induction step.
(1.4.5) Lectures 2-7 are devoted to the proof of Main Theorem (1.3.6) in the special
case where Πv is the full induced representation from a supercuspidal representation
of the Levi subgroup of a parabolic subgroup of GL(n, Fv). This case suffices
to establish the compatibility of local ε factors, as one verifies immediately by
inspecting the arguments presented above. Strangely, the more general version of
the Main Theorem appears to be required to prove the modular local Langlands
conjecture, due to Vignéras [V].
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Lecture 2. Shimura varieties as moduli varieties

(2.1) Shimura varieties attached to fake unitary groups: canonical mod-
els.

A Shimura datum is a pair (G,X), where G is a connected reductive group
over Q and X is a G(R)-conjugacy class of homomorphisms h : RC/R(Gm,C) →
GR, satisfying a familiar list of axioms [De1]. We will always assume the weight
morphism wh, the restriction of h to Gm,R, is rational over Q. The centralizer of
h contains the real points of the center ZG of G, as well as a maximal compact
subgroup K∞, and the axioms imply that the connected components of X are
hermitian symmetric spaces homogenous under the identity component of the group
of real points of the derived subgroup Gder of G. Upon extension of scalars to C,
an h ∈ X defines a homomorphism Gm,C ×Gm,C → GC whose first coordinate is a
cocharacter denoted µ = µh.

The G-conjugacy class of µ is independent of h and its field of definition is a
number field denoted E(G,X); we will write µX for any point in this conjugacy
class. This is a cocharacter of some maximal torus of G, hence a character of a
maximal torus T̂ ⊂ Ĝ. The Shimura variety Sh(G,X), whose set of complex points
is given by

(2.1.1) Sh(G,X)(C) = lim←−
U⊂G(Af )

ShU (G,X)(C),

where

(2.1.2) ShU (G,X)(C) = G(Q)\(X ×G(Af )/U) 'MU (G)

(notation as in (1.1.3)), has a canonical model over the field E(G,X). This is a
general fact that will be derived for our specific Shimura varieties by interpreting
them as solutions to a moduli problem.

Notation is as before: F = F+E, B, τ0, σ0, p = uuc, w | u, Σ, etc.
Choose an R-algebra homomorphism h0 : C → Bop ⊗Q R such that h0(z)# =

h0(z̄) for all z ∈ C. The image is contained in G and is centralized by a maximal
compact subgroup of G(R) if and only if the map x 7→ h0(i)−1x#h0(i) is a positive
involution. Since # is conjugate to

g 7→ diag(−1, 1, . . . , 1)tg−1diag(−1, 1, . . . , 1)

this means that h0(z) must be conjugate to diag(z, z̄, z̄, . . . , z̄) (in the τ0 coordinate)
and z̄ · In (in the remaining coordinates). Let (G,X) be the Shimura datum for
which X is the G(R)-conjugacy class containing h0. Then the reflex field E(G,X)
is isomorphic to F , identified with its image in C under τ0.

Recall the Hodge-theoretic interpretation of h ∈ X. Any irreducible representa-
tion of RC/R(Gm) is of the form z 7→ hp,q(z) = z−pz̄−q for p, q ∈ Z. If h ∈ X and
(ρ, V ) is a representation of G, then ρ ◦ h decomposes VC as a sum of eigenspaces
V p,q for hp,q. (Scholium: V p,q = Hq(Y,Ωp) if V is the complex cohomology of a
smooth complex variety Y .)

Let V = B itself. Then

BC = B ⊗Q (C) = ⊕τ∈ΣBτ ⊕Bc◦τ ;
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moreover, Bv is the v-eigenspace for the action of F for v ∈ Hom(F,C). On the
other hand, via h0, we have B(C) = B(C)−1,0 ⊕B(C)0,−1. Now BR has a positive
involution ∗, defining (via the trace) a bilinear form that takes rational values on
B(Q). Hence, choosing a lattice Λ ∈ B(Q), we find that

Λ\B(R) = Λ\B(C)/B(C)0,−1

is a polarized abelian varietyA0, with Lie algebraB(C)−1,0. Decomposing Lie(A0) =
B(C)−1,0 as a sum of v-eigenspaces, we find

(2.1.3) dimLie(A0)τ0 = n, dimLie(A0)τ = 0, τ ∈ Σ, τ 6= τ0;

and for all τ ,

(2.1.4) dimLie(A0)τ + dimLie(A0)c◦τ = n2 = dimF B.

This justifies the relation to moduli explained in the next section.

(2.2) The moduli problem.

If A is an abelian scheme over a base scheme S over Q, let Tf (A) denote the direct
product of the Tate modules T`(A) over all primes `, Vf (A) = Q⊗Tf (A). Let U ⊂
G(Af ) be a compact open subgroup. Consider the functor AU (B, ∗) on schemes
over F , which to S associates the set of equivalence classes of quadruples (A, λ, i, η),
where A is an abelian scheme of dimension dn2, λ : A → Â is a polarization,
i : B ↪→ End(A)⊗Q is an embedding, and η : V ⊗Q Af

∼−→Vf (A) an isomorphism
of skew-hermitian (see below) B⊗Q Af -modules, modulo U ; here V is the B⊗Bop-
module B, as in (1.2).

Here is the precise meaning of “modulo U” following Kottwitz [K5, p. 390]).
We may assume S connected. The Tate module Tf (A) is a smooth Af -sheaf on
S. Fixing a geometric point s ∈ S, it is thus the Af -sheaf associated to the
representation of π1(S, s) on Tf (As). Then a level structure modulo U is a U -orbit
of isomorphisms η : V ⊗Q Af

∼−→Vf (As) that is stable under the action of π1(S, s)
on the right. It can be checked that this condition is independent of the choice of
geometric point.

We assume the Rosati involution on End(A)⊗Q restricts to the involution ∗ on
i(B) and η takes the standard pairing on V to an Af -multiple of the Weil pairing
for λ on Vf (A). Most importantly, i induces an action iF of the center F of B on
the OS-module Lie(A). For each embedding τ : F → C, we let OS,τ = OS⊗F,τ C,
and let Lie(A)τ = Lie(A)⊗F,τ C. We then assume that
(2.2.1) Lie(A)τ = 0, τ ∈ Σ, τ 6= τ0;
(2.2.2) Lie(A)c◦τ is a projective OS,c◦τ module of rank n2, τ 6= τ0;
(2.2.3) Lie(A)τ0 is a projective OS,τ0 module of rank n;
(2.2.4) Lie(A)c◦τ0 is a projective OS,c◦τ0 module of rank n(n− 1).
Note – this is important – that the action of F on Lie(A)τ is via the embedding
τ . Two quadruples (A, λ, i, η) and (A′, λ′, i′, η′) are equivalent if there is an isogeny
A → A′ taking λ to a Q×-multiple of λ′ and preserving the other structures. In
particular, we may always assume |Ker(λ)| prime to p.

We assume U is sufficiently small; then AU (B, ∗) is represented by a smooth
projective scheme over F , also denoted AU (B, ∗). For B = Q this was proved over
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any base prime to the level of U by Mumford, using geometric invariant theory.
The problem with B is relatively representable over the one without B “by the
theory of the Hilbert scheme,” as one says at this point. In fact, the complete proof
is written down nowhere, except in Shimura’s papers of the early 60s, which use
the language of Weil’s algebraic geometry. (However, see [Hida].)

(2.3) Points over C. Hasse principle and connected components..

Using Riemann matrices, we show that AU (B, ∗) is isomorphic to |ker1(Q, G)|
copies of the canonical model of USh(G,X). I begin by explaining the source
of the invariant ker1(Q, G) = ker[H1(Q, G) →

∏
vH

1(Qv, G)]. Recall that G
is the group of automorphisms of the RF/QB-module V that preserve the ∗-skew-
hermitian pairing (x1, x2)β up to a scalar. Here and below, a ∗-skew-hermitian form
on a B-module is only considered fixed up to a (Q-rational) scalar. If V ′ is a second
skew-hermitian B-module of the same dimension, then VQ

∼−→V ′Q as skew-hermitian
B-modules, and this gives rise to a class in H1(Q, G). Now suppose we have a
point x = (A, λ, i, η) ∈ AU (B, ∗)(C), and let V ′ = H1(A,Q). This defines a class
c(x) ∈ H1(Q, G). Now η defines isomorphisms VQp

∼−→V ′Qp
for all finite primes p, so

c(x) becomes trivial in H1(Qp, G) for all finite p. Moreover, the conditions (2.2.1-4)
imply that c(x) becomes trivial in H1(R, G) as well. Thus c(x) ∈ ker1(Q, G). Note
that in any case, V and V ′ are isomorphic as B-modules, so only the polarization
makes a difference.

There is no reason to assume the class c(x) ∈ ker1(Q, G) vanishes. One can
determine ker1(Q, G) explicitly: it is a finite group, trivial when n is even, and
isomorphic to

ker[F+,×/Q×NF/F+(F×) → A×
F+/A×NF/F+(A×

F )].

when n is odd. This is an elementary calculation (found on p. 394 of [K5]). We
index the elements of ker1(Q, G) by ci, i = 1, . . . , κ, with c1 = 0, and let

SiU (B, ∗)(C) = {x ∈ AU (B, ∗)(C) | c(x) = ci}.

I will show that each SiU (B, ∗)(C) is the set of complex points of a canonical model
of ShU (G,X).

Indeed, suppose x ∈ SiU (B, ∗)(C). First set i = 1. One thus has H1(A) ∼−→V as
skew-hermitian B-modules, and we choose an isomorphism ι : H1(A) ∼−→V . Via ι,
the datum η defines a point in G(Af )/U . On the other hand, the complex structure
on H1(A,R) = Lie(A) defines a map h′ : RC/RGm → GL(V ). Since the complex
structure commutes with B, h′ takes values in Bop,×. Again, the conditions on the
B-action on Lie(A) and the positivity of the Rosati involution imply that h′ ∈ X
(= the set of polarized Hodge structures of a certain type). Thus we obtain a point
x̃(ι) ∈ X × G(Af )/U . The choice of ι is well-defined up to an element of G(Q),
thus x gives a well-defined point in G(Q)\(X × G(Af )/U) = ShU (G,X)(C). We
thus have a map

S1
U (B, ∗)(C)→ Sh(G,X)(C).

By the theory of Riemann matrices, this map is a bijection. Indeed, one can
recover the abelian variety A from the vector space V and the complex structure



THE LOCAL LANGLANDS CORRESPONDENCE 21

h′, at least up to isogeny; then the point in G(Af )/U gives A in terms of a correct
choice of lattice. On the other hand, every point in X ×G(Af )/U corresponds to
a polarization on V (R) and a lattice (with level structure) with respect to which
the polarization is integral, hence to a complex abelian variety, and the additional
structures are automatic, by the discussion above.

For general i, we have to start with an isomorphism ιi : H1(A) ∼−→V i; then the
same argument goes through with G replaced by Gi = AutB(V i, (, )i). Note that
nothing changes except the set of ιi. The procedure for relating abelian varieties
over C to pairs consisting of an archimedean datum (in X) and a finite-adelic datum
(in Gi(Af )/U = G(Af )/U), modulo a global datum (in Gi(Q)) is worth recalling
here, since it is the model for what will be used to study the points over finite fields.

We note that in fact Gi = G for all i. This is a consequence of the following
lemma:

(2.3.1) Lemma. The natural map ker1(Q, ZG)→ ker1(Q, G) is surjective.

Indeed, this implies that the twist of the hermitian space V is induced by a
twist coming from ZG, hence one that has trivial image in Gad = Aut(G)0, hence
defines a trivial twist of G. To prove that Gi = G, we could also appeal to the
Hasse principle for adjoint groups. However, lemma (2.3.1) will be used repeatedly
in the second half of the course, so I sketch a proof here, due to Kottwitz. First,
let D = G/Gder. Since Gder is an inner form of SL(n), it satisfies the Hasse
principle, and it follows from a simple diagram chase that ker1(Q, G)→ ker1(Q, D)
is injective. Surjectivity is a bit trickier. Let T ⊂ G be a maximal torus, elliptic at
some finite place, Tsc = T ∩Gder. Then the short exact sequence

1→ Tsc → T → D → 1

yields a commutative diagram of long exact sequences
(2.3.2)
−−−−→ H1(Q, Tsc) −−−−→ H1(Q, T ) −−−−→ H1(Q, D) −−−−→ H2(Q, Tsc) . . .y y y y
−−−−→ H1(A, Tsc) −−−−→ H1(A, T ) −−−−→ H1(A, D) −−−−→ H2(A, Tsc) . . .

Now we have the following

(2.3.3) Lemma [K5, pp. 421-422]. Let T be a torus over Q. The group

ker2(Q, T ) = ker[H2(Q, T )→ H2(A, T )]

vanishes if T is anisotropic locally at one place.

In our situation, Tsc is elliptic at some finite place, hence the Lemma applies.
It follows that any y ∈ ker1(Q, D) comes from an x ∈ H1(Q, T ) whose image in
H1(A, T ) comes from H1(A, Tsc). Since H1(Q, Tsc) maps onto H1(R, Tsc) (another
well-known general fact, cf. [Ha, Thm. A.12]), we can replace x by x′ with trivial
image in H1(R, T ). Let z denote the image of x′ in H1(Q, G). Clearly it maps
onto y, and it remains to show z ∈ ker1(Q, G). By construction, it has trivial
component at R, and since H1(Qv, G

der) = 1 (by Kneser’s theorem, since Gder is
simply connected) it is in fact in ker1(Q, G).
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On the other hand, forgetting the B action yields a map of Shimura data
(Gi, X) → (GSp(V i),S±), hence realizes Sh(Gi, X) as a canonical model defined
over its reflex field F by the general theory of Shimura varieties. In particular, the
subvarieties SiU (B, ∗) of AU (B, ∗) are defined over F .

(2.4) Discussion of the moduli problem in étale level.

Now choose a prime u of E above p, and let w = w1, w2, . . . , wr be the primes
of F above u. Write K = Fw Since p splits in E, we can identify

(2.4.1) G(Qp)
∼−→ GL(n,K)×

∏
i > 1

Bop,×wi
×Q×

p

(cf. (1.2.3)) where the map G(Qp)→ Q×
p is given by ν.

Henceforward, we write O = Ow. We assume U factors as Up × Up, with Up

sufficiently small, and we further assume Up =
∏
i Uwi

×Z×p , with respect to (2.4.1).
Assume Uw = Uw1 = GL(n,O). Then AU (B, ∗) is representable, hence has a model
over Spec(O), also denoted AU (B, ∗), that represents a slightly modified version of
the functor considered above. First, we always take λ to be a prime-to-p polariza-
tion, and the equivalence is up to prime-to-p-isogenies. More importantly, Lie(A)
becomes a module over OS ⊗Zp

OB,p, hence over OS ⊗Zp
OF,p. Then conditions

(2.2.1-4) are replaced by
(2.4.2) Lie(A)⊗OF,p

Owi
= 0, i > 1;

(2.4.3) Lie(A) ⊗OF,p
O is a projective OS module of rank n, on which O acts via

the structural morphism O → OS .
The remaining ranks are automatically determined by the polarization condition.

One verifies easily that on the generic fiber we recover the moduli problem defined
in (2.2).

As above, AU (B, ∗) is the union of |ker1(F,G)| copies of a O-model SU (G,X)
of KSh(G,X).

(2.4.4) Theorem. The scheme AU (B, ∗) is smooth and projective over O.

Proof. We follow Carayol [Ca1]. First, AU (B, ∗) is projective: since there is an
embedding in the moduli space of polarized abelian varieties, it suffices to show it
is proper. We prove this by the valuative criterion. Let R be a discrete valuation
ring over O, S = Spec(R), and suppose we have a quadruple (A, λ, i, η) over the
generic point Spec(K). We need to extend it to a quadruple over S. Let AR denote
the Néron model of A over R. It makes no difference if we replace S by a finite
cover, so by the semi-stable reduction theorem of Grothendieck the special fiber Ak
is an extension of an abelian variety by a torus T . Now there is an isomorphism
End(AR) ∼−→End(AK) (functoriality of Néron models). Thus OB acts on Ak, hence
necessarily on T , hence on the character group X∗(T ). This group has Z-rank at
most equal to the dimA = dn2, whereas OB is of Z-rank 2dn2. Since B is a
division algebra, any OB-module must have rank a multiple of 2dn2, which implies
T is trivial. Thus AR is an abelian scheme, and we have already extended i. The
extension of λ follows similarly by functoriality.

Finally, there is the question of extending η. The components of η away from
p extend, because the `-division points are étale over S. So we need only worry
about extending ηp. This is the right time to introduce the theme of p-divisible
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groups, which will occupy the next two lectures and will recur in those that follow.
Let AR[p∞] denote the p-divisible group associated to AR; it is the direct limit of
the finite flat group schemes AR[pn]. The maximal order OB acts on AR[p∞], and
this extends to an action of OB ⊗Z Zp '

∏
iOB ⊗OF

Owi
. Let OBi

denote the
corresponding factor. This is a direct product, hence we have a decomposition

AR[p∞] ' ⊕i(AR[w∞i ]⊕AR[wc,∞i ]),

where AR[w∞i ] is a p-divisible group with OBi action. The condition that the Rosati
involution restricts to the involution ∗ of the second kind on OB implies that the
polarization identifies

AR[wc,∞i ] ∼−→ÂR[w∞i ],

whereˆdenotes Cartier dual.
In general the data “polarization + ηp (mod Up)” is equivalent to “level structure

on AR[w∞i ] (mod Uwi) for all i + trivialization of the Tate module of Gm” (mod
a subgroup of Q×

p ). The fact that η is invariant under the factor Z×p ⊂ Up implies
that we only have to consider level structures on AR[w∞i ]. The condition on the
Lie algebras implies AR[w∞i ] is étale for i > 1, so the factor ηwi

extends over S for
i > 1. Finally, we have chosen Uw maximal, so there is no level structure at w,
hence nothing to extend.

Now to prove smoothness, we use Grothendieck’s infinitesimal criterion. We let
S̄ = S̄U (G,X) denote the special fiber of our model, and let x = (Ax, λx, ix, ηx) ∈
S̄(F) be a geometric point. Let S be an Artinian local O-algebra with residue field
F. We need to show

(2.4.5) Deformation property. Let I ⊂ S be an ideal, and let x′ be a lifting of
the geometric point x ∈ S̄(F) to an S/I-valued point of AU (B, ∗). Then x′ lifts to
an S-valued point of AU (B, ∗).

The deformation property (2.4.5) is in fact a property of the formal completion
AU (B, ∗)̂x of AU (B, ∗) at x, a formal scheme over Spf(O). It therefore suffices to
prove that AU (B, ∗)̂x is formally smooth. In fact, we will prove that AU (B, ∗)̂x is
isomorphic to the formal spectrum of a power series ring. The construction of this
isomorphism will occupy the rest of the section.

We reformulate the problem as follows. We consider the functor F1 on Art(O,F):

S 7→ (A, λ, i, η) + j : (A, λ, i, η)F
∼−→(Ax, λx, ix, ηx)

This is represented by the formal completion AU (B, ∗)̂x. Consider the second func-
tor F2

S 7→ (G, λ, i, ηw) + j : (G, λ, i, ηw)F
∼−→(Ax[p∞], λx[p∞], ix[p∞], ηwx )

The terms need to be explained. Here G is a p-divisible group scheme over S, λ an
isomorphism G ∼−→Ĝ, i an inclusion OB⊗ZZp → End(G), and ηw a U -level structure
on the prime-to-w Tate module of A away from w (this makes sense because Tw(A)
extends uniquely to any S ∈ Art(O,F) as an étale sheaf).
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(2.4.6) Serre-Tate Theorem. The morphism F1 → F2 is an isomorphism of
functors.

Thus to determine the infinitesimal structure of AU (B, ∗), it suffices to study
the functor F2. Obviously, the structure ηw is étale, as is the deformation of the
data Ax[w∞i ] for i > 1. So it suffices to study the deformation of Ax[w∞]. Now
OBw

∼−→M(n,O), by our original hypothesis. Thus there are n orthogonal idem-
potents in OBw

which decompose Ax[w∞] into n mutually isomorphic p-divisible
groups with O action; this argument is called “Morita equivalence.” Let Gx denote
any of these divisible O-modules, ιx : O → End(Gx) the action and let F3 be the
functor

(2.4.7) S 7→ (G, ι) + j : (G, ι)F
∼−→(Gx, ιx).

Since the remaining data are étale, the natural map F2 → F3 is again an isomor-
phism.

Now the projective OS-module Lie(Ax) ⊗OB
OBw

is isomorphic to the sum of
n copies of Lie(Gx) (by Morita equivalence). It follows from the definition of the
moduli problem that Lie(Gx) is a projective (i.e. free) rank 1 OS-module. On the
other hand, the height of the p-divisible group Gx is n[K : Qp] (because Ax[p] is
a finite flat p-group scheme of rank 2dimAx. (Indeed, the polarization breaks up
Ax[p] as A1[p]×A2[p] each of height dim[A], with A1[p] = Ax[p]∩

∏
iAx[w

∞
i ]. Since

all but one of these is étale, the height of Ax[w] is determined, and one computes
directly that the height is precisely n[K : Qp], as stated.)

(2.4.8) Definition. Let S be a scheme over O, and choose a uniformizer $ of O
A p-divisible O-module of height h is a p-divisible group scheme G over S with an
action i : O → End(G) such that

(i) for every pair of integers m1 > m2, the natural sequence

0 −→ G[$m2 ] −→ G[$m1 ] $m2
−−−→ G[$m1−m2 ] −→ 0

is an exact sequence of finite flat group schemes;
(ii) the action of O on Lie(G) is given by the structural morphism O → OS.
The height of the p-divisible O-module G is defined to be the h such that G[$] is

a finite flat k(w)-vector group scheme of rank h.

Thus the height of Ax[w] as O-module is just n, and (2.4.7) is the functor clas-
sifying deformations of (Gx, ιx) as a 1-dimensional height n divisible O-module.

We consider the canonical exact sequence

(2.4.9) 0 −→ G0
x −→ Gx −→ Getx −→ 0

and let h denote the height of Getx , so G0
x is a formal O-module of height n− h.

For O = Zp, and when h = 0, the deformation problem was solved by Lubin-Tate
in 1966 [LT]. The general problem was solved by Drinfel’d [Dr] . I will follow his
account and that of Hopkins-Gross [HG] (Equivariant vector bundles on the Lubin-
Tate moduli space, Contemporary Math., 158 (1994), 23-88), skipping increasingly
many details as the argument progresses. We begin with the case h = 0, and
consider a 1-dimensional formal O-module F over F of height n. Consider the
category Art(O,F) of Artinian local O-algebras R with maximal ideal m = mR
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(containing $) and residue field F, and consider the functor of deformations of F
on Art(O,F); i.e., p-divisible O-modules G over Spec(R) given with isomorphisms
j : GF

∼−→F . Because Spec(R) is infinitesimal, G is in fact a formal group, hence
is given by power series: the addition law G(X,Y ) and multiplication aG(X) for
a ∈ O. To say that G is a deformation of F is to say that G ≡ F (mod m) and
aG ≡ aF (mod m) for all a ∈ O.

The difference is given by a 2-cocycle (∆(X,Y ), δa(X)). First, a cochain is
just a collection of power series as above without constant terms. They form a
(symmetric) 2-cocycle for F if

∆(X,Y ) = ∆(Y,X)

∆(Y, Z) + ∆(X,Y +F Z) = ∆(X +F Y, Z) + ∆(X,Y ).

(Here the symbol Y +F Z means F (Y, Z), etc.)

δa(X) + δa(Y ) + ∆(aF (X), aF (Y )) = a∆(X,Y ) + δa(X +F Y )

δa(X) + δb(X) + ∆(aF (X), bF (X)) = δa+b(X)

aδb(X) + δa(bF (X)) = δab(X)

Given a ψ ∈ R[[X]] with ψ(0) = 0, we define the coboundary

∆(ψ)(X,Y ) = ψ(Y )− ψ(F (X,Y )) + ψ(X)

δa(ψ(X)) = aψ(X)− ψ(aF (X))

Then H2(F,R), the symmetric 2-cocycles with values in R, modulo coboundaries,
classify isomorphism classes of deformations of F to R, by

(∆, δa) 7→ G(X,Y ) = (F (F (X,Y ),∆(X,Y )), aG(X) = F (aF (X), δa(X)))

. The verification is by direct calculation, just as in Lubin-Tate.
The problem is then to find an explicit basis for H2(F,R).

(2.4.10) Theorem. (Drinfel’d) There is a functorial bijection between mn−1
R and

the set of deformations of F to R.

Note that mn−1
R is naturally equal to the set of continuous O-algebra homomor-

phisms from the power series ring Rn,O = O[[t1, . . . , tn−1]] to R. Thus the functor
of deformations of F is prorepresented (on the category of complete (noetherian)
local O-algebras – by passage to the limit) by Spf(O[[t1, . . . , tn−1]]); i.e., F3 is
prorepresented by a power series ring. In particular, taking F to be the formal
group Gx above, we see that Fi is formally smooth for i = 1, 2, 3, which implies
that AU (B, ∗) is smooth at any point x where Getx = 0.

The proof of Drinfel’d’s theorem, like that of Lubin-Tate, is also a direct calcu-
lation. One shows by hand that any deformation can be written in such a way that
∆ and δa have the form

(∆, δa) =
n−1∑
i=1

(∆i, δa,i) + (deg qn−1 + 1)
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where ∆i and δa,i are homogeneous of degree qi; then one shows that each (∆i, δa,i)
is unique up to an (arbitrary) scalar in mR, for i = 1, . . . , n − 1, and that they
determine the remainder of the deformation. Explicitly, if (∆, δa) is a cocycle,
congruent to (mod deg n+ 1), then

(∆, δa) ≡ (c(X + Y )n −Xn − Y n, c(an − a)Xn) (mod deg n+ 1)

if n is not a power of q (and hence is cohomologous to 0 (mod deg n+1)), whereas

(∆, δa) ≡ (c
p

$
[(X + Y )n −Xn − Y n], ca

n − a
$

Xn) (mod deg n+ 1)

if n is a power of q. This is exactly as in Lubin-Tate except for the presence of the
δa.

By writing down the power series, we obtain a universal deformation over Spf(Rn,O).
Taking successive subgroups of $m-division points, we obtain a p-divisible O-
module Σ̃K,n over Spf(Rn,O). It is not hard to see, because it is a direct limit
of finite flat group schemes over Spf(Rn,O), that in fact Σ̃K,n is actually a p-
divisible O-module over Spec(Rn,O), and not merely over the formal completion.
However, Σ̃K,n is no longer formal (consider the pullback of the universal elliptic
curve to the formal completion at a supersingular point). This is an elementary,
but striking illustration of the difference between formal and algebraic geometry
that creates most of the difficulty in the study of the bad reduction of the moduli
space.

It is known that up to isomorphism, there is a unique 1-dimensional p-divisible
O-module ΣK,n of height n over F, with endomorphism ring isomorphic to OD 1

n

,

the maximal order in the central division algebra D 1
n

over K with invariant 1
n .

This can be proved by explicit power series calculations, using the techniques of
the Lubin-Tate theory; see Drinfel’d’s paper for such a proof. One construction
is by taking the reduction mod $ of (any) Lubin-Tate formal group for On, the
unramified extension of O of degree n. Another construction will be discussed next
week.

So much for the case h = 0. Now suppose h arbitrary. We have the universal
deformation Σ̃K,n−h over Spf(Rn−h,O). Let R ∈ Art(O,F). Over F, we have an
isomorphism

F
∼−→F 0 × (K/O)h

where F 0 ∼−→ΣK,n−h.

(2.4.11) Theorem. (Drinfel’d) The functor of deformations of ΣK,n−h× (K/O)h

is prorepresented by a power series ring in n − 1 = (n − h − 1) + h variables, and
canonically by the h-fold fiber product of Σ̃K,n−h over Spf(Rn−h,O).

Theorem 2.4.11, combined with the Serre-Tate Theorem 2.4.6, completes the
proof of the deformation property 2.4.5, hence of the smoothness assertion of Theo-
rem 2.4.4. As for Theorem 2.4.11, its proof is based on an argument due to Messing,
that goes as follows. Evidently, any deformation G of ΣK,n−h × (K/O)h to R has
an exact sequence as in (2.4.9):

0 −→ G0 −→ G −→ Get −→ 0.
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Here G0 is a deformation of ΣK,n−h and Get is a deformation of (K/O)h, hence
is isomorphic to (K/O)h since the latter admits no deformations. So we have to
classify extensions of deformations G0 of ΣK,n−h by (K/O)h. Formally, the short
exact sequence

(2.4.12) 0 −→ Oh −→ Kh = lim−→
pn

Oh −→ (K/O)h −→ 0

of sheaves yields a long exact sequence (of sheaves) with terms

lim←−
pn

HomO(Oh, G0) −→ HomO(Oh, G0) δR−→ Ext1((K/O)h, G0) −→ Ext1(lim−→O
h, G0).

Now HomO(Oh, G0) is represented by HomO(Oh,mR). Since multiplication by p
is contracting on mR and mR is nilpotent, the inverse limit is zero.

To conclude, it suffices to show that the map

Ext1(K/O, G0)→ Ext1(lim−→O, G
0)

is zero, in other words, that any extension G of G0 by an étale O-module that is
split at the closed point of R splits over R upon multiplication by a sufficiently
high power of p. (Here and above, the arguments, apparently merely heuristic, can
be made rigorous, as in the proof of Proposition 2.5 of the Appendix of [Me].) It
suffices to show that the map

HomO(G,K/O ×G0)⊗K → HomO(GF,K/O × ΣK,n−h)⊗K

(restriction to the closed point) is an isomorphism.
More generally, we have

(2.4.13) Theorem. Drinfel’d’s theorem on rigidity of quasi-isogenies. Let S be
a scheme on which p is locally nilpotent, and let S0 be the subscheme defined by a
nilpotent sheaf of ideals. Let G1 and G2 be two p-divisible groups over S. Then
restriction to S0 defines an isomorphism (of sheaves):

Hom(G1, G2)⊗Qp
∼−→ Hom(G1,S0 , G2,S0)⊗Qp.

In other words, any map from G1 to G2 over S0 lifts uniquely to S after multi-
plication by a sufficiently high power of p.

This theorem, which we will use repeatedly, is also the basis of Drinfel’d’s simple
proof of the Serre-Tate theorem. There is a very readable proof by Katz in LNM
868, Surfaces Algébriques, pp. 141-143.

The above discussion is based on the uniqueness of ΣK,g up to isomorphism over
F, and the isomorphisms of formal completions are so far only rational over F. Next
week I will explain how to descend to Fq.



28 MICHAEL HARRIS

(2.5) Hecke correspondences away from p.

We continue to work over Spec(O). Suppose U ⊃ U ′ are two open compact
subgroups of G(Af ) with Uw = U ′w = GL(n,O) as before and Uw = Up×

∏
i Uwi×

Z×p ⊃ U ′,w (again U ′,p ⊃ Z×p . Then there is a finite morphism AU ′(B, ∗) →
AU (B, ∗). Since the prime-to-p torsion subgroups are étale and since level structures
at wi are also étale, this projection is étale.

Define

(2.5.1) G(Aw
f ) = G(Ap

f )⊗
∏
i > 1

Bop,×wi
,

so that

(2.5.2) G(Af ) = Gw ×Q×
p ×G(Aw

f ) = GL(n,K)×Q×
p ×G(Aw

f ).

Thus any admissible irreducible representation π of G(Af ) can be factored

(2.5.3) π = πw ⊗ ψ ⊗ πw,

where πw ∈ A(n,K), ψ is a character of Q×
p , and πw is an admissible irreducible

representation of G(Aw
f ). In what follows, we will try to ignore ψ.

Now suppose g ∈ G(Aw
f ). For U ′ we take U ∩ gUg−1. Then there are two maps,

p1, p2 : AU ′(B, ∗) → AU (B, ∗), with p1 given by the inclusion U ′ ⊂ K and p2 the
composition

AU ′(B, ∗) −→ AgUg−1(B, ∗) ·g−→ AU (B, ∗)

There is then a map (Hecke correspondence)

T (g) = p2,∗p
∗
1 : H•(AU (B, ∗),Q`)→ H•(AU (B, ∗),Q`)

The goal of next week’s lecture will be to explain how to extend this to allow
level structures at w and Hecke operators with non-trivial components at w.



THE LOCAL LANGLANDS CORRESPONDENCE 29

Lecture 3. p-divisible O-modules and Drinfel’d bases

Today I will deal with the most tiresome part of the construction (le point le
plus fastidieux du manuscrit, as Carayol wrote in his Bourbaki report), namely the
explanation of the models of Shimura varieties with bad reduction and the definition
of the group actions. Rather than give all the details, I will try to explain why it
works. For these varieties, the construction is relatively explicit and uses strongly
that we are dealing with 1-dimensional formal O-modules.

(3.1) Dieudonné modules and formal O-modules.

Let K be a finite extension of Qp, O = OK its ring of integers with maximal
ideal ℘K and residue field k = Fq, with algebraic closure F. Let W be the ring of
Witt vectors of F, K the fraction field of W ; i.e. K is what is denoted K̂nr in [HT],
and let σ denote the Frobenius (relative to Qp) acting on K. We let KK = K ·K
and WK be the integral closure of W in KK . For any positive integer g, we choose
a one-dimensional formal O-module ΣK,g over F of height g. We write K/O for
the étale height one p-divisible O-module, and for any non-negative integer h we
let ΣK,g,h = ΣK,g × (K/O)h.

The uniqueness of ΣK,g up to isogeny, at least, follows from the classification
of Dieudonné modules up to isogeny (isocrystals) over F. For future reference (cf.
(8.1)), we define an isocrystal to be a pair (N,φ) where N is a finite-dimensional
K-vector space and φ is a σ-linear bijection N → N , in the sense that

φ(av) = σ(a)φ(v), a ∈ K, v ∈ N.

The category of isocrystals is semisimple; i.e., every isocrystal is isomorphic to
a sum of simple objects. Moreover, the simple objects are classified by rational
numbers r

s where s = dimN r
s

and φs(M) = prM for some W -lattice M ⊂ N r
s
. If

N
∼−→⊕N ri

si

then the ri

si
are the slopes of N .

To any p-divisible group G over F one can associate its (contravariant) Dieudonné
module D(G), and its isocrystal N(G) = D(G) ⊗W K. D(G) is a W -free module of
finite type over the non-commutative ring W [F, V ] with relations

Fa = σ(a)F ; aV = V σ(a); FV = V F = p.

An isocrystal N is attached to a p-divisible group if and only if all its slopes are
in the interval [0, 1]. More precisely, the main theorem of Dieudonné theory (over
perfect fields of characteristic p) is that the functor

G 7→ D(G)

is an anti-equivalence of categories with the category of W [F, V ]-modules as above,
and N(G) ∼−→N(G′) as isocrystals if and only if G and G′ are isogenous.

There is a similar classification of divisible O-modules. Let σq denote the lift
of the Frobenius Frobq ∈ Gal(F/k) to Gal(KK/K), and fix a uniformizer $ ∈ O.
Then a O-Dieudonné module (resp. a K-isocrystal) is a WK [F, V ]-module where
now the relations are

Fa = σq(a)F ; aV = V σq(a); FV = V F = $.
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(resp. a K-vector space N with σq-linear bijective morphism Φ). If G is a divisible
O-module, then D(G) has a natural O-structure, and in this way it becomes a O-
Dieudonné module. The simple objects are again classified by slopes r

s ; here Nr,s
has F s(M) = $rM for an appropriate lattice.

We have the relations

(3.1.1) height(G) = rankOD(G); dimG = dimF V D(G)/$D(G).

In particular, if G is simple of slope r
s , then s = height(G) and r = dimG.

We can thus construct the 1-dimensional height g formal O-module as follows.
Its slope is 1

g . We take N = KgK . For any linear map b ∈ GL(N), one can define a
σq-linear map φb = b · σq. We take

(3.1.2) b =


0 1 0 . . . 0
0 0 1 . . . 0
. . . . . . . . . . . . . . .
0 0 0 . . . 1
$ 0 0 . . . 0


Then (bσq)g = $ ·σgq which implies that the slope is 1

g . This already shows unique-
ness of ΣK,g up to isogeny, and it is not hard to show that any two φ-invariant
lattices are actually isomorphic. Or this can be done directly with power series, as
in Drinfel’d, and we can arrange that

f$(X) = Xqg

, fζ(X) = ζ ·X

for ζ ∈ µq−1.
Drinfel’d proved the following results, generalizing the results of Lubin for one-

dimensional formal groups:

(3.1.3) Proposition [Dr,Prop. 1.7]. (i) The algebra End(N,φ)op = End(ΣK,g)⊗
Qp is isomorphic to the central division algebra Dg = DK,g over K with invariant
1
g .

(ii) This isomorphism identifies End(ΣK,g) with the maximal order ODK,g
⊂

DK,g.

Let N : D×
K,g → K× be the reduced norm, and let Π ∈ OK,g := ODK,g

=
End(ΣK,g) be an element such that v(N(Π)) = 1; we may even assume Πg = $.
Then there is an isogeny Π : ΣK,g → ΣK,g with kernel a one-dimensional O/$
vector space scheme. (The existence of such an isogeny, equivalent to (ii) of the
Proposition, shows that any formal O-module isogenous to ΣK,g is isomorphic to
ΣK,g.) On the other hand, because the action of O on the Lie algebra is just the
natural map O → O/$ = Fq → F, we see that the morphism Frobq : ΣK,g → Σ(q)

K,g

is a map of O-modules. Thus kerFrobq = kerΠ, which means that

(3.1.4) Σ(q)
K,g

∼−→ΣK,g/(ker Π) ∼−→ΣK,g.

We have already defined quasi-isogenies: If A ∈ Art(O,F) and H1, H2 are two p-
divisible O-modules over A, a quasi-isogeny between H1 and H2 is a global section
f of the sheaf HomA(H1,H2) ⊗ Q such that paf is an isogeny for some f . If
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ker paf is a group of order pb, the height of f is then the integer b − a. For any
non-negative integer h, the group of self-quasi-isogenies of ΣK,g,h is isomorphic to
D×
g × GL(h,K), where Dg is the central division algebra over K with invariant

1
g . A self-quasi-isogeny of height 0 of ΣK,g is an invertible element of OK,g, hence
an automorphism of ΣK,g. Alternatively, every isogeny factors as a product of Πa

and an isomorphism (isomorphism on Lie algebras, hence isomorphism), for some
a. Here again, we are strongly using the one-dimensionality of ΣK,g.

We consider the functor QDef(ΣK,g,h) from Art(O,F) to {Sets}:

(3.1.5) A 7→ (H/A, j : ΣK,g,h → HF)

where j is a quasi-isogeny. This functor is representable, as in [RZ], by a for-
mal scheme M̆g,h with infinitely many connected components. When h = 0 the
components are indexed by the height of the quasi-isogeny in Z, and indeed

(3.1.6) M̆g
∼−→M̆g(0)× Z

where M̆g(0) = Spf(Rg,K) represents pairs (H, j) where j is of height 0, hence an
isomorphism.

This is the functor we studied in Lecture 2, represented by O[[u1, . . . , ug−1]].
The additional étale part adds first h more variables to the power series ring; the
connected components are indexed by Z ×GL(h,K)/GL(h,O) (quasi-isogenies of
(K/O)h are indexed by lattices in Kh). We let (Σ̃K,g,h, j̃) denote the universal pair
over M̆g,h.

We need something slightly more general: Let ̂ denote Cartier dual, and con-
sider Σ+

K,g,h = ΣK,g,h × Σ̂K,g,h. This p-divisible group has a canonical polarization
ψ : Σ+

K,g,h × Σ+
K,g,h 7→ µp∞ , where µp∞ denotes the p-divisible group of Gm. The

functor QDef(Σ+
K,g,h) classifies pairs (H+/A, j : Σ+

K,g,h → H+
k̄

) where j is required
to respect the polarizations on the two sides up to a multiple in Z×p . It is repre-
sented by a formal scheme M̆+

g,h, which can be split canonically as M̆g,h ×Q×
p /Z×p ,

with the second factor for the polarization. The universal pair over M̆+
g,h is denoted

(Σ̃+
K,g,h, j̃

+). By analogy with (3.1.6), there is a non-canonical isomorphism

(3.1.7) M̆+
g,h

∼−→M̆+
g,h(0)× Z×GL(h,K)/GL(h,O)×Q×

p /Z×p ,

where M̆+
g,h(0) represents pairs (H+, j) such that j is an isomorphism and such that

the polarization is exact.
We have seen that, the formal completion of AU (B, ∗) at a point x of the special

fiber is isomorphic to M̆g,h for some g + h = n. This was proved over F. Today we
will carry out three additional steps:

(1) First, we show how this descends to Fq. This can be done first on the special
fiber; the Galois action lifts uniquely.

(2) Next, we add (Drinfel’d) level structures at w and obtain a local uniformiza-
tion with these level structures.

(3) Finally, we show how the Hecke correspondences at w extend to these inte-
gral models.
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(3.2) Uniformization of isogeny classes.

We denote by S̄U the special fiber of AU (B, ∗). Let S̄(h)
U , or just S̄(h), be the

set of points x ∈ S̄U (F) such that Getx is of height h. It is easy to see that this is a
(reduced) subscheme; next time we’ll see it is smooth of dimension h. Fix x ∈ S̄(h)

U ,
and consider the set S̄(x) = S̄U (x) of points in the isogeny class of x. It is obviously
contained in S̄(h). Thus S̄(x) consists of quadruples x′ = (A′, λ′, i′, η′) such that
there exists an isogeny φ : A → A′ respecting the other structures. The kernel
of φ breaks up into the w-component and the prime-to-w component. The latter
is a lattice in V wf (A), isomorphic via ηw to V (Aw

f ). Since φ respects the other
structures, this gives a well-defined point in G(Aw

f )/Uw. The w-component is the
same as an isogeny of O-modules Gx 7→ Gx′ . Taking Gx as our model for ΣK,g,h,
with g = n− h, we thus obtain a point of M̆g,h(F). Thus x′ corresponds to a pair
(m, gw) ∈ M̆g,h(F)×G(Aw

f )/Uw. But this pair is only well-defined up to an element
of Ix(Q) = I(A,λ,i)(Q), where Ix = IA,λ,i is the group of self-(quasi)isogenies of the
triple (A, λ, i), acting diagonally on the two data. In this way, we obtain a bijection
(uniformization of an isogeny class):

(3.2.1) Θ : Ix(Q)\M̆+
g,h(F)×G(Aw

f )/Uw → S̄(x).

Injectivity is almost obvious: if two pairs (m, gw) give the same point x′, then the
composition of one isogeny with the inverse of the other gives a self-isogeny of A
respecting all the data, hence an element of Ix(Q), by definition.

The Serre-Tate theorem (2.4.6) then shows that this extends to an isomorphism
of formal completions:

(3.2.2) Θ : Ix(Q)\M̆+
g,h ×G(Aw

f )/Uw → AU (B, ∗)̂̄S(x)
.

The meaning of this formal completion along an isogeny class in the special fiber is
explained in Rapoport-Zink [RZ,6.22]; it is something like the formal disjoint union
of the formal completions at the individual points.

Let me explain how this works on functors. Let R ∈ Art(O,F), and (m, gw) a
point in M̆g,h(R)×G(Aw

f )/Uw. Thus m corresponds to a pair (H/R, j : ΣK,g,h →
HF). Recall that ΣK,g,h is identified with Gx for the fixed basepoint. Lift (A, λ, i) to
(A1, λ1, i1) ∈ AU (B, ∗)(W ) (any lifting). This is possible; indeed, we can even ar-
range that (A1, λ1, i1) comes from a certain CM type. Let Gx,1 be the corresponding
lifting of Gx.

By rigidity of quasi-isogenies (2.4.13), the map j lifts to a quasi-isogeny j1 :
Gx,1 → H. The kernel of this quasi-isogeny defines a (virtual) subgroup scheme
Sm ⊂ A1[w∞], whereas gw defines a lattice Tgw ⊂ V wf (A1). Suppose for simplicity
that Sm is a genuine subgroup scheme and Tgw ⊃ Twf (A1). Then the quotient by
Sm × (Tgw/Twf (A1)) is a new abelian scheme over R, and this is the image of the
point (m, gw). In general, one has to modify the construction to account for virtual
subgroup schemes, but this is not difficult. At the end I will explain how this works
on level $m structures in characteristic 0.

We want Θ to be rational over Fq in a certain sense. Rapoport and Zink con-
struct a “Weil descent datum” on M̆g,h, as follows. Let σq denote the (arithmetic)
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Frobenius automorphism in Gal(F/Fq), and let Frobq : Σ̃K,g,h → (σq)∗(Σ̃+
K,g,h)

denote the Frobenius morphism of the (polarized) p-divisible O-module as above.
(We will need the polarization in what follows.) Let R ∈ Art(O,F), with structure
map φ : R → F; let R[σq ] be the same algebra R with structure map σq ◦ φ. Let
(H, j) be an R-valued point of M̆g,h. Define Hα = H, and let jα be the morphism

j ◦ φ∗(Frob−1
q ) : (σq)∗(Σ̃+

K,g,h)F → (Σ̃K,g,h)F → ΣK,g,h.

(Note that Frob−1
q is a quasi-isogeny, not a genuine morphism.) This gives rise to

an isomorphism of functors α : M̆g,h
∼−→σ∗q (M̆g,h) via

(3.2.3) M̆g,h(A)→ M̆g,h(A[σq ]); (H, j) 7→ (Hα, jα).

This morphism breaks up as a product of two factors: one on Σ̃K,g,h and one on
the polarization; the second factor is just multiplication by q (the action of σq on
roots of unity).

If M̆g,h had a Fq-rational structure, then α would correspond to the action of σq
on points (say over F). The fact that Θ commutes with the action of σq comes down,
after verification, to the fact that Frobenius on (A, λ) corresponds to Frobenius on
Gx × Ĝx together with the polarization.

To any such deformation problem, Rapoport and Zink associate a pair of groups
(G, J) over Qp, with J an inner form of a Levi factor of a rational parabolic subgroup
of G. For M̆+

n−h,h, the group G is GL(n,K)×Q×
p , and J = Jn−h,h,+ = D×

1/n−h ×
GL(h,K) × Q×

p . In any case, J is the group of self-quasi-isogenies of the relevant
divisible O-module ΣK,g,h preserving all additional structure (in the case of Σ+

K,g,h,
J is the group that preserves the polarization). Thus it acts on the moduli problem
by sending j to j ◦ δ. These actions commute with the Weil descent datum because
Frobenius commutes with everything.

(3.3) Drinfel’d level structures: properties.

As before, n = g+h. Let m ≥ 0, $ ∈ O a uniformizing parameter, and consider
Drinfel’d $m-level structures.

(3.3.1) Definition. Let R ∈ Art(O,F), and (H, j) ∈ M̆g,h(R). A map of groups

p : ($−mO/O)n → H[$m](R)

is a Drinfel’d level structure if and only if there is a free rank g O/$mO-direct
summand M ⊂ ($−mO/O)g+h such that
(3.3.2)

∏
x∈M (T − T (p(x))) divides f$m(T ), the power series representing multi-

plication by $m on H;
(3.3.3) The induced map ($−mO/O)n/M → H[$m](R)/H0[$m](R) is an isomor-

phism.

Drinfel’d level structures were introduced in [Dr]. Another approach, developed
by Katz and Mazur in [KM], is described in the following section. The present
notes can only sketch the their basic properties. A complete discussion, with proofs
of all properties used implicitly below, can be found in Chapter III.2 of [HT].
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The functor on Art(O,F) that takes A to the set of (H, j, p), with H and j

as before and p a Drinfel’d level structure, is relatively representable over M̆g,h

by a formal scheme M̆g,h;m. We can do the same with +; however, we always
consider polarizations only up to Z×p -multiples. One of the main results of [Dr] is
that the formal scheme M̆g,h;m is flat over M̆g,h and is regular; however, it has bad
singularities in characteristic p. Its rigid generic fiber is precisely U(m)M̆

rig
g,h , with

U(m) ⊂ GL(g + h,O) the principal congruence subgroup of level $m. Note that
the free rank g summand M in the previous paragraph is a discrete invariant of the
triple (H, j, p); thus

M̆g,h;m =
∐
M

M̆g,h;M

(the index m is implicit in M). When necessary, we say p is of “type M”.
The Weil descent datum on M̆g,h lifts trivially to each M̆g,h;m, and stabilizes

each component M̆g,h;M . Indeed, since Hα = H, we can define α : M̆g,h;m →
Fr∗k(M̆g,h;m) (on A-valued points, as above) by sending (H, j, p) to (H, jα, p).
Again, all these constructions go through in the variants with +. Similarly, the
action of J on M̆g,h lifts to each M̆g,h;m and each M̆g,h;M , inducing the action
already defined on the rigid generic fiber.

The action of G, previously defined on ∞M̆
+
g,h, also extends to the family of

integral models M̆g,h;m. Here is the construction. Let (H, j, p) ∈ M̆g,h;m(A) for
some test scheme A. Suppose moreover that p is of type M , and lift M to a
rank g direct summand M0 of Og+h; let PM0 ⊂ G be the stabilizer of the K-
subspace spanned by M0. First suppose that γ−1 ∈ Mg(O) and that γ · Og+h ⊂
$m′−mOg+h ⊂ $−mOg+h. Suppose in addition that γ ∈ PM0 , and let (γg, γh)
denote its projection on GL(g) × GL(h). Then γ takes the triple (H, j, p) over a
test scheme A, where p is a Drinfel’d level m structure, to a triple (Hγ , jγ , pγ), with
pγ a Drinfel’d level m′-structure. Here

Hγ = H/p(γ · Og+h)

where p(γ ·Og+h) is viewed as a finite flat subgroup scheme of H[$m] with “full set
of sections” p(γ · Og+h) ⊂ H[$m](A). (This notion will be defined more generally
in the global setting.) Now let Σ(γg) = ΣK,g,h/ ker(Frob−vK(det(γg))

K ). Then j−1

identifies Hγ

k̄
with

ΣγK,g,h = ΣK,g,h/ ker(Frob−vK(det(γg))
K )× (Kh/γh · Oh)

where vK is the valuation on K. Indeed, this follows upon comparing orders from
the fact that every finite flat subgroup of ΣK,g is of the form ker(Frobdq) for some
d. We obtain jγ by composing

ΣK,g × (K/O)h
(Frob

−vK (det(γg))
K ,γh)
−→ ΣγK,g,h × (Kh/γh · Oh)

j−→ Hγ

k̄
.

Finally, pγ is just p ◦ γ where γ is viewed as an embedding

$−m′Og+h/Og+h ⊂ $−mOg+h/γ · Og+h.
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Letting m and m′ vary, we obtain an action of γ satisfying the above properties
on the tower {M̆g,h;p−mM0/M0} This action obviously commutes with the action of
J ×WK , and it is easy to see that it coincides with the usual action on the relevant
subset of the rigid generic fiber. We note that if x ∈ O and x 6= 0 then the element
(x−1, x−1) ∈ PM0×J acts trivially. Thus we may extend the partially defined action
to obtain an action of PM0 × J ×WK on the tower {M̆g,h;p−mM0/M0}, factoring
through (PM0 ×J)/K××WK , where K× is embedded diagonally. Finally, we have
the Iwasawa decomposition G = PM ·GL(g + h,O). There is no problem defining
an action of GL(g + h,O) on Drinfel’d level structures (by the standard action on
($−mO/O)g+h) for all m; thus we can extend the action to (G× J)/K××WK on
the tower {M̆g,h;m}, which we denote M̆g,h;∞ and view as the projective limit of
the M̆g,h;m. Note that covering the isomorphism (3.1.7) (and ignoring the +) we
have an isomorphism of (ind-profinite) schemes over k:

(3.3.4) M̆g,h;∞,red
∼−→Z×GL(h,K)

Again, all these constructions go through with additional structures +. In the
next construction we will include these structures, just for a change. For any
m and any type M , there are natural morphisms π : M̆+

g,h;M → M̆+
g;m. Here if

(H, j, p) ∈ M̆+
g,h;M (A) for some test scheme A, we let π(H, j, p) = (H0, j0, p0),

where H0 is the connected part of H, j0 the restriction of j to ΣK,g, whose image
is H0

k̄
, and p0 the restriction of p to M . We can factor π = π3 ◦π2 ◦π1. Here, letting

M̆g,h;m,0 denote the moduli space over M̆g,h of Drinfel’d level $m-structures on the
connected subgroup of the variable height g + h-divisible O-module, we have

π1 = π1,M : M̆+
g,h;M → M̆g,h;m,0 × M̆+

0,h

takes (H, j, p) to (H, j, p0, pet), with pet the induced level structure

($−mO/O)g+h/M → H/H0[$−m].

Moreover, π2(H, j, p0, pet) = (H, j, p0) (forget pet), and π3 is the base change to
M̆+
g;h;0 of an analogous map π′3 : M̆+

g,h → M̆+
g,0. (i.e., forget the étale part alto-

gether).

(3.3.5) Proposition. The map π2 (resp. π′3, resp. π1) is étale, (resp. smooth,
resp. radicial over the special fiber).

Proof. The statement concerning π2 is easy. The smoothness of π′3 follows directly
from Theorem 2.4.11 (Drinfel’d’s theorem has no + and K ′, but these just add
profinite limits of discrete parameters). The assertion regarding π1 is left as an
exercise.

(3.4) Drinfel’d level structures: global construction.

We will need a more general definition of Drinfel’d level structures on a 1-
dimensional divisible O-module H of height n over a general base scheme S.
In particular, we do not know that the connected part is of constant height.
The Katz-Mazur definition is as follows. Consider the finite flat group scheme
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H[$m] over S, and consider homomorphisms of abelian groups p : ($−mO/O)n →
H[$m](S). Every point p(x) is then an S-subscheme of H[$m](S). The set
{p(x), x ∈ ($−mO/O)n} is a “full set of sections” of H[$m] if, for any affine
S-scheme Spec(R) and every function φ ∈ B = H0(H[$m]R,OH[$m]R), there is
the equality of characteristic polynomials in R[T ]:

det(T − φ)(= NB[T ]/R[T ](T − φ)) =
∏

x∈($−mO/O)n

(T − φ(p(x))).

(Equivalently: if N(φ) =
∏
x φ(p(x)) ∈ R – these are equivalent by replacing R by

R[T ].)

(3.4.1) Definition. p is a Drinfel’d basis if and only if the set {p(x)} is a full set
of sections.

We need three properties of this definition:
(3.4.2) The functor S 7→ p, where H is a fixed 1-dimensional divisible O-module of

height n over S, is representable.
(3.4.3) When H is étale, it is just the usual level m structure.
(3.4.4) It coincides with Drinfel’d’s definition when H is a formal group.

The first property implies that it applies to S = AU (B, ∗), defining a moduli
scheme AU(m)(B, ∗) over O. The second property implies that the generic fiber of
AU(m)(B, ∗) (over Spec(K)) is isomorphic to the moduli space for level U(m) struc-
ture, where U(m) = Uw × Uw(m), with Uw(m) the principal congruence subgroup
of GL(n,O) of level $m. Thus the notation is consistent. The third property im-
plies that, in order to determine local properties of AU(m)(B, ∗), it suffices to study
Drinfel’d bases over M̆g,h for general g and h. In particular, the results of Drinfel’d
quoted above imply that AU(m)(B, ∗) is a regular scheme, flat over AU (B, ∗) for all
m.

We prove properties (3.4.2-3.4.4) in turn.

(3.4.5) Lemma. The functor is representable.

Proof. (as in Katz-Mazur): The functor

T 7→ {p : ($−mO/O)n → H[$m](T )}

is represented by S = H[$m]q
mn

. So we need to show that the condition of being
a full set of sections is represented by a closed subscheme. We may localize on S
to assume that S = Spec(R), H[$m] = Spec(B) with B free of rank M over R.
Let b1, . . . , bM be an R basis of B. Let P1, . . . , PM be the tautological sections
of H[$m] over S. The condition that they form a full set of sections depends on
the choice of a variable R-algebra R′, but in fact any function over any algebra
R′ is of the form

∑
i tibi, with ti ∈ R′. So it suffices to look at the universal case

R′ = R[T1, . . . , TM ], and the universal function Φ =
∑
i Tibi. The condition that

P1, . . . , PM is a full set of sections is the condition

NormB[T1,...,TM ]/R′(Φ) =
∏
i

f(Pi)

i.e.
Norm(

∑
Tibi) =

∏
i

(
∑

Tibi(Pi)).
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Both sides are homogeneous forms of degree M in T1, . . . , TM , with coefficients in
R. The equality comes down to equality of coefficients, and this is given by a set
of equations in R, i.e. a closed condition on S.

(3.4.6) Lemma. If C = H[$m] is étale over a scheme Z, then a Drinfel’d basis
is just a level structure.

Proof. This is easy. We can trivialize C (by base change to C). Then P1, . . . , PM
is a level structure if and only if there is a basis bi of B with bi(Pj) = δij . Then
bi · bj = δijbi, and for this basis, the equality of norms in Lemma 1 is obvious.
(Taking as basis bi for B[T1, . . . , TM ]/R′, the matrix of

∑
Tibi is diagonal with

entries Ti.)

(3.4.7) Lemma. The above definition coincides with Drinfel’d’s when H is formal.

Proof. We admit the following elementary lemma ([KM], p. 42, Lemma 1.10.2):

(3.4.8) Lemma. Let R be a ring, F (X) ∈ R[X] a monic polynomial of degree
M ≥ 1, a1, . . . , aM elements of R. Let B = R[X]/(F ). Then the following two
conditions are equivalent:

(a) We have the factorization F (X) =
∏
i(X − ai).

(b) For every φ ∈ B, we have the factorization

det(T − φ) =
∏
i

(T − φ(ai)).

Sketch of proof.. The determinant is relative to the free extension B/R. Then
(b)⇒ (a) because in B the characteristic polynomial of X is F , i.e. det(T −X) =
F (T ). Applying (b) to φ = X, we thus get F (T ) =

∏
i(T − ai) which is (a). In

the other direction, we can regard the coefficients of φ and the ai as independent
variables in a big field K, and

K[X]/
∏

(X − ai)
∼−→

∏
K[X]/(X − ai)

so the relation of characteristic polynomials is clear.

Now condition (3.3.2) of Drinfel’d’s definition is the one that applies to a formal
group:

f$m(T ) = g(T )
∏
x

(T − T (p(x))),

for some power series g. Over F, we may assume f$m(T ) = T q
mg

(the height =
g). Comparing degrees and leading coefficients, this implies that g(T ) is a unit in
R[[T ]]× with constant term 1. Now in the lemma we may take

B = R[[X]]/(f$m) ∼−→R[X]/(F )

for some monic polynomial, by Weierstrass preparation. Drinfel’d’s condition is (a)
of the lemma; the Katz-Mazur condition is (b).

Now by putting together the uniformization morphism Θ with Lemma 3.4.7, we
obtain morphisms of all levels. Let x ∈ S̄(h)

U , and let S̄(x,m) denote the inverse
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image of the isogeny class S̄(x) in AU(m)(B, ∗). Then because the Drinfel’d basis
depends only on the p-divisible group, we can lift Θ to

Θm : Ix(Q)\M̆+
n−h,h;m ×G(Aw

f )/Uw ∼−→AU(m)(B, ∗)̂̄S(xm).

This uniformization depends on Uw and on m, but they fit together in the limit to
yield

(3.4.9) Θ∞ : Ix(Q)\M̆+
n−h,h;∞ ×G(Aw

f ) ∼−→ lim←−
Uw,m

AU(m)(B, ∗)̂̄S(xm).

This commutes with the Weil group action, as before. Note that the action
of Ix(Q) on M̆n−h,h;∞ is given by associating to a self-quasi-isogeny of Ax a self-
quasi-isogeny of Gx. In other words, it factors through a homomorphism Ix(Q) →
J = Jn−h,h = D×

1
n−h

× GL(h,K). Write G(h)(Af ) = G(Aw
f ) × Jn−h,h (an abuse

of notation, because G(h)(Af ) is not the group of Af -points of something called
G(h)). Then (3.4.9) can be rewritten

(3.4.10) [M̆+
n−h,h;∞ × (Ix(Q)\G(h)(Af ))]/Jn−h,h

∼−→ lim←−
Uw,m

AU(m)(B, ∗)̂̄S(xm).

where the Jn−h,h-action on the left hand side is diagonal (on the left on M̆n−h,h;∞
and on the right on the adelic group).

(3.5) Action of adelic group with Drinfel’d level structures.

It is not difficult to define an action of G(Aw
f ) on the right-hand side of (3.4.9)

so that it coincides with the obvious action on the left-hand side; this is standard
in the theory of Shimura varieties. On the other hand, we have defined an action of
Gw = GL(n,K) on the left-hand side. It remains to define an action of GL(n,K)
on the right hand side such that (a) Θ∞ is GL(n,K) equivariant and (b) the action
extends the usual action on the (smooth) generic fiber.

The action is defined by analogy with the previous action. Let (g0, g) ∈ Q×
p ×

GL(n,K). We let G denote the one-dimensional height h divisible O-module at-
tached to one of our abelian schemes A. First suppose that we have the following
integrality conditions:

(i) g−1 ∈M(n,O),
(ii) g−1

0 g ∈M(n,O),
(iii) $m−m′g ∈M(n,O).

(It is understood that m ≥ m′. Note that if (g0, g) is any pair in Q×
p ×GL(n,K),

there exists a ∈ Z such that (p−2ag0, p
−ag) satisfies the above inequalities for

m−m′ >> 0. Under these assumptions we will define a morphism

(g0, g) : AU(m)(B, ∗)→ AU(m)(B, ∗).

It will send (A, λ, i, ηw, p) over T to (A/(C ⊕ C⊥), pvalp(g0)λ, i, ηw, p ◦ g), where
(3.5.1) C1 ⊂ G[$m] is the unique closed subgroup scheme for which the set of p(x)

with x ∈ g · (On)/On is a full set of sections;
(3.5.2) C = (OnF,w ⊗OF,w

C1) ⊂ A[$−valp(g0)];
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(3.5.3) C⊥ is the annihilator of C ⊂ A[$−valp(g0)] inside A[(uc)−valp(g0)] under the
λ-Weil pairing;

(3.5.4) pvalp(g0)λ is the polarisation A/(C ⊕ C⊥) → (A/(C ⊕ C⊥))∨ which makes
the following diagram commute

A
p−valp(g0)λ−−−−−−−→ A∨y x

A/(C ⊕ C⊥)
pvalp(g0)λ−−−−−−→ (A/(C ⊕ C⊥))∨;

(3.5.5) p ◦ g : $−m′(On)/On → (G[$m]/C1)(T ) is the homomorphism making the
following diagram commute

$−m′(On)/On p◦g−−−−→ G[$m]/C1(T )y y
$−m′g(On)/g(On) −−−−→ (G[$∞]/C1)[$m′ ](T )y y
$−m′(On)/g(On) −−−−→ (G[$m]/C1)(T )x x
$−m′(On)/On p−−−−→ G[$m](T );

This definition makes use of a number of properties of Drinfel’d bases that we
have not made explicit here. For instance, the existence of a subgroup scheme C1

as in (3.5.1) is Lemma III.2.2 of [HT].
Over the generic fiber (i.e., over K) one checks that this coincides with the usual

action. Thus (p−2, p−1) acts in the same way as p ∈ G(Aw
f ) – over the generic

fiber, which is Zariski dense in the integral model, hence over the whole scheme.
Indeed, the diagonal element p ∈ ZG(Q) acts trivially on the Shimura variety, but
it is the product of p ∈ G(Aw

f ) and (p2, p) ∈ Q×
p ×GL(n,K). Thus (p−2, p−1) acts

invertibly on the inverse system. In this way we see that this defines an action of
the whole of Gw. We state this formally as follows

(3.5.6) Proposition. The formulas (3.5.1)-(3.5.5) extend to an action of G(Af )
on the tower of moduli schemes AU(m)(B, ∗) over O, in such a way that the uni-
formization map (3.4.9) is WK ×G(Af )-equivariant.

Remark. One can also avoid worrying about g0; the action of Q×
p can be defined

easily for general g0, just by changing the polarization. Moreover, one can define
an action of g that fixes the polarization, but then the polarization becomes a
quasi-isogeny rather than an actual homomorphism. This strategy was followed in
[HT2].
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Lecture 4. Stratification and vanishing cycles

The present lecture continues the study of the stratification of the special fiber
S̄

(h)
U of our Shimura variety by isomorphism type of isocrystal, which in the present

simple situation corresponds to stratification by p-rank of the universal family of
abelian varieties with PEL structure. The cohomology of the generic fiber can
be written, in the Grothendieck group, as the sum of cohomologies of strata of
the special fiber with coefficients in the vanishing cycle sheaves. This is the First
Basic Identity (4.4.4), which summarizes the contribution of vanishing cycles to the
determination of the cohomology of the generic fiber.

(4.1) Strata in level prime to p: Proof of smoothness.

Let U = Uw × Uw, with Uw = GL(n,O), and Uw sufficiently small, so that
AU (B, ∗) has a smooth model over O. We return to the stratum S̄

(h)
U defined last

time; this is the subset where Getx is of height h. We prove that each S̄(h)
U is smooth

of dimension h.
In fact, we can replace AU (B, ∗)F by any smooth locally noetherian scheme S

over F, and consider a one-dimensional divisible O-module H/S of height n. We
know that, when S = AU (B, ∗)F, then, for every s ∈ S(F), the formal completion
S ŝ is isomorphic to the universal formal deformation space (over F) of Hs (we apply
the Serre-Tate isomorphism in reverse). We assume S has this universal property
as well; it is used only in (c) of Theorem 4.1.1. Let S[h](F) ⊂ S(F) be the subset
where the height of Het is ≤ h, S(h)(F) = S[h](F)− S[h−1](F).

(4.1.1) Theorem. (a) Under the above hypotheses, S[h](F) is the set of F-valued
points of a reduced closed subscheme S[h].

(b) Over S(h), there is a short exact sequence

0→ H0 → H → Het → 0

where H0 is a one-dimensional formal O-module of height n − h and Het is étale
of height h.

(c) For h = 0, . . . , n − 1, S(h) = S[h] − S[h−1] is either empty or smooth of
dimension h.

Proof of (a) and (b). Step 1. The proof is in several steps. We first note that (a)
implies (b). Indeed, Messing observed in his thesis ([Me], Ch. II, Prop. 4.9) that
if S is a connected noetherian scheme of characteristic p (or even with p locally
nilpotent) and H is a p-divisible group over S with |H[p](k(s))| constant, then H is
globally an extension of a formal group by an étale group. (More generally, if X/S
is a finite flat scheme with constant separable rank, then it factors uniquely

X
f−→ X ′ g−→ S

with f radicial and g étale. This is first proved for fields, where it is obvious, then for
complete local rings by Hensel’s lemma, then for general local rings by faithfully
flat descent, using the uniqueness over the completion, and then the uniqueness
implies that these local morphisms patch together globally.) So if we have (a), then
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over S(h) we have a short exact sequence with Het étale, and since both H0 and
Het are still O-modules, the height follows by counting the order of H[p] at any
point.

Step 2. Now we prove (a). The argument is due to Oort [Oo]. The problem
is local, so we may assume S = Spec(R) where R is a noetherian ring and Lie(H)
is free over R. By induction, we drop the assumption that S be smooth (but it
remains reduced) and we also drop the assumption that the complete local ring
is isomorphic to the deformation ring at each point. We assume that generically,
Hs[p](k(s)) is of order pg for some g; at this point the O-action is irrelevant. First,
we establish notation for Frobenius and Verschiebung maps. Let FrS : S → S
denote the absolute Frobenius morphism. The superscript (p), for schemes over S,
denotes pullback with respect to FrS . Let

V : H∨,(p) → H∨

denote the V -operator on H; i.e., the Cartier dual of the Frobenius homomorphism
FH : H → H(p). Let H = LieH[p]∨ = LieH∨ (they are equal because p = 0 on S),
and let V ∗ denote the differential of V :

V ∗ : H(p) → H.

In this version, V ∗ is an O-linear map. We may also identify H(p) with Fr∗S(H);
then composing V∗ with the Frobenius map

FH : H → Fr∗S(H)

we obtain

(4.1.2) V∗ = V ∗ ◦ FH : H → H,

a Frob-linear version V∗ of V ∗:

V∗(ay) = apV∗(y), a ∈ R, y ∈ Γ(∗,H).

(4.1.3) Lemma. For any geometric point s ∈ S there is a canonical perfect pairing

HV∗=1
s ⊗Hs[p](k(s))→ Fp.

Proof. This is apparently well-known, but we were unable to find a reference. Here
is the proof. It is standard (cf. [Mu, p. 138]) that there is a canonical isomorphism

(4.1.4) Hs
∼−→Hom(Hs[p],Ga).

With respect to (4.1.4), V∗ is identified with the map φ 7→ φ ◦ F[Hs] = FGa ◦ φ.
Applied to k(s)-valued points, (4.1.4) yields a pairing

Hs[p](k(s))×Hs → Ga(k(s)) = k(s),

which restricts to a pairing

(4.1.5) Hs[p](k(s))×HV∗=1
s → k(s)F=1 = Fp.
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If φ ∈ HV∗=1
s and φ(x) = 0 for all x ∈ Hs[p](k(s)) then φ factors through the formal

group of Ga, hence by (4.1.5) φ = 0. Thus we have an injection

(4.1.6) HV∗=1
s ↪→ Hom(Hs[p](k(s)),Fp).

To complete the proof of the lemma, it suffices to show the order of the left-
hand side of (4.1.6) is at bounded below by that of the right-hand side. Suppose
Hs[p](k(s)) has order ph; equivalently, that there is an embedding µhp ↪→ Hs[p]∨.
Then there is an embedding

Lie(µp)h ↪→ Hs,

compatible with V∗. But the p-linear map V∗ has slope 0 on µp, hence

dimFp
HV∗=1
s ≥ dimFp

Lie(µp)h,V∗=1 = h,

which yields the desired bound.

Let Sa = {s ∈ S(F) | |Hs[p](k(s))| ≤ pa}. It suffices to show that each Sa
is the set of points of a reduced closed subscheme. By the Lemma, Sa = {s ∈
S(F) | |HV∗=1

s | ≤ pa. Let e1, . . . , em be a basis for H over R, and write V∗ as a
matrix:

V∗(ei) =
∑
j

vijej .

Then HV∗=1 is identified with the subscheme of AmR defined by the equations

xj =
∑
i,j

vijx
p
i

via (xj) 7→
∑
j xjej ; indeed

V∗(
∑
j

xiei) =
∑
i,j

xpi vijej .

These equations define a quasi-finite étale covering of S, since the Jacobian is the
identity. Generically, the degree is pg; i.e., S = Sg. Then Sg−1 is closed.

Proof of (c).
Step 3. Next, we prove that the codimension of Sg−1 is at most 1. Let T be

the normalization of S = Spec(R) in a finite separable extension of Frac(R) where
the étale covering is trivialized, so Hk(T ) has pg points, say x1, . . . , xpg . Since T/S
is finite, it suffices to prove the result with S replaced by T . Then Tg−1 is the
union of the loci Zi where the xi are not regular. Since T is normal, each Zi is of
codimension ≤ 1.

Step 4. It remains to prove smoothness. This is more subtle, and requires
Drinfel’d’s theory. First, it follows from Step 3 that S[h] is of dimension at least h
for all h. On the other hand, the separable rank of H is constant over S(h), so over
S(h) the connected part H0 is a (smooth) formal group of height n − h. If S(h) is
empty there is nothing to prove. So let s ∈ S(h) be a closed point, and consider the
maps

Spf(RK,n−h,h)
φ
∼←−S ŝ

f←− S(h)
ŝ
cl−→ Spf(RK,n−h).
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The map f is the natural immersion and cl is the classifying map attached to the
deformation of H0

s over S(h)
ŝ given by pullback of H0 to S(h)

ŝ.
Let P be a minimal prime of OŜ,s and let clP denote the restriction of cl to

the corresponding irreducible component. Then the map clP corresponds to a
homomorphism of rings RK,n−h → OŜ,s/P .

Denote by t1, . . . , tn−h−1 the parameters of RK,n−h (parametrizing deformations
of H0

s ) and u1, . . . , uh the remaining parameters in RK,n−h,h (parametrizing exten-
sions by (K/O)h). We will show that the parameters t1, . . . , tn−h−1 of Drinfel’d
map to zero in OŜ,s/P . Assuming this, we conclude as follows. It follows that

the canonical classifying map clh : S(h)
ŝ

cl−→ Spf(RK,n−h,h), corresponding to the
deformation of Hs over S(h)

ŝ, corresponds to a homomorphism

RK,n−h,h/(t1, . . . , tn−h−1) = O[[t1, . . . , tn−h−1, u1, . . . , uh]]/(t1, . . . , tn−h−1)→ OŜ(h),s

In the above diagram, clh = φ ◦ f ; in particular it is a closed immersion. It follows
that S(h) is of dimension ≤ h at s. But we know that it is of dimension at least h,
hence the map above is an isomorphism, and S(h) is smooth at s.

It remains to show that the deformation of H0 along S(h)
ŝ is trivial. Let k be

the field of fractions of the image of gP ; since S(h) is reduced, it suffices to show
that the ti map to zero in k. Suppose one of the ti does not map to zero, with i
minimal. Then the qi-coefficient of f$ (= multiplication by $ on H0

k) is non-zero,
and this is the first non-zero coefficient. Thus H0

k is of height i < n − h. This
contradicts the hypothesis that H0 is of height n− h on S(h).

We will see later, when counting points (Lecture 6), that the strata are non-
empty.

(4.2) Generalities on vanishing cycles.

Let T = Spec(R), R a Henselian discrete valuation ring, with generic point η
and special point t of characteristic p, and assume for simplicity k(t) algebraically
closed. Let f : S → T be a proper morphism of finite type, with fibers Sη
and St, and geometric generic fiber Sη̄. Let F be a constructible sheaf on Sη
in Q`-vector spaces, with ` 6= p. The point of vanishing cycles is to calculate
H•(Sη̄,F) as the hypercohomology of a complex RΨ(F) on St. There is an ac-
tion of Gal(k(η̄)/k(η)) on H•(Sη̄,F), hence one wants RΨ(F) to be endowed with
an action of Gal(k(η̄)/k(η)) (= inertia). The recipe is formal. One considers the
canonical morphisms j̃ : Sη̄ → S and i : St → S; then

RΨ(F) = ĩ∗Rj̃∗(F)

(nearby cycles). Since f is proper, one knows by proper base change that

Hp(S,Rq j̃∗(F)) ∼−→Hp(St, i∗Rq j̃∗(F)) = Hp(St, RqΨ(F)).

Then the Leray spectral sequence becomes

Ep,q2 = Hp(St, RqΨ(F))⇒ Hp+q(Sη̄,F).

More generally, one starts with k(s) perfect (e.g. finite) and takes base change over
T by the Witt vectors W (k(s̄)); then the spectral sequence becomes equivariant for
Gal(k(η̄)/k(η)) covering the action of Gal(k(s̄)/k(t)). It is known that
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(4.2.1) Fact. If F is constructible and f : S → T is a proper morphism of finite
type then the nearby cycle sheaf RΨ(F) is constructible.

The standard reference for vanishing cycles is [SGA 7]; however, Illusie’s article
[Il] provides an efficient introduction.

This definition has the disadvantage that one is no wiser than before unless one
can compute RqΨ(F). In our setting, T = Spec(O), S = AU(m)(B, ∗), and we
restrict attention for simplicity to F = Q`. Write S̄U(m) = ĀU(m)(B, ∗), the special
fiber of S, and write RqΨ for RqΨ(Q`), and occasionally RqΨ(m) when the level is
indicated. Then there is a spectral sequence

Ep,q2 = Hp(S̄U(m), R
qΨ)⇒ Hp+q(AU(m)(B, ∗)K̄ ,Q`).

Passing to the limit over Uw, and m, we find

(4.2.2) lim−→
Uw,m

Hp(S̄U(m), R
qΨ)⇒ lim−→

Uw,m

Hp+q(AU(m)(B, ∗)K̄ ,Q`).

Now the right-hand side is an admissible G(Af ) module (admissible means just
that at every finite level the cohomology is finite-dimensional). We consider a
modified Grothendieck group of G(Af ) × WK-modules: the objects are formal
sums

∑
nΠ,σΠ ⊗ σ with Π an irreducible Q`-valued representation of G(Af ) and

σ an irreducible continuous Q`-valued representation of WK ; the nΠ,σ ∈ Z. An
admissible G(Af )×WK-module is a G(Af )×WK-module that is admissible over
G(Af ) and continuous over WK . To an admissible G(Af ) × WK-module π we
associate

∑
nΠ,σΠ⊗σ as follows. If ΠU 6= 0, then nΠ,σ(π) is the multiplicity of ΠU⊗

σ in the semisimplification of πU as module over the Hecke algebra H(G(Af )//U)
tensored with WK . One checks that this is independent of U . Note that `-adic
monodromy in σ has been eliminated.

Write [π] =
∑
nΠ,σ(π)Π⊗ σ, and define

(4.2.3) [H(A(B, ∗))] =
∑
j

(−1)j [ lim−→
Uw,m

Hj(AU(m)(B, ∗)K̄ ,Q`)]

Recall (from §2.4) that

Assumption (4.2.4). The level subgroup is always assumed to contain Z×p ⊂ Q×
p .

Then the above spectral sequence yields

(4.2.5) [H(A(B, ∗))] =
∑
p,q

(−1)p+q[ lim−→
Uw,m

Hp(S̄U(m), R
qΨ)].

Here we are making use of the fact [F] that the action of G(Af ) extends canoni-
cally to an action on RΨ by cohomological correspondences, covering the action on
lim←−U,m S̄U(m).

Now recall the stratification of S̄U(m) by the S̄(h)
U(m). These have been defined

when m = 0, and for general m one takes inverse images. For any constructible
sheaf Φ (on any base) there is always a long exact sequence:

(4.2.6) . . .→ Hp
c (S̄

(h)
U(m),Φ)→ Hp(S̄[h]

U(m),Φ)→ Hp(S̄[h−1]
U(m) , i

∗
h−1Φ)→ . . .
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where ih−1 is the obvious closed immersion. By induction, we obtain a further
decomposition in Groth(G(Af )×WK):

(4.2.7) [H(A(B, ∗))] =
∑
p,q,h

(−1)p+q[ lim−→
Uw,m

Hp
c (S̄

(h)
U(m), i

∗
hR

qΨ))].

We drop the U and m and just write the right-hand side∑
p,q,h

(−1)p+q[Hp
c (S̄

(h), RqΨ))].

The stability of each S̄(h) under G(Af ) follows from the fact that G(Af ) preserves
isogeny classes, and the height of the connected formal group is an isogeny invariant.

(4.2.8) Remark. The above decomposition presupposes that each term is an
admissible G(Af )-module. The condition away from w is clear, so we may as well
fix Uw and let m vary. Then admissibility comes down to the assertion that

[lim−→
m
Hp
c (S̄

(h)
U(m), i

∗
hR

qΨ))]Γm = Hp
c (S̄

(h)
U(m), i

∗
hR

qΨ))

for any h, where Γm ⊂ GL(n,O) is the principal congruence subgroup. For this we
can replace the limit on the left by Hp

c (S̄
(h)
U(m′), i

∗
hR

qΨ))Γm for all m′ > m. More
generally, if f : Z ′ → Z is a quotient by a finite group Γ, and if L′ is a constructible
sheaf on Z ′ with compatible Γ-action, we have Hp

c (Z, (f∗L
′)Γ) ∼−→Hp

c (Z
′, L′)Γ. So

it suffices to prove the

(4.2.9) Continuity lemma.

RqΨ(m) ∼−→fm′,m,∗RqΨ(m′)Γm .

Here the notation is obvious. This follows formally from the definition of van-
ishing cycles, because fm′,m is the special fiber of a proper flat morphism whose
generic fiber is an étale covering with Galois group Γm/Γm′ .

(4.3) Vanishing cycles and the fundamental local representation.

Now we return to the formal situation. If X is a “special” formal scheme over
Spf(O), Berkovich has constructed a vanishing cycles functor RΨform from étale
sheaves over the generic fiber to constructible complexes on the special fiber, which
is a scheme over Fq. The hypothesis “special” is best expressed in terms of rigid
geometry, but a finite flat covering of the formal spectrum of a formal power series
ring over O is of that type. Again, the formal completion of a proper scheme
of finite type over O along a subscheme of the special fiber is special. Thus the
formal schemes M̆n−h,h;m of Drinfel’d level structures are special in Berkovich’s
sense; we have seen that their connected components are isomorphic to the formal
completion of AU(m)(B, ∗) along points in S̄(h). When h = 0, the special fiber is
just a point, or rather a union of points, indexed by Z (a connected component is
of the form Spf(Rn−h;m)). More generally, the special fiber is a union of connected
components of the form Spf(Rn−h,h;m) indexed by Z× U(h;m)\GL(h,K), where
U(h,m) ⊂ GL(h,O) is the principal congruence subgroup of level m. In any case
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the vanishing cycles sheaves are just unions over the connected components of vector
spaces with WK action.

We define
Ψi
K,`,n−h,h,m = H0(M̆n−h,h;m,red, R

iΨformQ`)

for the formal scheme M̆n−h,h;m; here M̆n−h,h;m,red is an ind-profinite scheme over
k with GL(n,O)×Jn−h,h-action. (The “ind” comes from the fact that Gh ⊂ Jn−h,h
is non-compact; in fact, M̆n−h,h;m,red is just a countable disjoint union of profinite
schemes.) We let
(4.3.1)

Ψi
K,`,n−h,h = Ψi

n−h,h = lim−→
m

Ψi
K,`,n−h,h,m = lim−→

m
H0(M̆n−h,h;m,red, R

iΨformQ`).

Then each Ψi
n−h,h has an action of G × J × WK . When h = 0, we have G =

GL(n,K), J = D×
1
n

, and then Ψi
n = Ψi

n,0 is called the fundamental local repre-
sentation of G× J ×WK . More precisely, the virtual representation

[Ψn] =
∑
i

(−1)iΨi
n

will be treated as the fundamental local representation. All information regarding
supercuspidal representations of GL(n,K) is contained in the representation on
Ψn−1
n .
Let h = 0, and identify M̆n−h,0;∞,red with Z as in (3.3.4); let x0 ∈ M̆n−h,0;∞,red

correspond to 0 ∈ Z (quasi-isogenies of height 0). The stalk Ψi
n−h,0,x0

of RiΨformQ`

at x0 inherits a representation of the isotropy subgroup at x0

(4.3.2) AK,n−h ⊂ GL(n− h,K)× Jn−h ×WK .

Writing g instead of n − h, the group AK,g can be characterized as the kernel of
the map

δ : GL(g,K)× Jg ×WK → Z

defined by

(4.3.3) δ(γ, j, σ) = wK(det(γ))− wK(N(j))− w(σ)

where wK is the valuation on K, N : J → K× is the reduced norm, and w(σ) is
the valuation on WK induced by wK via the reciprocity isomorphism W ab

K
∼−→K×.

It is then clear that

(4.3.4) Ψi
n−h,0 = c− IndGL(g,K)×Jg×WK

Ag,K
Ψi
n−h,0,x0

,

where c− Ind denotes induction with compact support.
For the sake of honesty, we will also need the version including polarization; this

is Ψi
n−h,h,+ starting from M̆+

n−h,h;m. The action is now complicated by an extra
factor of Q×

p in each of G and J , and we define

Jn−h,h,+ = D×
1

n−h

×GL(h,K)×Q×
p .
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The vanishing cycles of Berkovich satisfy the same spectral sequence as in the
algebraic setting:

(4.3.5) Ep,q2 = Hp(Zs, RqΨ(Q`))⇒ Hp+q(Zη̄,Q`)),

where now Zη̄ is the generic fiber of Z in the sense of Raynaud-Berthelot – i.e. a rigid
analytic space – and the cohomology on the right is Berkovich’s étale cohomology of
analytic spaces. But we don’t need this. What we do need is Berkovich’s comparison
theorem, which we state in the case when the special fiber of X is a single point
x ∈ Zs.

Thus let f : Z → Spec(O) as before, x ∈ Zs a geometric point, and let X = Ẑx.
Then

(4.3.6) Theorem Berkovich, [B, II, Theorem 3.1]. There is a canonical isomor-
phism

RΨformQ`
∼−→(RΨQ`)x.

In other words, the vanishing cycles in the algebraic category depend only on
the formal completion.

The canonicity of the isomorphism implies that it commutes with all correspon-
dences on Z in a natural sense. Thus, fix an isogeny class

S̄(x) = lim←−
U,m

S̄U,m(x) ⊂ lim←−
U,m

AU(m)(B, ∗).

This is a profinite set, and its cohomology is defined as the direct limit of coho-
mology of finite quotients. Via the local uniformization maps (3.4.10), as U and
m vary, Berkovich’s comparison theorem defines an isomorphism of G(Af )×WK-
equivariant sheaves on S̄(x):

(4.3.7) [Ψi
n−h,h,+ × (Ix(Q)\G(h)(Af ))]/Jn−h,h,+

∼−→RiΨQ` |S̄(x) .

(4.3.8) Remarks. (i) When h = 0, the set S̄(x) maps bijectively to lim←−U S̄U,0(x).
This is because the group Gx is connected and because, over a reduced base, Gx[$m]
has a unique Drinfel’d basis, namely the trivial one (exercise). Hence we may view
RiΨQ` |S̄(x) as a sheaf on the h = 0 stratum in lim←−U AU(0)(B, ∗), though the
vanishing cycles themselves require m→∞.

(ii) For h > 0, this is no longer true. On the one hand, the set M̆n−h,h;M maps to
a product, as we will see, of M̆n−h,0 and M̆0,h. The second factor is just GL(h,K),
with G = J = GL(h,K) acting on right and left. This is the GL(h)-factor of
Jn−h,h,+. In the quotient, we have therefore an extra GL(h,K)-term in the limit.

(4.3.9) Proposition. Suppose h = 0. Then the fundamental local representation
of G × J ×WK on Ψi

n is admissible as a G × J-module (or rather Z-admissible:
see Remark (4.3.9.1), below) and satisfies the analogue of the continuity lemma:

Ψi
K,`,n,0,m = (Ψi

n)
Γm

where Γm ⊂ G is the principal congruence subgroup.

Proof. The admissibility is a consequence of
(1) Each Ψi

K,`,n,0,m is constructible (i.e., the stalks are finite-dimensional).
(2) The continuity lemma.



48 MICHAEL HARRIS

Consider (1) first. This follows from uniformization and the constructibility of
vanishing cycles in the algebraic setting, provided we know the supersingular locus
S̄(0) is non-empty. This we have already promised to prove later (by explicitly
exhibiting points). As for (2), it follows again from the continuity lemma in the
algebraic setting.

(4.3.9.1) Remark. In fact, the above proposition is not quite true as stated, for
elementary reasons: the center of G × J translates the connected components of
M̆n and hence has no finite-dimensional invariant subspaces. The correct statement
would be that, for any character ξ of the center ZG of G, the maximal quotient
of Ψi

n on which ZG acts as ξ is an admissible G × J-module. Perhaps this should
be called Z-admissible. In any case, this is all we need for the applications. An
analogous (but more serious) correction needs to be effected for general h below.

Let g be a non-negative integer. Before continuing, we need to introduce a
“compactly supported” version of Ψi

g,0. Let

(4.3.10) Ψi
c,g = c− IndGL(g,K)×Jg×WK

Ag,K
(Ψi

g,0,x0
)∨.

Thus
Ψi
c,g = lim−→

m
H0(M̆g,0;m,red, (RiΨformQ`)∨)

is just the cohomology of the dual of RiΨformQ`. The subscript c is included to
reflect the fact that, for more general Shimura varieties, one obtains the analogous
construction as the compactly supported cohomology, in Berkovich’s sense, of the
tube over a connected component of an isogeny class; cf. [H3] and [Fa]. In general,
this dual construction behaves better in general with respect to the action of the
center; here the difference is slight.

I can now state one of the main theorems of [HT]:

(4.3.11) Theorem [HT]. Let g be a non-negative integer. Let π ∈ A0(g,K), and
let JL(π) denote the corresponding representation of J = D×

1
g

under the Jacquet-

Langlands correspondence (A.1.13).

(i) We have

[Ψg(JL(π))]
def
=

∑
i

(−1)i[HomJ(Ψi
c,g, JL(π))] ∼−→(−1)g−1[π ⊗ r`(π)∨]

in Groth(G×WK), where r`(π) is a g-dimensional irreducible representation
of WK .

(ii) (Cf. Proposition 5.2.18 below.) Let π′ 6= π ∈ A(g,K) be a discrete se-
ries representation. Then for all i, HomJ(Ψi

c,g, JL(π′)) contains no G-
subquotients isomorphic to π.

(iii) Finally, σ`(π), defined by

σ`(π) = r`(π ⊗ | • |
g−1
2 ),

satisfies all the conditions of the local Langlands correspondence (except
possibly compatibility with ε factors).



THE LOCAL LANGLANDS CORRESPONDENCE 49

This was conjectured by Carayol [Ca3], following earlier conjectures of Deligne.
The proof of Theorem 4.3.11 is given in §5, assuming some consequences of the
point-counting argument that will be completed in the subsequent sections.

Now recall from Lecture 3 the notion of Drinfel’d basis of type M . Here M ⊂
$−mOn/On is a direct summand isomorphic to $−mOn−h/On−h, and p is a Drin-
fel’d level structure of type M on Gx if p |M is a Drinfel’d structure on G0

x and p
(mod M) induces a Drinfel’d level structure on the étale quotient. We have the
decomposition

M̆g,h;m =
∐
M

M̆g,h;M

We write
Ψi
K,`,n−h,h,m = ⊕MΨi

K,`,n−h,h,M

Fix one M = M0(m) (in standard position) and let Ph,0 ⊂ GL(n) the standard
maximal parabolic of type (n−h, h). Let Om = O/$mO. There is an isomorphism

(4.3.12) Ind
GL(n,Om)
Ph,0(Om) Ψi

K,`,n−h,h,M0(m)
∼−→Ψi

K,`,n−h,h,m

that sends a function f : GL(n,Om) → Ψi
K,`,n−h,h,M0(m) satisfying f(pg) = pf(g)

for p ∈ Ph,0(Om) to

[GL(n,Om) : Ph,0(Om)]−1
∑

g∈Ph,0(Om)\GL(n,Om)

g−1f(g).

It is easy to check that this is an isomorphism of GL(n,Om)-modules (on the
induced representation, the action of h takes f to fh(g) = f(hg), and∑

g

g−1fh(g) =
∑
g

g−1f(gh) =
∑
g

hg−1f(g).)

Let Vm = Ψi
K,`,n−h,h,M0(m), Hm = Ψi

K,`,n−h,h,m, Im = Ind
GL(n,Om)
Ph,0(Om) . The denomi-

nator (which doesn’t work integrally!!) makes the following diagram commute:

ImVm −−−−→ Hmy y
Im′Vm′ −−−−→ Hm′

for m′ > m, where the right-hand side is just pullback and the left-hand side
identifies ImVm with functions on Om′ that pullback from functions on Om and
take values in the image of Vm in Vm′ under the natural pullback. Thus in the limit
this defines an isomorphism

(4.3.13) lim−→
m
ImVm

∼−→ lim−→Hm = Ψi
n−h,h.

Let
Ψi
K,`,n−h,h,M0

= lim−→
m

Ψi
K,`,n−h,h,M0(m)
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(4.3.14) Proposition. There is a canonical isomorphism of G×J×WK-modules

Ind
GL(n,K)
Ph,0(K) Ψi

K,`,n−h,h,M0

∼−→Ψi
n−h,h.

Proof. Given the above constructions, it remains to identify the left-hand side via

lim−→
m
ImVm

∼−→IndGL(n,K)
Ph,0(K) lim−→

m
Vm.

But this follows from the Iwasawa decomposition

GL(n,K) = Ph,0(K) ·GL(n,O)

which identifies the right-hand side with the locally constant functions in IndGL(n,O)
Ph,0(O) lim−→m Vm,

and the fact that locally constant functions come from the left-hand side.

For convenience we have ignored the polarization datum (the +); now we put
it back. We consider an individual Ψi

K,`,n−h,h,M0(m),+ as Ph,0(Om)-module. First
note that it is finite-dimensional. This follows from Berkovich’s theorem, once we
can exhibit it as the stalk (at a point of the stratum S̄(h)) of the global vanishing
cycles on the Shimura variety. On the other hand it follows as before, from the
continuity lemma, that

Ψi
K,`,n−h,h,M0(m),+ = (Ψi

K,`,n−h,h,M0
)KP (m).

Thus Ψi
K,`,n−h,h,M0

is an admissible Ph,0(K)-module. But by a standard lemma
this implies that

(4.3.15) Lemma. The unipotent radical of Ph,0(K) acts trivially on Ψi
K,`,n−h,h,M0

.

For the reader’s convenience, I include the proof, taken from Lemma 13.2.3 of
Boyer’s thesis [Bo], where it is attributed to Henniart.

Proof. We write P = Ph,0(K), N = RuP , L a Levi subgroup of P . We will show
that, if V is any admissible representation of P , then N acts trivially on V . The
proof has nothing to do with GL(n). Let v ∈ V , and let U ⊂ P be an open
compact subgroup such that v ∈ V U . By shrinking U if necessary, we may assume
U = UL · UN where UL = U ∩ L, UN = U ∩N . Choose an element z in the center
of L such that ad(z) is expanding on N ; i.e., such that

(4.3.15.1) . . . z−nUzn ⊂ · · · ⊂ z−1Uz ⊂ U ⊂ zUz−1 ⊂ . . . znUz−n . . .

and such that

(4.3.15.2)
⋃
n≥0

znUNz
−n = N.

For n ∈ Z, let Vn denote the subspace of V fixed by z−nUzn. Thus

(4.3.15.3) Vn ⊂ Vn+1
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for all n, and v ∈ V0. On the other hand, the action of z on V defines an isomorphism
Vn

∼−→Vn−1. In particular, all the Vn have the same (finite) dimension. Thus the
inclusions (4.3.15.3) are isomorphisms. Hence

V0 =
⋂
n≤0

Vn ⊂ V N

by (4.3.15.2). Since v was arbitrary, we find that V = V N , as claimed.

(4.3.16) Remark. In [HT] we used the weaker fact that, if V is a smooth P -module
which is admissible as an L-module, then the action of N on V is trivial. Proving
that Ψi

K,`,n−h,h,M0
, as defined above, is an admissible Ph,0(K)-module is straight-

forward, as we have seen; whereas proving admissibility asGL(n−h,K)×GL(h,K)-
module is rather more complicated. The strategy followed in [HT] involves replacing
the strata S̄(h)

U(m) of the Shimura variety by the “Igusa varieties of the first kind,”
moduli spaces defined abstractly in such a way as to eliminate the action of the
unipotent radical of Ph,0(K). As ringed spaces, the Igusa varieties of the first kind
are isomorphic to the reduced strata (S̄(h)

U(m))red; however, the structural maps to
the strata of level zero differ by a power of Frobenius (precisely the power needed
to annihilate the connected part of the Drinfel’d level structure of level m). The
advantage of the present approach is that, once the adelic group action has been
defined on the full integral model lim←−mAU(m)(B, ∗), as in §3.5, it is not necessary
to define a separate adelic group action on the inverse limit of the strata S̄

(h)
U(m).

By contrast, in the approach followed in [HT], the action on the Igusa varieties of
the first kind had first to be defined separately, then shown to be consistent with
the action on the strata.

Now recall the Ph,0(Om)× J ×WK-equivariant morphism

π1 = π1,M0(m) : M̆+
n−h,h;M0(m) → M̆+

n−h;m,0 × M̆0,h;m.

This is the quotient by the unipotent radical of Ph,0(Om) (recall that the subscript
m,0 designates a Drinfel’d structure on the connected part only). By Proposition
3.3.5 this morphism induces an isomorphism on reduced k-subschemes. We write
RiΨK,`,n−h,h,M0(m),+ (resp. RiΨK,`,n−h,0;m) for Berkovich’s vanishing cycles sheaf
RiΨformQ` over M̆+

n−h,h;M0(m),red (resp. over M̆+
n−h;m). We drop m from the

notation for the limit over m. The above lemma implies, as in the proof of the
Continuity Lemma 4.2.19, that RiΨK,`,n−h,h,M0(m),+ is the pullback via π1 of the
formal vanishing cycles of M̆+

n−h;m × M̆0,h;m. But M̆0,h;m is étale (even discrete)
and it follows from Proposition 3.3.5 that M̆+

n−h;m,0 is smooth over M̆+
n−h. But

smooth morphisms preserve vanishing cycles. Let (Q`)0,h;m denote the constant
sheaf Q` over the discrete scheme M̆0,h;m. We write P = Ph,0(K), N = RuP , L a
Levi subgroup of P , which we identify with GL(n− h,K)×GL(h,K). Recall that
J = Jn−h ×GL(h,K). It follows immediately that

(4.3.17) Proposition. (i) For any m and any i, there is a canonical isomorphism
of Ph,0(Om)× J ×WK-equivariant sheaves over M̆n−h,h,M0(m)

RiΨK,`,n−h,h,M0(m),+
∼−→[(π1,M0(m))∗RiΨK,`,n−h,0;m � (Q`)0,h;m]+.
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Here the action of the unipotent radical is trivial on the right-hand side, and � is
the external tensor product over the product M̆+

n−h;m × M̆0,h;m.
(ii) In the limit, the isomorphisms above patch together to an isomorphism

RiΨn−h,h,+
∼−→[(π1,M0)

∗RiΨn−h,0 � (Q`)0,h]+
of P × J ×WK-equivarant sheaves.

(iii) Define

AK,n−h ⊂ GL(n− h,K)× Jn−h ×WK ⊂ Ph,0(K)× J ×WK

as in (4.3.2). Regard (AK,n−h × GL(h,K)) · N as a subgroup of P × J × WK

by extending the natural inclusion of N in P by the natural inclusion of AK,n−h
in GL(n − h,K) × Jn−h × WK and the diagonal map GL(h,K) → GL(h,K) ×
GL(h,K) ⊂ L× J .

Then there is a canonical isomorphism of P × J ×WK-modules

Ψi
K,`,n−h,h,+

∼−→c− IndG×J×WK

(AK,n−h×GL(h,K))·NΨi
n−h,0,x0

⊗ 1.

Here c − Ind denotes compact induction, Ψi
n−h,0,x0

is as in (4.3.4), and 1 is the
trivial representation of GL(h,K); N acts trivially on the tensor product.

Here the first two assertions follow from the previous discussion, and (iii) follows
from (ii) and (4.3.4) by taking cohomology. Note that compact induction of 1
from the diagonal in GL(h,K)×GL(h,K) just gives rise to the two-sided regular
representation on C∞c (GL(h,K)).

(4.3.18) Corollary. The G × J ×WK module Ψi
n−h,h,+ is admissible and con-

tinuous and parabolically induced from an admissible (continuous) GL(n− h,K)×
GL(h,K)× J ×WK ×Q×

p -module (add the extra factor of Q×
p for the +).

(4.3.19) Remark As in Remark 4.3.9.1, this is not quite literally true, and in
this case the problem is more serious because of the presence of the GL(h,K) ×
GL(h,K)-action on C∞c (GL(h,K)); one has to replace the assertion by one about
the maximal quotient on which ZG × GL(h,K) acts via any fixed finite sum of
irreducible representations. But this is again all we need for the applications. In
the future, we will incorporate GL(h,K) with the adeles away from w in order to
avoid this issue.

We pause to note what this implies for an isogeny class (lying above) S̄(h):

(4.3.20) [IndGL(n,K)
Ph,0(K) (RiΨn−h,0 � (Q`)0,h)+)× (Ix(Q)\G(h)(Af ))]/Jn−h,h,+

∼−→RiΨQ` |S̄(x) .

(4.4) The first basic identity in the Grothendieck group.

We now want to apply this to the global cohomology. Just as in the formal
setting, the stratum S̄

(h)
U(m) is the disjoint union:

S̄
(h)
U(m) =

∐
M

S̄U,M

(the h and m are determined by M). Then the above decomposition becomes

(4.4.1) S̄
(h)
U(m) =

∐
γ∈GL(n,Om)/Ph,0(Om)

γ(S̄U,M0(m)).
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(4.4.2) Lemma. For each fixed Uw, the Ph,0(K)-module H = lim−→mH
p
c (S̄U,M0(m), R

qΨ)
is admissible.

Proof. Let Vm = Hp
c (S̄U,M0(m), R

qΨ), Γhm the principal congruence subgroup (1 +
$mM(n,O)) ∩ Ph,0(O). It suffices to prove :

Vm = HΓh
m .

As in the previous discussion, this follows from the appropriate continuity lemma:

RqΨ(m) ∼−→fm′,m,∗Ψ(m′)Γ
h
m .

This is a stalkwise calculation, hence we are reduced by uniformization to the
corresponding continuity lemma for Ψq

n−h,h,+. Proposition 4.3.17 reduces this to
the case h = 0, which we have already proved.

(4.4.3) Proposition (cf. [Bo]). There is a natural isomorphism

Hp
c (S̄

(h), RqΨ) ∼−→IndGL(n,K)
Ph,0(K) lim−→

Uw,m

Hp
c (S̄U,M0(m), R

qΨ).

(Note: this is non-normalized induction.) In particular, Hp
c (S̄

(h), RqΨ) is an ad-
missible G(Af )-module.

Proof. We first observe that the action of Ph,0(K) on lim←−m S̄
(h)
U(m) stabilizes lim←−m S̄U,M0(m).

Indeed, recall that the action of GL(n,K) on M̆n−h,h was defined by inducing from
that of Ph,0(K) (which was denoted PM̃ ) on {M̆g,h;p−mM̃/M̃}. The same argument
works globally. On the other hand, for each level m, the stabilizer in GL(n,O)
of S̄U,M0(m) is Ph,0(Om) modulo 1 + $mM(n,O). In the limit, the stabilizer in
GL(n,O) of lim←−m S̄U,M0(m) is Ph,0(Om). By the Iwasawa decomposition , it follows
that Ph,0(K) is the stabilizer in GL(n,K) of lim←−m S̄U,M0(m). From this it follows
formally that Hp

c (S̄
(h), RqΨ) is the representation compactly induced from the ac-

tion of Ph,0(K) on lim−→mH
p
c (S̄U,M0(m), R

qΨ). Since the quotient is compact, this is
the full induced representation.

In more detail, the argument is just the same as in the proof of Corollary 4.3.18.

Write
Hp
c (S̄

(h)
M0
, RqΨ) = lim−→

Uw,m

Hp
c (S̄U,M0(m), R

qΨ)

We thus obtain the following formula for the cohomology asG(Af )×WK-module:

(4.4.4) First Basic Identity. The following identity holds in Groth(G(Af ) ×
WK):

[H(A(B, ∗))] =
∑
p,q,h

(−1)p+q[IndGL(n,K)
Ph(K) Hp

c (S̄
(h)
M0
, RqΨ)].

We may consider an isogeny class in S̄
(h)
M0

(with base point x, say); this means
that the level structure is arbitrary away from w, but of type M0 at w. Let S̄(x)M0

denote this isogeny class. Then (4.3.20) yields
(4.4.5)

[(RiΨn−h,0 � (Q`)0,h;m)+)× (Ix(Q)\G(h)(Af ))]/Jn−h,h,+
∼−→RiΨQ` |S̄(x)M0

.
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Here Gh contains a factor GL(h,K), and M̆0,h
∼−→GL(h,K), so S̄(x)M0 can also

be written (cf. (3.3.4)

(4.4.6) Ix(Q)\(Z×GL(h,K)× (Q×
p /Z×p )×G(Aw

f ))

where the action of Ix(Q) on Z× (Q×
p /Z×p )×GL(h,K) is given by composing the

inclusion of Ix(Q) in Jn−h,h,+ = Jn−h ×GL(h,K)×Q×
p with the projection of the

latter on Z×GL(h,K)× (Q×
p /Z×p ) whose first factor is j 7→ w(N(j)).

Remark. To obtain admissibility, one has to work with Uw×Uh-fixed vectors, for
Uh open compact in GL(h,K); then the finiteness condition holds for the action of
ZGL(n−h,K) as discussed above.

For applications to point counting, it will be necessary to consider the stalks
of RiΨQ` |S̄(x)M0

at a point, say x, in S̄(x)M0 . Let Gn−h,h,+ = GL(n − h,K) ×
GL(h,K)×Q×

p . It follows from (4.4.5) that

(4.4.7) RiΨQ` |x
∼−→Ψi

n−h,0,x0

in the notation of (4.3.4). This is a module for the group AK,n−h introduced in
(4.3.4). Let

J0
n−h = kerw ◦N : D×

1
n−h

→ Z.

Then J0
n−h is naturally a subgroup of AK,n−h; moreover, J0

n−h×{1} ⊂ Jn−h,h,+ is
the isotropy group of a point x̃ ∈ M̆n−h,n,+,red × Ix(Q)\G(h)(Af ) above x for the
uniformization (3.4.10). It follows easily that

(4.4.8) Lemma. RiΨQ` is the sheaf on S̄(x)M0 associated to the representation
of the isotropy group J0

n−h on Ψi
n−h,0,x0

.
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Lecture 5: Construction of a local correspondence

The present lecture contains most of a proof of Theorem 4.3.11, stated in the pre-
vious lecture: the fundamental local representation realizes the Jacquet-Langlands
and local Langlands correspondence for supercuspidal representations, except (for
the time being) for the compatibility with local epsilon factors of pairs. The proof
roughly follows the lines of Boyer’s thesis [Bo], but at some points, notably in the
treatment of harmonic analysis, the point of view is closer to that of [H1]. An idea
discovered by P. Boyer and exploited in his thesis shows that the local supercuspidal
representations are concentrated in the zero-dimensional stratum. The construction
of a local correspondence then follows by a comparison of trace formulas, as in [Bo]
or [H1] (the latter in the case of p-adic uniformization). This construction is also
the basis of the induction that permits us to determine the (virtual) contributions
of all strata to the cohomology of the generic fiber.

The proof of Theorem 4.3.11 depends on a weak qualitative consequence (Lemma
(5.2.13.1)) of the point-counting argument that will be completed in §§6-7 (the
Second Basic Identity, §6.1). Theorem 4.3.11 in turn is used to provide the strong
version of the point-counting argument required to prove the Main Theorem (1.3.6).

(5.1) Applications to supercuspidal representations.

The following argument was first developed by Boyer, in the setting of Drinfel’d
modular varieties, and is the starting point for our induction.

We let [H(A(B, ∗))]0 denote the formal sum of all G(Af ) × WK modules in
[H(A(B, ∗))] that are supercuspidal as GL(n,K)-modules. By definition, there is
no intertwining with induced representations. Hence the First Basic Identity (4.4.4)
has a supercuspidal version:

(5.1.1) [H(A(B, ∗))]0 =
∑
p,q

(−1)p+q[Hp
c (S̄

(0), (RqΨ)0)],

where the subscript 0 on the right also means supercuspidal, in this case under the
action of GL(n,K)0 = kerw ◦ det ⊂ AK,n. Here we are using the fact that any
supercuspidal representation of GL(n,K) restricts to a finite sum of irreducible rep-
resentations of GL(n,K)0 that intertwine with no non-supercuspidal representation
of GL(n,K). Since S̄(0) is of dimension zero, we just find

(5.1.2)
∑
i

(−1)i[Hi(A(B, ∗))]0 =
∑
q

(−1)q[H0(S̄(0), (RqΨ)0)].

Indeed, there is a stronger assertion. The spectral sequence for vanishing cycles,
applied to the supercuspidal part, has the form

(Ep,q2 )0 = lim−→
Uw,m

Hp(S̄U(m), R
qΨ)0.

But the same dévissage shows that

(5.1.3) Hp(S̄U(m), R
qΨ)0 = Hp((S̄(0), (RqΨ)0) = 0 unless p = 0.
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Thus the spectral sequence degenerates at E2 and we have

(5.1.4) Hi(A(B, ∗),Q`)0
∼−→H0((S̄(0), (RiΨ)0), i = 1, . . . , 2n− 2.

Now Matsushima’s formula (1.1.3), plus the complex-analytic uniformization
(2.1.2) of A(B, ∗), writes the left-hand side as

(5.1.5) |ker1(Q, G)| ·
⊕
π

Hi(g, ZG(R) ·K∞;π∞)⊗ πf .

Here π runs through automorphic representations of G that are supercuspidal at
w. Recall the base change map from the first lecture. From π, one can find a pair
(Π, ψ), with Π ⊂ A0(GL(n)F ), which is a base change at all unramified places (for
π) and all places that split in E. In particular, Πw is supercuspidal, hence Π is
cuspidal.

Clozel’s purity lemma then implies that π∞ is in the discrete series, hence only
has cohomology in the middle degree n−1. Indeed, suppose this were not the case.
Then by Lefschetz theory, there would be an integer 0 < i ≤ n− 1 such that

Ha(g, ZG(R) ·K∞;π∞) 6= 0⇔ a ∈ {n− 1− i, n− 1− i+ 2, . . . , n− 1 + i}.

Thus Ha(A(B, ∗),Q`) contains πf for at least two distinct a of the same parity.
By Deligne’s purity theorem (recall that A(B, ∗) is smooth and projective), the
Frobenius eigenvalues on Ha(A(B, ∗),Q`) at unramified places v have complex
absolute values q

a
2
v ; thus at unramified places v that split in E, say, the Satake

parameters of Πv have several distinct complex absolute values of the form q
a
2
v . But

Π is cuspidal, hence every Πv is generic by Shalika’s theorem. Moreover, Πv is
unitary, up to twist by a character of the determinant. The classification of generic
unitary representations of GL(n, Fv) (in fact, the Jacquet-Shalika estimates) shows
that all the Satake parameters have the same complex absolute value (the ratio is

always ≤ q
1
2
v ). This completes the argument.

Thus we have

(5.1.6) Hn−1(A(B, ∗),Q`)0
∼−→H0((S̄(0), (Rn−1Ψ)0);

(5.1.7) (RiΨ)0 = 0, i 6= n− 1.

Looking more closely at S̄(0) and using a comparison of trace formulas, we can use
this identity to construct a candidate for the local Langlands correspondence, for
supercuspidal representations, on Rn−1Ψn,0. This is how Boyer proved Carayol’s
conjecture in the equal characteristic case. The present lecture carries out the
analogous constructions in the mixed characteristic situation.

(5.2) The basic locus and construction of a local correspondence.

We return to the basic, or supersingular, locus S̄(0), for two reasons. First,
this will allow us to prove Theorem (4.3.11)(i) and (ii): we construct the local
correspondence, as conjectured by Carayol, on the vanishing cycles in the basic
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case (h = 0). We have seen that this determines the stalks of the vanishing cycles
at for all h, and we use this to study the remaining strata. The other reason is that
it provides a gentle introduction to the problem of counting points. The arguments
generalize those of Carayol’s thesis (in the case n = 2) and of Boyer’s thesis (in
equal characteristic). However, we have to contend with problems related to the
failure of the Hasse principle, which complicates the argument slightly.

Let x ∈ S̄(0). Recall the uniformization (3.4.10) of the isogeny class, in the case
h = 0 (in the limit over Uw):

(5.2.1) Θ : [Ix(Q)\M̆n,0,+(F)×G(0)(Af )]/Jn,+
∼−→S̄(x).

Here Jn,+ = Jn × Q×
p and M̆n,0,+(F) is just Z × Q×

p /Z×p , the first factor for the
height of the quasi-isogeny, the second for the degree of the polarization. For h = 0,
Ix turns out to be an inner form of G. This is clearly explained in [RZ], from which
we take the following Lemma:

(5.2.2) Lemma. Let (A, λ) be a polarized abelian variety over Fq, with F ⊂
End0(A), such that the Rosati involution induces complex conjugation on F . Let
(N,F) be the rational Dieudonné module of A (over F). Consider the decomposition
F ⊗Qp =

∏
Fwi

, [note change in notation: no more wci !!] and suppose that in the
corresponding decomposition of N = ⊕iNi, each Ni is isoclinic. Then some power
of the Frobenius endomorphism FrobA over Fq belongs to F .

Remark. The hypotheses of the lemma are verified for Ax precisely when x ∈ S̄(0).

Proof. For each i there is a W (F)-latice Mi ⊂ Ni, stable under F and V, such that
FsiMi = priMi. We may assume that Mi is fixed by OFwi

(this is obvious in our
case, since we are starting from an O-module at w and elsewhere it is étale, up to
Cartier duality). Up to isogeny, we may also assume ⊕Mi is the Dieudonné module
of A and OK ⊂ End(A). Without loss of generality we may assume all si = s and
q = ps. So then FqMi = priMi. Let ordi be the valuation on Ki with ordi(p) = 1.

Consider the following problem in algebraic number theory: Find an element
u ∈ K that is a unit away from p and such that

ordi(u) = ri; uuc = q.

We are allowed to replace q by qm, which replaces ri by mri. For m sufficiently
large, the first equation can be solved. Now the existence of the polarization fixed
by Fq implies ri + ric = s for all i (and this is again obvious in our situation, by
duality). Let u′ = qu/uc. Then

ordiu
′ = s+ ri − ric = 2ri;u′(u′)c = q2.

So up to replacing q by q2, we have solved the equation. Now ε = u−1FrobA is
an automorphism of A (because it fixes ⊕iMi, by the first equation) that fixes the
polarization (by the second equation). Hence by Serre’s lemma we conclude that
some power of ε equals 1.

(5.2.3) Corollary. Let (A, λ) and (A′, λ′) be two abelian varieties over F satisfying
the same assumptions. Then

Hom0
K(A,A′)⊗Q Q`

∼−→HomK(V`(A), V`(A′)).
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Proof. This follows from the proposition and Tate’s theorem

Hom0(A,A′)⊗Q Q`
∼−→HomQ`[Frob](V`(A), V`(A′)).

Now return to (Ax, λx, ix) ∈ S̄(0). Recall the data (B, ∗, V ) of our original
moduli problem. Let C = End0

B(V ) = Bop, Cx = End0
B(Ax). Recall that we have

the involution # on C, induced by the symplectic embedding of G; let #x be the
involution on Cx induced by the polarization λx. By the Corollary, we have that

Cx ⊗Q`
∼−→EndB(V`(Ax)).

Since ` 6= p, there is a level structure, i.e. a B-invariant symplectic similitude
V`(Ax)

∼−→V ⊗Q`, well defined (mod U`). Thus

(Cx ⊗Q`,#x)
∼−→(C ⊗Q`,#)

as F ⊗Q`-algebras with involution. Therefore there is an isomorphism

(Cx ⊗Q,#x)
∼−→(C ⊗Q,#)

which induces a Q isomorphism between G and

(5.2.4) Ix = {γ ∈ C×x | γ · γ#x ∈ Q×}.

Since Ix is compact at infinity (mod center), this can only be an inner twist. (An
outer twist would be of the form GL(a,D) for some division algebra D of dimension
b2 with ab = n.)

Note that Ix,p
∼−→

∏
i Ix,wi

× Q×
p , as usual. Each Ix,wi

is an inner form of
GL(n,Kwi

), and Ix,wi
⊂ Gwi

for i > 1, Ix,w ⊂ Jn. It follows (by dimension
considerations) that these inclusions are isomorphisms. The group G(0)(Af ) is
then just Ix(Af ), and (5.2.1) becomes

(5.2.5) Θ : [Ix(Q)\M̆n,0,+(F)× Ix(Af )]/Jn,+
∼−→S̄(x).

How many basic isogeny classes are there? By the above corollary, we see that,
if x, x′ ∈ S̄(0), then Ax ∼ Ax′ as abelian varieties with B-action. We may assume
Ax = Ax′ = A. But not necessarily as polarized abelian varieties with B-action! In
any case, Ix and Ix′ are inner forms, isomorphic at all places (at p this is because
the p-divisible groups are isomorphic as polarized Bp-modules). Hence

(5.2.6) Lemma. Up to isomorphism, the group Ix is independent of the point
x ∈ S̄(0).

Proof. The proof of Lemma (2.3.1) applies to the group Ix. (See also Lemma
(6.6.8), below.)

Two polarizations λ and λ′ from A to A∨ are equivalent (as B-morphisms in-
ducing ∗) if and only if there exists d ∈ Cx = Cx′ = Bop and a ∈ Q× such that
λ′ = ad∨λd (d∨ being the endomorphism of A∨ induced by d). But any two polar-
izations differ by an element δ ∈ C via λ′ = λ ◦ δ, and the symmetry of λ′ and λ
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implies that δ = δ∗ (∗ = Rosati involution); since λ′ is a polarization, δ must be
totally positive. Then λ ◦ δ = ad∨λd if and only if

δ = a(λ−1d∨λ)d = ad∗d

has a solution (a, d). The set of solutions of this equation is a torsor for the group
Ix (acting on d on the left), and it has a solution if and only if the torsor is trivial.
The set of torsors is parametrized by H1(Q, Ix). But there are solutions locally for
all primes ` 6= p, by the existence of the level structure; at ∞ because δ is totally
positive; and at p because Ix,p is a product of inner twists of general linear groups,
hence has no H1 by Hilbert’s theorem 90.

So the set Φb of basic isogeny classes is mapped by this construction to a subset
of ker1(Q, Ix). We will see in Lecture 6, using Honda-Tate theory, that this map is
surjective. (We still haven’t shown that S̄(0) is non-empty!) Assume this for now.

(5.2.7) Fact. The cardinality of ker1(Q, G) is unchanged under inner twist.

This is proved by Kottwitz [K1 §4].
Now recall the isomorphism (4.3.7) of vanishing cycles sheaves. In the present

setting, this can be rewritten

(5.2.8) [Ψi
n,+ × (Ix(Q)\Ix(Af ))]/Jn,+

∼−→RiΨQ` |S̄(x) .

It follows formally that

(5.2.9) RiΨQ` |S̄(x)
∼−→HomJn,+(Ψi

c,n,+,A(Ix/Ix(R),Q`)).

Here A denotes automorphic forms on the group Ix that are trivial on Ix(R); again
this has to be modified if we use twisted coefficients. Moreover, Ψi

c,n,+ is the
compact version of Ψi

n,+ (one adds a + to the definition (4.3.10)).
In what follows, we let S(B, ∗) = Si(B, ∗) be the Shimura variety itself. For any

admissible virtual G(Af )-module M , we let M [πw] = HomG(Aw
f )(πw,M); this is a

virtual module over Gn. Similarly, we let M [π] = HomG(Af )(π,M).

(5.2.10) Proposition. Let I = Ix for any x ∈ Φb. Let (ρ, ψ) be a representation
of Jn,+ (with ρ ∈ Ĵn, ψ an unramified character of Q×

p ). Assume JL(ρ) is a super-
cuspidal representation of Gn. Consider representations πw of G(Aw

f ) ∼−→I(Aw
f ).

Then there is an isomorphism

Hn−1(S(B, ∗),Q`)[πw ⊗ JL(ρ)⊗ ψ] ∼−→A(I/I(R),Q`)[πw ⊗ ρ⊗ ψ]n.

Moreover, for i 6= n− 1,

Hi(S(B, ∗),Q`)[πw ⊗ JL(ρ)⊗ ψ] = 0.

This will be proved a bit later, by comparison of trace formulas. I remark that
πw always determines πw by base change (to GL(n, F )) and strong multiplicity one.

Now it follows from the remarks preceding the proposition that

(5.2.11)
H0(S̄(0), RiΨQ`)

∼−→
∑
Φb

HomJn,+(Ψi
c,n,+,A(Ix/Ix(R),Q`))

∼−→HomJn,+(Ψi
c,n,+,A(I/I(R),Q`))| ker

1(Q,G)|.
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Here I is any Ix for x ∈ Φb.
Recalling that Hn−1(A(B, ∗),Q`) = Hn−1(S(B, ∗),Q`)| ker

1(Q,G)|, it follows from
the First Basic Identity (4.4.4) and (5.1.6) that, up to semi-simplification,

(5.2.12) Hn−1(S(B, ∗),Q`)0
∼−→HomJn,+((Ψn−1

c,n,+)0,A(I/I(R),Q`)).

Here, as above, the subscript 0 on the left-hand side denotes theGL(n,K)-supercuspidal
subspace. On the right-hand side it’s essentially the same thing, but one has to
be a bit careful because the center does not act semi-simply. However, any Jn,+-
homomorphism from (Ψn−1

c,n,+)0 to the space of automorphic forms factors through
a quotient on which the center does act semi-simply, so (5.2.12) makes sense as
written. Alternatively, one can define the supercuspidal subspace of any smooth
GL(n,K)-module using the Bernstein center; in this way one sees it is always a
direct summand.

By Matsushima’s formula (1.1.3), the left-hand side of (5.2.12) is⊕
π∈AG0

Hn−1(g, ZG(R)K∞;π∞)⊗ πf .

Fix ρ as above and πf with component JL(ρ) (supercuspidal) at w. For given ρ,
this is always possible (see (5.2.15), below). Let R`(πf ) denote the semisimplified
representation of Gal(Q/F ) on HomG(Af )(πf ,Hn−1(S(B, ∗),Q`)0). As we saw
in Lecture 1, R`(πf ) is the sum of some copies of an n-dimensional semisimple
representation R`,0(πf ). Let r`(πf ) be the contragredient of R`,0(πf ), twisted by
ψ ◦ NK/Qp

as in §(1.3) to remove the contribution of ψ. Combining the above
identities, we find

(5.2.13) Theorem. Let ρ be a representation of Jn such that JL(ρ) is supercus-
pidal. Then as Gn ×WK-modules, we have

JL(ρ)⊗[r`(πf ) |Gal(K̄/K)]
∨ ∼−→[HomJn,+((Ψn−1

c,n,+)0, ρ⊗ ψ)⊗ r`(ψ ◦N−1
K/Qp

)]
∼−→

∑
i

(−1)n−1+i[HomJn,+((Ψi
c,n,+), ρ⊗ ψ)⊗ r`(ψ ◦N−1

K/Qp
)]

∼−→
∑
i

(−1)n−1+i[HomJn
((Ψi

c,n), ρ)].

Proof. The first isomorphism is a summary of the preceding discussion; we simply
apply [πw] to both sides of (5.2.12). Similarly, the isomorphism

[HomJn,+((Ψn−1
c,n,+)0, ρ⊗ ψ)⊗ r`(ψ ◦N−1

K/Qp
)]

∼−→
∑
i

(−1)n−1+i[HomJn,+((Ψi
c,n,+)0, ρ⊗ ψ)⊗ r`(ψ ◦N−1

K/Qp
)],

follows from the vanishing of (Ψi
c,n,+)0 for i 6= n − 1. The final isomorphism,

showing that we can ignore the +, is a consequence of a simple calculation of the
local Galois action on the polarization, already mentioned after (3.2.3).

To complete the proof, we thus have to show that, for any ψ, the virtual Gn-
module

[Ψn(ρ)] =
∑
i

(−1)i[HomJn,+((Ψi
c,n,+), ρ⊗ ψ)],
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defined as in the statement of Theorem 4.3.11, is purely supercuspidal as a repre-
sentation of Gn. Write

[Mh] =
∑
p,q

(−1)p+q[IndGL(n,K)
Ph(K) Hp

c (S̄
(h)
M0
, RqΨ)].

To prove that [Ψn(ρ)] is purely supercuspidal, we will make use of the following
weak version of the Second Basic Identity (Theorem 6.1.2):

(5.2.13.1) Lemma. Let πw be an admissible irreducible representation of G(Aw
f ).

Let h > 0, and suppose [Mh][πw] 6= 0. Then there exists a unique irreducible
representation πw of Gn such that [H(A(B, ∗))][πw ⊗ πw] 6= 0, and such that the
Jacquet module (πw)RuPh

of πw relative to the unipotent radical of Ph is non-trivial.

In other words, only “automorphic” πw can contribute to the virtual module
[Mh]. However, neither this lemma nor the Second Basic Identity determines the
individual spaces [IndGL(n,K)

Ph(K) Hp
c (S̄

(h)
M0
, RqΨ)]. Note that the uniqueness of πw in

the statement of the Lemma follows from the fact that, if [H(A(B, ∗))][πw⊗πw] 6= 0,
then πw⊗πw admits a base change to the finite part of a cohomological automorphic
representation of GL(n, F ); then as remarked above, strong multiplicity one for
GL(n,K) implies that πw is determined uniquely.

We admit Lemma 5.2.13.1 for the moment. For our given πw, we thus have
πw = JL(ρ). Now the First Basic Identity yields

(5.2.13.2) [H(A(B, ∗))][πw] =
∑
h

[Mh][πw]

inGroth(Gn). Since πw = JL(ρ) is supercuspidal, all the Jacquet modules (πw)RuPh

vanish for h > 0, thus (5.2.13.2) simplifies to yield

(5.2.13.3) [H(A(B, ∗))][πw] = [M0][πw].

Strong multiplicity one again implies that [M0][πw] is isotypic for Gh of type JL(ρ).
Next, (5.2.11) implies that

(5.2.13.4)

[M0][πw] =
∑
i

(−1)n−1+i[HomJn,+((Ψi
c,n,+),A(I/I(R),Q`)[πw])| ker

1(Q,G)|]

=
∑
i

(−1)n−1+i[HomJn,+((Ψi
c,n,+), ρ⊗ψ)⊗A(I/I(R),Q`)[πw⊗ ρ⊗ψ])| ker

1(Q,G)|]

∼−→[Ψn(ρ)]⊗A(I/I(R),Q`)[πw ⊗ ρ⊗ ψ]| ker
1(Q,G)|,

where the second isomorphism is a consequence of strong multiplicity one for base
change, this time from I to GL(n). Combining (5.2.13.3) with (5.2.13.4), we see
that [Ψn(ρ)] is purely supercuspidal, as required.

Theorem 5.2.13 implies that [r`(πf ) |Gal(K̄/K)] is purely local at w; i.e., it de-
pends only on πw = JL(ρ). It also calculates the supercuspidal part of Ψn−1

n

(ignore the +) and proves statement (i) of the local theorem (4.3.11). It remains
to justify Lemma 5.2.13.1. This will be obtained (see §6.1 and Remark 6.1.3) as a
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consequence of the Second Basic Identity (6.1.2)(i), whose proof occupies sections
6 and 7.

For any π ∈ A0(n,K), we write σ`(π) ∈ G(n,K) for the representation r`(π) ⊗
|det|n−1

2 ofWK defined in this way. Not every π can be realized as a local component
of a cohomological automorphic representation of G. Our hypotheses imply that
the central character of π is of finite order. Conversely, assume the central character
of π to be of finite order. Then

(5.2.14) An approximation argument shows there is no restriction on K; one can
always realize K as some Fw for a CM field F of the appropriate type, and
GL(n,K) as the local component of the right kind of G;

(5.2.15) Given such G and π ∈ A0(n,K), it follows from a theorem of Clozel [C1]
that one can always find a cohomological representation Π of G with local
component π at w, unramified outside some fixed (non-empty) set.

(5.2.16) To extend the correspondence to general π, one notes that any π is of the
form π0 ⊗ ψ ◦ det, where π0 has central character of finite order and ψ is
some character of K×. So one defines σ`(π) = σ`(π0) ⊗ ψ viewing ψ as a
character of WK via local class field theory.

To show that the latter construction is well-defined, one ought to verify that

(5.2.17) σ`(π ⊗ ψ ◦ det) = σ`(π)⊗ ψ

when ψ is a character of finite order. This follows by applying Kottwitz’ theorem
to the representation r`(πf ) of Gal(Q/F ). Indeed, Kottwitz shows that r`(πf ⊗
χ) = r`(πf ) ⊗ χ whenever χ is a global Hecke character of finite order. More
precisely, Kottwitz shows this is true at almost all unramified places. By Chebotarev
density, it is true at w. This argument then shows that (5.2.17) is valid for any ψ,
not necessarily of finite order. We have thus verified that the correspondence σ`
satisfies property (0.2) expected of the local Langlands correspondence. More such
properties are verified, in a similar way, in the following section.

Meanwhile, we have already reduced part (ii) of Theorem 4.3.11, which we restate
here for convenience of reference:

(5.2.18) Proposition. Let π′ ∈ A(g,K) be a discrete series representation which
is not supercuspidal. Then for all i, HomJ(Ψi

c,g, JL(π′)) contains no G-subquotients
isomorphic to a supercuspidal representation π.

Proof. Notation is as in Theorem 4.3.11. In view of (5.1.7), it suffices to prove the
assertion for i = n − 1. The argument used in (5.2.15) applies to show that one
can find πw, as in the statement of Lemma 5.2.13.1, such that πw ⊗ π′ occurs with
non-zero multiplicity in A(I/I(R),Q`). Suppose π does occur as a G-subquotient
of HomJ(Ψi

c,g, JL(π′)). It then follows from (5.2.12) that πw ⊗ π occurs with
non-zero multiplicity in Hn−1(S(B, ∗),Q`)0. Then as in the paragraph following
Lemma 5.2.13.1, πw ⊗ π, resp. πw ⊗ π′, admits a base change to the finite part of
a cohomological automorphic representation Π, resp. Π′, of GL(n, F ). By strong
multiplicity one Π = Π′, hence π = π′, contradiction.

(5.2.19) Remark. Since it may not be evident from the order of the arguments
above, I stress that this proof does not depend on the truth of Lemma 5.2.13.1.
Although it is not strictly necessary, we will be using Theorem 4.3.11 (ii) in §7 as
a step in the proof of Lemma 5.2.13.1.
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(5.3) Compatibility with cyclic base change and automorphic induction.

We have shown in (5.2.17) that σ` : A0(n,K) → G(n,K) is compatible with
character twists. One shows similarly it is compatible with contragredients. More-
over, because the construction is purely local, σ` commutes with automorphisms
of K. These are three properties required of a local Langlands correspondence (cf.
(0.6)).

We also need to know that σ` commutes with cyclic base change and local auto-
morphic induction. Having established these properties, it follows by an argument
due to Henniart [BHK]6 that σ` is a bijection A0(n,K)→ G0(n,K) for all K, and
that it preserves conductors. In other words, it satisfies all the requirements of the
local Langlands correspondence except preservation of ε factors of pairs. Thus, as
explained in Lecture 1, in order to obtain the local Langlands conjecture, it suffices
to establish a form of compatibility of the local correspondence with the global
correspondence.

To prove compatibility with cyclic base change and local automorphic induction,
we need to use a global argument again. The following discussion is based on my
article [H1], in which I treated the analogous situation for Drinfel’d uniformization.

Now global base change and automorphic induction are defined for automorphic
representations of GL(n, F ), not of G. So we need to use quadratic base change
(from Q to E, as in Lecture 1) and descent. This works as follows: starting from a
(global) π ⊂ A(G), with fixed πw, let Π denote its base change to GL(n, F ) (ignor-
ing the extra Hecke character of E). Let F ′/F be a global cyclic extension of CM
fields with only one prime dividing w, K ′ = F ′w. The representation Π ∈ CU(n, F ),
and BCF ′/F (Π) ∈ CU(n, F ′), hence descends to a cohomological representation (or
rather L-packet) in A(G′). Here we have to be careful: G′ is attached to a division
algebra with involution (B′,#′) and in general B′ 6= B ⊗F F ′. We have to choose
F ′ so that BCF ′/F (Π) still has a local discrete series component at a place other
than w (so that it descends to a twisted unitary group). We have to verify that the
parity condition is satisfied, so that we can construct G′ with the right signatures at
∞. These are easy to verify [H1,§4]. Applying Kottwitz’ theorem and Chebotarev
density, we see that

(5.3.1) σ`(BCK′/K(πw)) = σ`(πw) |WK′

provided BCK′/K(πw) is supercuspidal (so that the left-hand side is defined). This
is sufficient for Henniart’s axioms.

Automorphic induction is a bit more complicated. If we start with Π ∈ CU(n, F ′),
it is not true that AIF ′/F (Π) ∈ CU(n[F ′ : F ], F ); in fact, AIF ′/F (Π) is no longer
cohomological at ∞. This can be remedied by twisting Π by an appropriate Hecke
character χ of F ′. If the infinity types of χ are chosen appropriately, and if
χ ◦ c = χ−1, then AIF ′/F (Π ⊗ χ) ∈ CU(n[F ′ : F ], F ). This has the inevitable
effect of replacing the initial πw by an unramified twist, which is not a problem.
Again, the details can be found in [H1] (proof of Lemma 5).

6This is where Henniart’s numerical version of the local Langlands conjecture [He2] is invoked,

in the form of the following “splitting property” [He3]: given any supercuspidal representation π

of GL(n, K), there is a finite sequence of extensions K = K0 ⊂ K1 ⊂ · · · ⊂ Kn, each step cyclic
of prime degree, such that the image πKn of π under successive cyclic base change is a principal

series representation. The analogous property for G0(n, K) is obvious.
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(5.4) Comparison of trace formulas.
The proof of Proposition 5.2.10 is much easier than the comparison used to study

the other strata, but it provides an excuse to introduce the trace formula that will
provide one side of the comparison in the general case. We only need to work with
anisotropic groups.

For simplicity, we assume henceforward we are not in the case F+ = Q, n = 2,
where the above comparison is a special case of Carayol’s thesis. This special case
complicates the formulas because the maximal compact subgroup is not connected.

The trace in question is that of [H(S(B, ∗)] =
∑
i(−1)i[Hi(S(B, ∗)], the rep-

resentations [Hi(S(B, ∗)] being admissible G(Af )-modules. One could also work
with a fixed central character.

If γ ∈ G(Q) and φ ∈ C∞c (G(Af )), we define the orbital integral

(5.4.1) Oγ(φ) =
∫
G(Af )/ZG(γ)(Af )

φ(gγg−1)dġ.

This integral depends on a choice of Haar measures (on G and on ZG(γ)) that will
be specified.

The global trace formula for the action of Hecke correspondences on cohomology
was worked out by Arthur even in the non-compact case; he studied L2-cohomology
and had to allow for boundary terms. The compact case is of course much easier to
explain. Needless to say, it is equivalent to the topological Lefschetz trace formula.
However, we prefer to use Arthur’s formulation, which allows a uniform treatment
of isolated and non-isolated fixed points. Here is a version of Arthur’s formula
adapted to our groups G:

(5.4.2) Cohomological trace formula [A]. Let φ ∈ C∞c (G(Af )). Then

Tr(φ | [H(A(B, ∗))]) = nκB
∑
γ

e(γ)[F (γ) : F ]−1vol(ZG(γ)(R)10)
−1Oγ(φ).

Note that we have written the formula for A(B, ∗), the union of |ker1(Q, G)|
copies of S(B, ∗), to simplify the formulas. Here the notation needs to be explained:

(5.4.2.1) The measure on G(Af ) is arbitrary (it appears on both sides).
(5.4.2.2) e(γ) = (−1)n/[F (γ):F ]−1 is the Kottwitz sign; γ is regular if and only if

[F (γ) : F ] = n, and then e(γ) = 1.
(5.4.2.3) κB = 1 if 4 | [B : Q] and equals 2 otherwise.
(5.4.2.4) γ runs over a set of representatives of G(A)-conjugacy classes in G(Q) which

are elliptic in G(R). In particular (N.B.!!!), even though we are working with
the union of |ker1(Q, G)| copies of a Shimura variety, the factor |ker1(Q, G)|
has been incorporated into the expression as a sum over adelic (rather than
rational) conjugacy classes. See Lemma 7.1.3 for an explanation.

(5.4.2.5) F (γ) is the subfield of B generated over F by γ.
N.B. The fact that F (γ) is always a field, because B is a division algebra,
is extremely important! From the standpoint of the trace formula, this is
one of the special features of the twisted unitary groups we are using; it
guarantees that the stabilized trace formula contains no endoscopic terms.

(5.4.2.6) ZG(γ)(R)0 denotes the compact mod center inner form of ZG(γ)(R) and

ZG(γ)(R)10 = ker |ν| : ZG(γ)(R)0 → R×>0.
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(5.4.2.7) Let dz(γ)f be the measure used to define the orbital integral, (dz(γ)∞)10
the measure used to define vol(ZG(γ)(R)10), and (dz(γ)∞)0 the measure on
ZG(γ)(R)0 defined by (dz(γ)∞)10 and dt/t on R×>0. Let dz(γ)∞ be the mea-
sure on ZG(γ)(R) compatible with (dz(γ)∞)0 (this is well defined). Then
dz(γ)f × dz(γ)∞ is Tamagawa measure.

Of course I won’t prove this. The usual trace formula in the anisotropic case is
a sum ∑

γ

v(ZG(γ)(Q)\ZG(γ)(A))Oγ(φ).

Here γ runs over G(Q)-conjugacy classes. For the volume term one can take Tam-
agawa measure. To get cohomology, one takes φ∞ to be a sum of discrete series
pseudocoefficients (over the set of discrete series with cohomology in the trivial rep-
resentation); this restricts attention to γ elliptic at∞, and the orbital integral of φ∞
is constant on elliptic conjugacy classes. Arthur’s formulation of the cohomological
trace formula in [A] takes roughly this form. The present version, adapted from
[HT], involves a partial stabilization of Arthur’s expression: we rewrite the sum over
G(Q)-conjugacy classes as a sum over G(A)-conjugacy classes in G(Q) by counting
the number of the former in the latter.7 This number turns out to be related to
κB/ker

1(ZG(γ)), and Kottwitz’ theorem on Tamagawa numbers gives the measure
term in the stated formula. The remaining terms −n(−1)n/[F (γ):F ][F (γ) : F ]−1 all
arise by rewriting the expressions in [A] coming from the archimedean place. They
would be more complicated if F (γ) were not a field (e.g., for untwisted unitary
groups). In the next two lectures I’ll use similar arguments in counting points.

One gets a completely analogous formula when G is replaced by I:
(5.4.3)
|ker1(Q, G)|Tr(φI | A(I/I(R))) = κB

∑
γ

[F (γ) : F ]−1vol(ZG(γ)(R)10)
−1Oγ(φI).

Indeed, this is the formula for cohomology of the 0-dimensional Shimura variety
attached to I, where the sum is again over adelic conjugacy classes in I(Q), and
we have used the fact (5.2.7) that |ker1(Q, G)| = |ker1(Q, I)|. The only differences
with (5.4.2) are that the n in front has disappeared (because the discrete series
L-packet has only one element) and the signs have disappeared (because all cen-
tralizers are compact at ∞). There is no restriction on γ (all elements are elliptic
in I(R)).

(5.4.4) Lemma. The set of I(A)-conjugacy classes in I(Q) is in bijection with
the set of G(A)-conjugacy classes in G(Q) elliptic at ∞ and at w. This bijection
preserves orbital integrals away from w, and takes γIw ∈ Jn to the conjugacy class
in Gn with the same characteristic polynomial.

Proof. Let γ ∈ I(Q). It is elliptic at ∞ and at w, hence transfers to a conjugacy
class in G(A), and the question is whether it has a representative in G(Q). This
is a consequence of a general principle: if G and G′ are inner forms and T ⊂ G
is a torus that transfers locally to G′ everywhere, then T transfers globally to G

7Full stabilization goes one step further, replacing G(A)-conjugacy by G(Q)-conjugacy. Ap-

parently this is not really necessary for the point-counting argument. However it is necessary in
the general situation for comparison with trace formulas for endoscopic groups, or the twisted

trace formula in the setting of base change, as in (1.2.6).
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provided a certain cohomological invariant, defined by Langlands and Kottwitz (cf.
[K1,§9]), vanishes (in H2). But this invariant vanishes if T is elliptic (cf. Lemma
(2.3.3)).

To make effective use of pseudocoefficients, we fix a compact open subgroup
Uw ⊂ G(Aw

f ) and consider the representations on [H(SUw(B, ∗)] and on A(I/I(R) ·
Uw). This means we have to restrict attention to Uw-biinvariant functions. This is
not a problem, since we can take Uw arbitrarily small, but it has the advantage that
ΓU = Uw∩ZG(Q) = Uw∩ZI(Q) is a cocompact subgroup of ZG(K) = ZGw

. Hence
we can take φw to be a pseudocoefficient of a chosen supercuspidal πw, relative to
the set Ad,fin (A.1.3) of representations with central character trivial on ΓU . This
has the effect on the trace side of isolating representations πf with component πw
at w. As we have seen in (5.1.6), these occur only in Hn−1, hence for such φ, we
have

(5.4.5) Tr(φ | [Hn−1(A(B, ∗))]) =

(−1)n−1nκB
∑
γ

(−1)q(γ)[F (γ) : F ]−1vol(ZG(γ)(R)10)
−1Oγ(φ).

We take φI = φw ⊗ φIw, where φIw is a pseudocoefficient for JL(πw). The Jacquet-
Langlands correspondence (A.1.13) has the following property (cf. [Ro], §3):

(5.4.6) Fact. Oγ(φIw) = (−1)n−1e(γ)OγG(φw).

When γ is regular, e(γ) = 1, and in that case this relation is the defining property
of the Jacquet-Langlands correspondence. (One defines matching functions to have
matching orbital integrals; then the sign appears in the trace).

The other terms are the same. Dividing by |ker1(Q, G)| = |ker1(Q, I)|, this
implies the trace on [Hn−1(SUw(B, ∗))]πw

equals n times the trace on A(I/I(R) ·
Uw)JL(πw). It then follows from linear independence of characters (A.1.2) that the
representations are as indicated in the proposition.

(5.5) Properties of the fundamental local representation.

In the applications to strata of positive dimension, the fundamental local rep-
resentation appears as the stalk of the vanishing cycles at a point x in an isogeny
class S̄(x)M0 (cf. Lemma 4.4.8). We replace n by g and work with the version
Ψg−1
c,g . We write G = Gg = GL(g,K), J = Jg as before. Recall from (4.3.10) that

Ψg−1
c,g = c− IndG×J×WK

Ag,K
Ψg−1
c,g,x0

.

Let A′g,K be the subgroup of G× J ×WK generated by Ag,K and the center Z of
G. It is the kernel of the composite of the map δ : G× J ×WK → Z with the map
Z→ Z/gZ, and also contains the center ZJ of Jg. In particular, A′g,K is of index n
in G× J ×WK . We let

(5.5.1) T ′0 = A′g,K ∩ (G× J); T0 = Ag,K ∩ (G× J)

Recall from §3.3 that the subgroup

Z0 = {(x, x) ∈ K× ×K× ' Z × ZJ} ⊂ T0
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acts trivially on the moduli space, hence on the stalks Ψi
c,g,x0

of the vanishing cycle
sheaves for any i. The only representations τ of T0 such that HomT0(Ψ

i
c,g,x0

, τ) 6= 0
are thus those on which Z0 acts trivially. Let Gg,0, (resp. Jg,0), denote the kernel
of δG : Gg → Z (resp. ker δJ) and let T00 = Gg,0 × Jg,0 ⊂ T0. We define an
inertial equivalence class of representations of T0 to be a set of the form {τ ⊗ ψ}
where τ is an irreducible representation of T0, trivial on Z0, and ψ runs through
the set of characters of T0/T00 · Z0 ' Z/nZ. The set of inertial equivalence classes
of T0 is denoted Ig. If τ is a representation of T0/Z0, we let [τ ] denote its inertial
equivalence class. Then we have a discrete decomposition for each i

(5.5.2) Ψi
c,g,x0

=
⊕

[τ ]∈Ig

Ψi
c,g,x0

[τ ]

where Ψi
c,g,x0

[τ ] is the sum of the τj-isotypic components for τj ∈ [τ ].
We also define inertial equivalence for representations of J and G. Let ρ ∈ A(J),

with central character ψρ. The inertial equivalence class of ρ, denoted [ρ], is the
set of representations ρ ⊗ ψ ◦ det, where ψ runs over unramified characters. The
strong inertial equivalence class of ρ is the set of ρ ⊗ ψ ◦ det where ψ runs over
unramified characters of finite order dividing g; this is the set of representations of
Jg inertially equivalent to ρ and with central character ψρ. The same terminology is
used for discrete series representations of Gg. The cardinality of the strong inertial
equivalence class of ρ is an important invariant of ρ: it equals g

c(ρ) , where c(ρ) is the
number of distinct unramified characters ψ of order dividing g such that ρ⊗ψ ' ρ.
The strong inertial equivalence class of JL(ρ) ∈ A(G) has the same cardinality as
that of ρ. The set of inertial equivalence classes of representations of Jg (resp. of
discrete series representations of Gg) is denoted [A](Jg) (resp. [A]d(g,K)).

We write ρ ∼i ρ′ if ρ and ρ′ are inertially equivalent. Two inertially equivalent
representations of J , (resp. of G, resp. of T0), have the same restriction to Jg,0,
(resp. of Gg,0, resp. of T00). These restrictions are not generally irreducible. It is
known, and follows easily from Clifford’s theorem, that the restriction of ρ to Jg,0 is
the sum of c(ρ) irreducible components, each with multiplicity one; the same holds
for JL(ρ), when J is replaced by G. For want of better terminology, the irreducible
components of the restriction to Jg,0 (resp. Gg,0) of a fixed ρ will be called nearly
equivalent, and we say they belong to the near equivalence class N(ρ) of ρ.

(5.5.3) Lemma. Let τ be an irreducible representation of T0/Z0, and suppose its
restriction to T00/T00 ∩ Z0 decomposes as the (necessarily finite) direct sum

τ |T00 = ⊕(αi)∨ ⊗ βi

where each αi (resp. βi) is an irreducible representation of Gg,0 (resp. Jg,0). Then
(i) The various αi (resp. βi) are nearly equivalent.
(ii) Suppose Ψg−1

c,g,x0
[τ ] 6= 0, and π ∈ A0(g,K) is such that the βi belong to the

near equivalence class of JL(π). Then the αi belong to the near equivalence class
of π.

Proof. Part (i) is obvious, and part (ii) follows from (4.3.4) and Theorem 4.3.11.

Let [τ ] and π be as in Lemma 5.5.3 (ii). Such a [τ ] will be called supercuspidal.
It follows from 5.5.3 that Ψg−1

c,g,x0
[τ ] can be described alternatively as the sum of
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the βi-isotypic components of Ψg−1
c,g,x0

, for βi ∈ N(JL(π)), or as the sum of its
αi-isotypic components, for αi ∈ N(π∨). This justifies writing

(5.5.4) Ψg−1
c,g,x0

[τ ] = Ψg−1
c,g,x0

[JL(π)] = Ψg−1
c,g,x0

[π]

(note the dualization implicit in the notation relevant to G). One could just as well
decompose with respect to general discrete series representations, or equivalently
of general representations of Jg, but in that case it is better to work with the
alternating sum of Ψg−1

c,g,x0
[τ ]. Recall however (5.1) that the supercuspidal part of

Ψi
c,g,x0

[τ ] vanishes for i 6= g − 1. We thus put

(5.5.5) [Ψ]c,g,x0 =
∑
i

(−1)k[Ψi
c,g,x0

] =
⊕

[ρ]∈[A](Jg)

[Ψ]c,g,x0 [ρ],

where ρ runs alternatively over [A](Jg), as indicated, or over [A]d(g,K). Strictly
speaking, we have only proved this here for supercuspidal inertial equivalence
classes; the complete result can be found in [HT].

Now fix a character ξ of K×, with restriction ξ0 to O×. The maximal compact
subgroup O× ×O× ⊂ Z ×ZJ is contained in T00. Let Ψg−1

c,g,x0
(ξ0) ⊂ Ψg−1

c,g,x0
denote

the subspace on which (u, u′) ∈ O××O× acts as ξ0(u)−1ξ0(u′). This is an invariant
subspace for the action of Ag,K , and the action of Ag,K on Ψg−1

c,g,x0
(ξ0) extends

uniquely to a representation, denoted Ψg−1
c,g,x0,ξ

, of A′g,K , such that (x, x′) ∈ Z ×ZJ
acts as ξ(x)−1ξ(x′). Let Ψg−1

c,g,ξ denote the maximal quotient of Ψg−1
c,g , on which

(x, x′) ∈ Z × ZJ acts as ξ(x)−1ξ(x′). Then there is a canonical isomorphism

(5.5.6) Ψg−1
c,g,ξ

∼−→c− IndGL(g,K)×Jg×WK

A′g,K
Ψg−1
c,g,x0,ξ

.

Combined with (5.5.2) and (5.5.4), we thus obtain a canonical decomposition

(5.5.7) Ψg−1
c,g,ξ,scusp

∼−→
⊕
ρ

Ψg−1
c,g,ξ[ρ],

(5.5.8) Ψg−1
c,g,ξ[ρ]

∼−→c− IndG×J×WK

A′g,K
Ψg−1
c,g,x0,ξ

[ρ].

where the subscript “scusp” designates the G-supercuspidal part, and ρ runs over
A0(g,K). By Proposition 5.2.18, the sum can also be taken over ρ ∈ A(J) with
JL(ρ) supercuspidal. The component Ψg−1

c,g,ξ[ρ] is non-trivial if and only if the central
character ξρ of ρ equals ξ. There is a similar decomposition for the alternating sum
[Ψc,g,ξ].

(5.5.9) Lemma. Write G = GL(g,K), J = Jg. Let T ′0 = A′g,K ∩ (G×J). Let τξ,0
(resp. τξ) denote the restriction to T ′0 of the representation of A′g,K on Ψg−1

c,g,x0,ξ

(resp. of the representation of G× J on Ψg−1
c,g,ξ). Then

(i) The representations τξ and τξ,0 are admissible.
(ii) For any a ∈ G × J , the representation τaξ,0 of T ′0, defined by τaξ,0(x) =

τξ,0(axa−1), has the same character as τξ,0.
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(iii) In the Grothendieck group of T ′0, we have

τξ = g · τξ,0

Moreover, the character of Ψg−1
c,g,ξ, restricted to G× J , equals zero off T0.

Remark. The relation (iii) requires an explanation. The characters in the formula
are the actual characters of the group T ′0, defined as the traces of the operators
defined by (A.1.1). This yields a relation of the form

(5.5.9.1) trace(τξ)(φ) = g · traceZ,ξ−1(τξ,0)(φξ).

Here φ is a compactly supported function on T0, transforming with respect to
ξ0 ⊗ ξ−1

0 under O× × O× ⊂ Z × ZJ , φξ the extension of φ to a function on T ′0
transforming under ξ ⊗ ξ−1

0 under Z × O× ⊂ Z × ZJ . The left-hand side is as
in (A.1.1), whereas traceZ,ξ on the right is as in the discussion preceding (A.1.9).
Note that the function φξ is non-compactly supported only on G, not J , and the
modified trace only takes account of the center of G; but one can just as well replace
the index Z by ZJ in (5.5.9.1).

Proof. Since the central character has been fixed, (i) follows from Proposition 4.3.9
(cf. Remark 4.3.9.1). Assertion (iii) is a simple consequence of (ii) and Clifford’s
theorem on induced representations; the factor g is the index of T0 in G× J . So it
remains to prove (ii). The group T ′0 is generated by its subgroup T0 = Ag,K∩(G×J)
and the central subgroup Z (or ZJ) of G× J ; hence it suffices to prove (ii) for the
restriction of the character τξ,0 to T0. Choose an element ϕ ∈ WK such that
δ(ϕ) = 1 ∈ Z; i.e., ϕ is an extension of Frobenius to the algebraic closure of K.
There is a homomorphism hϕ : G× J → Ag,K given by

hϕ(γ, j) = (γ, j, ϕd) where d = wK(det(γ))− wK(N(j)).

The restriction of hϕ to T0 is the natural inclusion. It follows that the restriction to
T0 of τξ,0 extends to a representation of G×J , hence that its character is invariant
under conjugation by G× J .

(5.5.10) Remarks. Fix a representation ρ ∈ A0(g,K) as in (5.5.8), with ξρ = ρ.
Using (iii) and the description of the near equivalence class N(ρ) given above, one
verifies easily that

Ψg−1
c,g,x0,ξ

[ρ] |T00 =
g

c(ρ)

⊕
i,j

αi ⊗ βj

where αi (resp. βj) runs through N(ρ∨) (resp. N(JL(ρ))). In other words, each
irreducible component of the restriction of JL(ρ) to Jg,0 occurs with each compo-
nent of the restriction of ρ∨ to Gg,0 with the same multiplicity. The same holds
when Jg,0 and Gg,0 are replaced, respectively, by the subgroups ZJ · Jg,0 ⊂ J
and Z · Gg,0 ⊂ G, each of index g. However, each αi ⊗ βj-isotypic component
carries a representation r`(ρ, i, j) of the subgroup WKg

⊂ WK , the Weil group of
the unramified extension Kg of degree g of K. One can also verify that the g-
dimensional representation r`(ρ), defined as in Theorem 4.3.11, decomposes as the
sum of c(π) distinct irreducible components, each of dimension g

c(ρ) , and that each
one occurs as an r`(ρ, i, j) with the same multiplicity. Thus the representation of
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ZJ ·Jg,0×Z ·Gg,0×WKg on Ψg−1
c,g,x0,ξ

[ρ] refines the correspondence of Theorem 4.3.11,
though it is not sufficiently fine to characterize the local Langlands correspondence,
including a description of L-packets, for SL(g).

The full compactly induced (virtual) representation [Ψc,g] also has a decompo-
sition according to inertial equivalence:

(5.5.11) [Ψc,g]
∼−→

⊕
ρ

[Ψc,g][ρ],

where
[Ψc,g][ρ] = c− IndG×J×WK

Ag,K
[Ψc,g,x0 ][ρ],

with the components on the right-hand side as in (5.5.5); note that induction is
now from Ag,K .
(5.5.12) Finally, the same analysis can be applied to the subgroup Ξ0 = (Gg ×
WK) ∩ Ag,K ⊂ Gg ×WK . Let IK = WK ∩ Ag,K (the inertia group), and define
a near equivalence class of (continuous `-adic) representations of IK to be the set
of irreducible components of the restriction to IK of a finite-dimensional continu-
ous irreducible `-adic representation of WK . The decomposition (5.5.2) represents
the Gg,0-supercuspidal part (Ψi

c,g,x0
)0 ⊂ (Ψi

c,g,x0
) as a direct sum of components

(Ψi
c,g,x0

)0[σ] where [σ] can stand for a near equivalence class of representations of
IK . More precisely, if (Ψi

c,g,x0
)0[σ] = Ψi

c,g,x0
[π] for π ∈ A0(g,K) (so i = g−1), then

it follows from Theorem 4.3.11 that the action of IK is given by the near equivalence
class of representations of IK contained in a fixed irreducible g-dimensional irre-
ducible representation of WK , namely r`(π)∨. Note that σ need not be of dimension
g as a representation of IK , but it will necessarily occur in the restriction to IK of an
irreducible g-dimensional representation of WK ; thus the notation [σ] can designate
an irreducible g-dimensional representation of WK up to inertial equivalence.

For general discrete series π, it is shown in [HT] that the corresponding represen-
tations of IK are contained rather in an indecomposable representation of WDK

whose irreducible constituents are of degree strictly less than g. It then follows
that, for π supercuspidal, Ψg−1

c,g,x0
[π] is the sum of the isotypic subspaces of Ψg−1

c,g,x0

for the representations in the corresponding near equivalence class [σ] of represen-
tations of IK – and the same holds for Ψi

c,g,x0
[π] when i 6= g− 1, in which case the

corresponding [σ]-isotypic part is trivial.
The identification of Ψg−1

c,g,x0
[π] with a specific Ψi

c,g,x0
[σ], even for π supercuspi-

dal, is only possible after determination of the Galois representations occurring in∑
i(−1)iΨi

c,g,x0
[ρ] for all ρ ∈ A(Jg). However, as in (5.5.8), we have

Ψg−1
c,g,x0

[π] = Ψg−1
c,g,x0

[JL(π)] =
∑
i

(−1)g−1+iΨi
c,g,x0

[JL(π)]

for supercuspidal π.
Note that if U ⊂ GL(g,K) is a compact open subgroup such that πU 6= {0}, and

if I(π) ⊂ IK is an open subgroup that acts trivially on r`(π)∨, then Ψg−1
c,g,x0

[π]U =
Ψg−1
c,g,x0

[π]U×I(π) is a finite-dimensional semisimple module for the Hecke algebra
H(Ξ0//U × I(π)).
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Lecture 6: The second basic identity
and Isogeny classes in the special fiber

This is where we begin to “count points,” as in the Kottwitz’ article [K5], follow-
ing earlier work of Langlands and Ihara. More precisely, we use a refined version
of Honda-Tate theory to describe them in purely group-theoretic terms, as point
sets with adelic group (and Frobenius) actions, as disjoint unions of certain double
coset spaces. The stage is thus set for the calculation, in Lecture 7, of the Lefschetz
traces of sufficiently regular Hecke operators, acting on the cohomology of each S̄(h)

M0
.

The principal application of this calculation is the Second Basic Identity (Theorem
(6.1.2)), which compares these traces to the traces of the same Hecke operators
acting on the cohomology of the generic fiber. The Second Basic Identity, proved
in Lecture 7, is applied in section (6.2) to derive the main compatibility theorem
(1.3.6).

(6.1) General strata: statement of second basic identity.

(6.1.1)Notation. For any g, let Gg = GL(g,K); thus Gn = Gw. The center of
Gg, (resp. Jg), is denoted Zg (resp. ZJg

); both are canonically isomorphic to K×,
for any g. Henceforward, we write Nh = RuPh, N

op
h the unipotent radical of the

opposite parabolic. The modulus character for Ph is denoted δh = δPh
; it is the

absolute value of the determinant of the adjoint action on Nh. We also let Jn−h be
the twisted inner form D×

1
n−h

of Gn−h.

Let Lh = Gn−h × Gh be the standard Levi subgroup of Ph. We let rGn,Lh
:

Groth(Gn)→ Groth(Lh) denote the standard (normalized) Jacquet functor

rGn,Lh
π = πNh

⊗ δ−
1
2

h .

The Jacquet functor for the opposite parabolic is denoted ropGn,Lh
. We define a

renormalized Jacquet functor

re− ropGn,Lh
= ropGn,Lh

⊗ δ1/2Ph
;

since δ1/2Ph
= δ

−1/2

P op
h

, this means it has been normalized twice.

In what follows, we fix h and let ρ ∈ A(Jn−h). First assume JL(ρ) is supercus-
pidal. We define a map

red(h)
ρ : Groth(Gn)→ Groth(Gh)

as the composition of

re− ropGn,Lh
: Groth(Gn)→ Groth(Gn−h ×Gh)

and the map cρ that sends [α⊗ β], with α ∈ A(n− h,K) and β ∈ A(h,K), to 0 if
α 6= JL(ρ), and to [β] otherwise. In other words, red(h)

ρ is the renormalized Jacquet
functor followed by projection on the JL(ρ)-component in the first variable.

For general ρ ∈ A(Jn−h), we replace cρ in the preceding definition by the map
c′ρ that sends [α⊗ β] to

Tr(α)(φJL(ρ),ω) · [β].
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Here φJL(ρ),ω is a normalized truncated pseudocoefficient for JL(ρ) given by for-
mula (A.1.11), relative to a sufficiently large interval ω.

In what follows, we fix a level subgroup Uw away from w, and writeHp
c (S̄

(h)
M0
, RqΨ)

forHp
c (S̄

(h)
M0
, RqΨ)U

w

, [Hc(S̄
(h)
M0
, RΨ)] =

∑
p,q(−1)p+q[Hp

c (S̄
(h)
M0
, RqΨ)]. For ρ ∈ A(Jn−h)

we define [Ψn−h(ρ)] by the alternating sum in Theorem 4.3.11, with g = n−h. The
following identity is proved by an elaborate comparison of trace formulas:

(6.1.2) Theorem.
(i) (Second Basic Identity, first version): There is a countable subset

A(Jn−h)fin ⊂ A(Jn−h) such that

(6.1.2.1) n · [Hc(S̄
(h)
M0
, RΨ)] =

⊕
ρ∈A(Jn−h)fin

red(h)
ρ [H(A(B, ∗))]⊗ [Ψn−h(ρ)]

in Groth(G(Aw
f ))× Lh ×WK).

Remark. Here and below, the action of Gn−h × WK on the right-hand side is
concentrated on the factor [Ψn−h(ρ)]; the action of WK on [H(A(B, ∗))] is ignored.

(ii) The set A(Jn−h)fin can be chosen so that, for any ρ ∈ A(Jn−h)fin, the
intersection

A(Jn−h)fin[ρ] = [ρ] ∩ A(Jn−h)fin

of A(Jn−h)fin with the inertial equivalence class [ρ] of ρ, defined as in §5.5, is a
finite set.

Write A(Jn−h)fin = A0
n−h

∐
A′n−h where A0

n−h is the subset of ρ such that
JL(ρ) is supercuspidal, and A′n−h are the others. Write

(6.1.2.2)

Rh,0 =
⊕

ρ∈A0
n−h

red(h)
ρ [H(A(B, ∗))]⊗ [Ψn−h(ρ)];

Rh,′ =
⊕

ρ∈A′n−h

red(h)
ρ [H(A(B, ∗))]⊗ [Ψn−h(ρ)]

(iii) (Second Basic Identity, second version): For any ρ ∈ A(Jn−h)fin, with
JL(ρ) supercuspidal, we have the following identity in Groth(G(Aw

f )×Lh ×WK):

(6.1.2.3) Rh,0 =
⊕

ρ∈A0
n−h

red(h)
ρ [H(A(B, ∗))]⊗ [JL(ρ)⊗ r`(ρ)∨,+].

Here r`(ρ)∨,+ is r`(ρ)∨ twisted by the contribution ψ ◦NK/Qp
of Q×

p , which we
will simply ignore.

Since we have fixed the level subgroup Uw away from w, the countability asser-
tion in part (i) is just a reformulation of the admissibility of Hp

c (S̄
(h)
M0
, RΨ) for all

p, which in turn follows from Lemma 4.4.2. The assertion (ii) is also a consequence
of admissibility, since any unramified twist of JL(ρ) has fixed vectors for the same
compact open subgroups as JL(ρ).

Given the definitions, (6.1.2.3) is a direct consequence of (6.1.2.1) and Theorem
4.3.11. Now (6.1.2.1) is a more precise version of Lemma 5.2.13.1. But in (5.2)
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we have seen a proof of Theorem 4.3.11, assuming Lemma 5.2.13.1. Thus it only
remains to prove (6.1.2.1).
(6.1.3) Remark. Actually, to prove Lemma 5.2.13.1 it suffices to prove the identity
(6.1.2.1) in Groth(G(Aw

f ))× Lh), i.e. ignoring the Galois action. In §6.3 it will be
shown that (6.1.2.1) in Groth(G(Aw

f ))× Lh), in conjunction with Theorem 4.3.11
(i) for g < n, actually suffices to prove (6.1.2.3).

Combining the first and second basic identities, we find:
(6.1.4)
n[H(A(B, ∗))] =

∑
h

[ ⊕
ρ∈A0

n−h

IndGn

Ph(K)

(
red(h)

ρ H(A(B, ∗))⊗ JL(ρ)⊗ r`(ρ)∨,+
)]

⊕ ∑
h

⊕
ρ∈A′n−h

IndGn

Ph(K)

(
red(h)

ρ [H(A(B, ∗))]⊗ [Ψn−h(ρ)]
)
.

Write
[H(A(B, ∗))] =

∑
πf

[πf ]⊗ [R`(πf )]

where [R`(πf )] ∈ Groth(Gal(F̄ /F )). Now recall that two cohomological auto-
morphic representations of G that agree away from w agree also at w, by strong
multiplicity one for the base change to GL(n). Thus we can factor out the G(Aw

f )
representations and we are left with the following assertion.

(6.1.5) Theorem. Suppose π = πw⊗πw is an irreducible admissible representation
of G(Af ). Then in Groth(GL(n,K)×WK) we have

n[πw]⊗ [R`(πf ) |WK
] =

(dimR`(πf ))
∑

h,ρ∈A0
n−h

n− IndGL(n,K)
Ph(K) n− red(h)

ρ [πw]⊗ JL(ρ)⊗ r`(ρ)∨,+(−h
2
)

⊕ ∑
h,ρ∈A′n−h

IndGn

Ph(K)

[
red(h)

ρ HomG(Aw
f )(πw, [H(A(B, ∗))])⊗ [Ψn−h(ρ)]

]
.

Here we define n−red(h)
ρ by replacing re−rop by the normalized Jaquet functor

rop, which is just a twist by δ−
1
2

Ph
. Similarly, n− Ind is normalized induction. The

twist of re − rop by δ−
1
2

Ph
cancels the opposite twist in n-Ind but introduces a new

twist in the second step of the definition of redρ, which accounts for the twist by
the unramified character | • |−h

2 , which is the meaning of the final symbol (an easy
calculation).

We apply Theorem 6.1.2 here, and in the subsequent applications, with a level
subgroup Uw such that πU

w 6= 0. The proof of Theorem 6.1.5 is then very simple.
The point is that

red(h)
ρ [H(A(B, ∗))] =

∑
πf

πwf ⊗ red(h)
ρ [πw]⊗ [R`(πf )],

where here the term [R`(πf )] is just a vector space without structure: all the Galois
action is on the r`(ρ)∨,+(−h2 )! This explains the dimension factor.
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(6.1.6) As stated in [HT,Theorem V.5.4] the Second Basic Identity is an explicit
expression for the ρ-contribution to n·[Hc(S̄

(h)
M0
, RΨ)] for any ρ, including ρ ∈ A′n−h.

The simple form asserted in (6.1.2.3) is only valid for supercuspidal JL(ρ). The
second summand on the right-hand side of (6.1.5), as in (6.1.4), is made more
explicit in [HT,VII.1.5]. For the cases treated in the present account the crude
form presented above is sufficient.

(6.2) Proof of the main theorem, assuming second basic identity.

We expect that R`(πf ) equals the sum of | ker1(Q, G)| copies (for the different
Shimura varieties in A(B, ∗) of a fixed representation R0(πf ) of dimension n; this
is equivalent to the conjecture that the representations have multiplicity a(π) = 1.
Then (dimR`(πf )) = n| ker1(Q, G)| and the formula in Theorem 6.1.5 becomes
(6.2.1)

[πw]⊗ [R0(πf ) |WK
] =

∑
h,ρ

n− IndGn

Ph(K)n− red
(h)
ρ [πw]⊗ JL(ρ)⊗ r`(ρ)∨,+(−h

2
).

To simplify notation, we make the assumption that a(π) = 1. The reader can
verify that, in general, the same a(π) appears on both sides of the formula. The
proof of the main theorem is now just a calculation of n− IndGn

Ph(K)n− red
(h)
ρ [πw],

as h varies.
We know πw is generic and unitary. Thus there is a parabolic subgroup P = Pν ,

with ν = (n1, . . . , nr), and an r-tuple of discrete series representations τ1, . . . , τr
such that

(split case) πw = n− IndGn

P τ1 ⊗ · ⊗ τr.

As explained in (1.4.5), we restrict our attention to the case where each τi is su-
percuspidal. The general discrete series is treated in §VII.1 of [HT], and requires
an explicit version of the Second Basic Identity in general, as mentioned in (6.1.6).
The proof in the general case makes use of non-tempered cohomology classes as well
as more precise information, due to Zelevinsky, on the decomposition of induced
representations.
Warning: The notation n− Ind and n− red designate normalized induction and
restriction, respectively, whereas re− rop denotes RE-normalized restriction!!!

We first recall the following theorem due to Bernstein and Zelevinski:

(6.2.2) Geometric Lemma (Bernstein-Zelevinski).

[ropGn,Lh
(n− IndGn

P (τ1 ⊗ · · · ⊗ τr))] =∑
ν=νI

‘
νII ,

P
i∈νII

ni=h

[n− IndGn−h

PI
⊗i∈νI

τi ⊗ n− IndGh

PII
⊗j∈νII

τj ].

Here PI = PνI
(K), likewise for PII . Note that this sum is in the Grothendieck

group; a priori the Jacquet module is not semisimple. This is not a problem for us.

Next, observe that the second summand on the right-hand side of (6.1.5) con-
tributes trivially to (6.2.1). Indeed, by the strong multiplicity one argument already
used, every irreducible constituent in that summand is of the form

IndGn

Ph(K)

[
red(h)

ρ πw ⊗ [Ψn−h(ρ)]
]
.



THE LOCAL LANGLANDS CORRESPONDENCE 75

where JL(ρ) is not supercuspidal. By (A.1.5.iii), the definition of red(h)
ρ , and

Lemma 6.2.2, such terms necessarily vanish (more details of the calculation can be
found in the next two paragraphs).

It remains to consider the first (explicit) summand. We have to compute

[n− IndGn

Ph(K)n− red
(h)
ρ n− IndGn

P τ1 ⊗ · · · ⊗ τr].

First, apply the (normalized) Jacquet functor relative to Nop to n − IndGn

P τ1 ⊗
· · · ⊗ τr. The result is described by the Geometric Lemma.

The next step is to project this result on the JL(ρ)-isotypic component for Gn−h.
Our hypothesis that the induced representation πw is irreducible (and unitary)
implies, by the Bernstein-Zelevinski classification of the discrete series [BZ,Z], that
the JL(ρ)∨-isotypic component of the term corresponding to ν = νI

∐
νII is trivial

unless
(i) JL(ρ) is supercuspidal, and
(ii) νI is a single element i.

In other words, projection on JL(ρ) picks out those ni = n − h and those τi =
JL(ρ)∨. Thus, letting νi = (n1, . . . , n̂i, . . . , nr). we have

(6.2.3) [n− red(h)
ρ n− IndGn

P τ1 ⊗ · ⊗ τr] =
∑

ni=n−h,τi=JL(ρ)

[n− IndGh

Pνi
⊗j∈νi τj ]

Now comparing this with our original formula, and using transitivity of induction
(first from Gn−h × Pνi to Lh, then from Ph to Gn) we have
(6.2.4)

[πw]⊗ [R0(πf ) |WK
] =

∑
h,ρ

∑
ni=n−h,τi=JL(ρ)

[n−IndGn

P JL(ρ)⊗
⊗
j∈νi

τj ]⊗r`(ρ)∨,′(−
h

2
).

But each term on the right hand side of (6.2.4) is of the form [πw] ⊗ r`(ρ)∨,′(−h2 )
where [πw] is fixed, ρ runs through the τi and each τi occurs once (for n− h = ni).
Thus we can cancel the [πw] from both sides and obtain

(6.2.5) [R0(πf ) |WK
] =

∑
i

r`(τi)∨,′(
ni − n

2
).

If we define

(6.2.6) r`(πw) = ⊕i r`(τi)∨(
ni − n

2
),

then we conclude
(6.2.7) [R0(πf ) |WK

] = [r`(πw)]⊗ (ψ ◦N−1
K/Qp

)

where for a change I put back the contribution of Q×
p . This is the main theorem I

announced in my first lecture, under the hypotheses of (1.4.5).
The remainder of the course will therefore be devoted to proving the Second

Basic Identity. The proof is a comparison of the Lefschetz trace formula, in Fuji-
wara’s version, for the action of Hecke operators on the vanishing cycle cohomology
[Hc(S̄

(h)
M0
, RΨ)], with Arthur’s version (5.4.2) of the cohomological trace formula.

To make these notes more readable, we will often proceed as if we already knew
the local Theorem 4.3.11. The reader will check that this hypothesis is only used in
the counting argument in determining the local terms in the trace formula in (7.5).
At that point, as well as at other crucial points along the way, the calculation will
be presented in two forms, labeled “pre (4.3.11)” and “post (4.3.11).”
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(6.3) Overview of the point counting argument.

Point counting, which in our situation is really representation counting, has two
components. The first is the partition of points among isogeny classes. This can be
done to various degrees of refinement. We have already seen that an isogeny class,
as point set with group action, looks like

[M̆+
n−h,h × (Ix(Q)\G(A)(h))]/Jn−h,h.

For general Shimura varieties, the term M̆+
n−h,h is replaced by something much

more complicated coming from Dieudonné theory, and we are fortunate that in our
special case the Dieudonné theory gives something of dimension zero, which is in
fact a homogeneous space for Jn−h,h We will factor off the Gh term for simplicity.
The first problem is to determine how many times the same set comes up. As we
have seen for supersingular isogeny classes, this turns out to be a problem in Galois
cohomology, and the answer, obtained by Kottwitz for general PEL type Shimura
varieties at unramified places, is completely analogous to the problem of counting
the number of Shimura varieties in the overall moduli problem: it is | ker1(Q, Ix)|.
This takes rather a long time to establish, and the proof is expressed in terms of
hermitian forms on V regarded as a module over B⊗F M , where M is morally the
extension of F generated by Frobenius acting on Ax. Obviously such arguments
cannot be extended to general Shimura varieties, and the solution was found by
Langlands and Rapoport: instead of isogeny classes, they work with isomorphism
classes of motives with additional structure. Since the theory of motives is mostly
conjectural, their conjectures require further conjectures (Tate conjecture, standard
conjectures for `-adic cohomology) to make sense; however, for PEL types, they
seem to be largely established (Milne). Milne’s article [Mi2] is a clear introduction
to the Langlands-Rapoport conjectures, and formulates their extension to the case
where the derived group is non-simply connected. His article includes statements
of the main results of Langlands-Rapoport but not complete proofs in all cases.

Once the isogeny classes have been determined, the Lefschetz formula, insofar as
it is valid, calculates the trace of a Hecke operator on cohomology (with compact
support) as a sum of local terms; this is the meaning of “counting points.” It was
first observed by Ihara, in the case of GL(2), that the local term corresponding
to an isogeny class can be expressed in terms of orbital integrals. In Kottwitz’
formulation, the goal is to compute the zeta function, and for this he needs to count
points over individual finite fields Fqr , where q = |k(w)|. The p-adic contribution is
then a twisted orbital integral of a certain explicit function on G(Kr), where Kr/K
is the unramified extension of degree r. In our approach, the Galois representation
is entirely contained in the vanishing cycles, and the number of times a specific
Galois representation occurs is determined as a sum of local multiplicities over all
fixed points of the Hecke operator over F. The result is a sum of orbital integrals,
indexed by elements of Ix(Q) as x varies. It remains to solve new problems in Galois
cohomology to relate these orbital integrals to orbital integrals of elements of G(Q).
Since the orbital integrals are purely local, it is reasonable to classify these elements
up to Ix(A)-conjugacy, resp. G(A)-conjugacy; this is one sort of Galois cohomology
problem. The next problem is to relate the two sets, especially to determine how
many Ix(Q) can give rise to a given γ ∈ G(Q) up to G(A)-conjugacy.

Kottwitz’ Ann Arbor article is predicated upon taking the calculation one step
further, classifying the contributions up to stable conjugacy (which isG(Q)-conjugacy
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in our setting). His articles on the subject are designed to fit into the development
of the stable trace formula, and show how the stabilization of the trace formula,
combined with his point counting, would completely determine the zeta functions
of Shimura varieties (at least when there is no boundary). However, this turns
out not to be necessary in our situation. We make only one explicit reference to
the vanishing of the cohomological groups measuring obstruction to stability (the
“endoscopic character groups”) for our specific G; this is what leads Kottwitz to
call these “simple Shimura varieties,” and what allowed Clozel to attach Galois rep-
resentations to automorphic representations of GL(n). We also make two indirect
references to the same fact. It is not clear to me whether one can still obtain a
theory of bad reduction when endoscopy is present.

(6.3.1) Lemma. Let π ∈ A0(n − h,K), and define RiΨ[π] to be the subsheaf of
RiΨ on which the action of Gn−h belongs to the inertial equivalence class of π∨.
Then

(i) For all i RiΨ[π] is a pro-constructible sheaf on S̄
(h)
M0

, indeed is isomorphic to
π ⊗RiΨπ where RiΨπ is constructible. Moreover,

(ii) RiΨ[π] = 0 for i 6= n− h− 1;
(iii) The stalks of Rn−h−1Ψ[π] are isotypic for the inertial equivalence class of

ρ = JL(π) ∈ A(J).

Proof. Fix an open compact subgroup U ⊂ Gn−h such that πU 6= {0}, Now the
subsheaves of U -invariant vanishing cycles RiΨU ⊂ RiΨ are constructible, hence
for any near equivalence class [π] of representations of Gn−h, the subsheaf RiΨU [π]
defined stalkwise as in (5.5.12) by the corresponding action of the Hecke algebra
H(G1//U), where G1 is the kernel of the character |det |, is a constructible sheaf.
But then (ii) and (iii) follow from (5.1.7) and Proposition 5.2.18 (i.e., Theorem
4.3.11 (ii)).

One of the main results of [HT] is that the stalkwise decomposition (5.5.2) ex-
tends, via the identification (5.5.4), to to a decomposition

RiΨ = ⊕[ρ]∈[A](Jn−h)R
iΨ[ρ]

of lisse sheaves on S̄(h)
M0

. One of the purposes of the present notes was to prove the
main results without reference to this global decomposition, which depends on a
difficult theorem of Berkovich proved in the appendix to [HT]. Lemma 6.3.1 allows
us to assert that, for any geometric point z ∈ S̄(h)

M0
,

(6.3.2) RiΨ[π]z ⊂ RiΨz[JL(π)]

where the left-hand side is defined above and the right hand side is as in (5.5.4).
Once we know (6.1.2.1) we will be able to apply Theorem 5.2.13, which implies that
the inclusion in (6.3.2) becomes a (virtual) equality upon taking the alternating sum
over i. In the absence of a complete determination of the individual Ψi

c,n−h,x0
[ρ]

for any ρ, this is the best we can do.
However, Lemma 6.3.1 does provide an important reduction:

(6.3.3) Proposition. Assume Theorem 4.3.11 (i) for g < n. Let π ∈ A0(n−h,K),
for h ≥ 1, ρ = JL(π). Then as a virtual module for WK , [Hc(S̄

(h)
M0
, RΨ)][π] is

isotypic for r`(ρ)∨,+.
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Remark. As in §5.2, the hypothesis concerning Theorem 4.3.11 (i) follows from
(6.1.2.1) applied to smaller Shimura varieties of the same type; i.e., to A(B, ∗) with
dimB < n2. The case g = 1 follows without further ado from the compatibility
between local and global class field theory for CM fields.

Proof. By Lemma 6.3.1 we can rewrite

[Hc(S̄
(h)
M0
, RΨ)][π] = [Hc(S̄

(h)
M0
, RΨ[π])] = [Hc(S̄

(h)
M0
, Rn−h−1Ψ[π])].

It then follows from (6.3.1)(iii) and (5.5.4) (which depends on Theorem 4.3.11 (i))
that [Hc(S̄

(h)
M0
, Rn−h−1Ψ)][π] is at least isotypic for the inertial equivalence class of

r`(ρ)∨,+.
Since Rn−h−1Ψ[π] is constructible for any open , S̄(h)

M0
can be written as a disjoint

union of locally closed subvarieties Xi, on each of which Rn−h−1Ψ[π] is lisse. By
dévissage – we are working in the Grothendieck group – we may replace S̄(h)

M0
in

the statement by any of the Xi, say X. Over a pro-étale Galois cover Y of X,
Rn−h−1Ψ[π] is isomorphic to a constant sheaf with fiber at any point x isotypic for
the inertial equivalence class of π, and the covering group of Y over X commutes
with the action of Gn−h×WK . On the other hand, by (6.3.2) this fiber is contained
in the supercuspidal part of Rn−h−1Ψx[ρ] which, by (5.5.12), is Ξ0-equivariantly
isomorphic to (Ψn−h−1

c,n−h,x0
)0[ρ]. Let I(ρ) ⊂ IK denote a subgroup of finite index

acting trivially on (Ψn−h−1
c,n−h,x0

)0[ρ]. It then follows tautologically that the fiber of the
pullback to Y is isotypic for subquotients of the action of the Hecke algebra (double
coset algebra) H(Ξ0//U × I(ρ)) on (Ψn−h−1

c,n−h,x0
)0[ρ]. Applying the Hochschild-Serre

spectral sequence for the covering Y of X, it follows that [Hc(X,Rn−h−1Ψ)][π], and
hence [Hc(S̄

(h)
M0
, Rn−h−1Ψ)][π], is again H(Ξ0//U × I(ρ))-isotypic for subquotients

of (Ψn−h−1
c,n−h,x0

)0[ρ].
Since this action is semisimple (cf. (5.5.12)), we can replace the word “subquo-

tients” by “quotients.” Then by Frobenius reciprocity, applied to c− IndG×WK

Ξ0
(•),

the action of the Hecke algebra H(G//U ×WK/I(π)) on [Hc(S̄
(h)
M0
, Rn−h−1Ψ)[π]]

is isotypic for quotients of the fundamental local representation. The proposition
then follows from Theorem 4.3.11 for g = n− h− 1 < n.

Thus the Second Basic Identity (6.1.2.3) is equivalent to the identity

(6.3.4 (post 4.3.11)) n · [Hc(S̄
(h)
M0
, RΨ)]ρ = (n− h) · red(h)

ρ H(A(B, ∗))

in Groth(G(Aw
f )×Gh), for all ρ ∈ A(Jn−h)fin. Here the n− h on the right-hand

side comes from forgetting the n − h-dimensional representation r`(ρ)∨,+ of WK .
Corresponding to the version (6.1.2.1), we just have
(6.3.4 (pre 4.3.11))
n·[Hc(S̄

(h)
M0
, RΨ)] =

⊕
ρ∈A(Jn−h)fin

red(h)
ρ [H(A(B, ∗))]⊗[Ψn−h(ρ)] ∈ Groth(G(Aw

f ))×Gh);

this is identical to (6.1.2.1), except that we are ignoring the Galois action. The
latter form is (more or less) the form in which it is proved in [HT], and in which it
will be proved in §7, below.
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(6.4) Honda-Tate theory.

I begin by recalling the Honda-Tate classification of isogeny classes of abelian
varieties with B-action over F. Proofs can be found in [Ta]. In what follows, a CM
field will be either a totally real field or a totally imaginary quadratic extension of
a totally real field. As usual, c denotes complex conjugation.

By Tate’s theorem on isogenies of abelian varieties over finite fields, we know
that, up to isogeny, an abelian variety A over F is determined by its Frobenius
endomorphism πA : A → A, where A is defined over some Fq and πA is the q-th
power of Frob : A → A(p). Since A is also defined over any extension of Fq, πA is
only well-defined up to powers; i.e., in the group Q×

/µ∞, where µ∞ denotes roots
of 1. But we also know that πA is a q-number: it generates a CM field (or a totally
real field), it is a unit away from p, all its complex absolute values equal q

1
2 . So

π2
A/q is a p-unit all of whose complex absolute values = 1. It is thus completely

determined, up to roots of unity, by its p-adic valuations. Moreover, by Honda,
every πA is obtained (by reducing abelian varieties with CM). This justifies the
following definition:

(6.4.1) Definition. Let M be a CM field, and let Q[PM ] be the Q-vector space
with basis the places of M above p. For any fractional ideal I ⊂ M , we let [I] =∑
v|p v(I) ·v ∈ Q[PM ]. A p-adic type for M is an η ∈ Q[PM ] such that η+ c∗(η) =

[p]. Two pairs (M,η) and (M ′, η′) are isomorphic if there is an isomorphism of
fields M ∼−→M ′ taking η to η′.

A finite extension of CM fields i : M → N induces maps in both directions

i∗ : Q[PM ]→ Q[PN ]; i∗Q[PN ]→ Q[PM ].

via i∗(v) =
∑
v′|v ev′/vv

′; i∗(v′) = fv′/vv if v = v′ |M . Let ∼ denote the equiva-
lence relation on pairs (M,η) generated by (M,η) ∼ (N, i∗η). A p-adic type is an
equivalence class of (M,η).

(6.4.2) Exercise. Every p-adic type has a unique minimal representative, up to
isomorphism.

If q = pr and π is a q-number, let b(π) be the p-adic type equivalent to
(Q(π), 1

r [π]). Because π is determined (mod roots of unity) by [π], it is easy to
see that any sufficiently divisible power of π generates the minimal representative
of b(π). In particular, b(π) is independent of r, provided r is sufficiently divisible
(i.e., provided Fq is sufficiently big). The preceding discussion shows that

(6.4.3) Theorem Honda-Tate, [Ta]. There is an equivalence between p-adic
types and isogeny classes of simple abelian varieties over F.

Moreover, we can determine the invariants of Ab as follows. Let b be a p-adic
type with minimal representative (M,η). Then:

(6.4.3.1) End0(Ab) is the division algebra with center M and invariants 1
2 at real

primes, 0 at finite primes away from p, and ηvfv/p for v dividing p;
(6.4.3.2) dimAb = 1

2 [M : Q][End0(Ab) : M ]
1
2

(6.4.3.3) For any v | p, Ab[v∞] is a p-divisible group of height [Mv : Qp][End0(Ab) :
M ]

1
2 and its Dieudonné module is isoclinic with slope ηv/ev/p.
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The fact that the minimal M = Q[πA] is the center of End0(Ab) – note that
these are endomorphisms over F – follows from Tate’s theorem that πA generates
the center of End0(A) [Ta] and our choice of πA over the field with pr elements,
with r sufficiently divisible.

There is a similar theory for isogeny classes of simple abelian varieties with F -
action, for some CM field F . In this case, M runs through CM fields containing
F , and equivalence is defined via equivalence of embeddings over F . A p-adic type
over F is an F -equivalence class of p-adic types (M,η) for CM fields M containing
F . Again each p-adic type over F has a unique minimal representative.

(6.4.4) Now let B be a central division algebra over F . We now consider the
category of pairs (A, i) up to isogeny, with A an abelian variety over F and i : B ↪→
End0(A). This category has simple objects, and Kottwitz has shown a version of
Morita equivalence: the simple objects (not necessarily simple abelian varieties!)
are in bijection with p-adic types over F . Let b be a p-adic type over F with
minimal representative (M,η), and let (Ab, ib) denote the corresponding simple
object in the category of abelian varieties up to isogeny with B-action. Then:

(6.4.4.1) End0(Ab) is the division algebra with centerM and invariants 1
2−invv(B⊗F

M) if v is real, −invv(B ⊗F M) at finite primes away from p, and ηvfv/p−
invv(B ⊗F M) for v dividing p;

(6.4.4.2) dimAb = 1
2n · [M : Q][End0

B(Ab) : M ]
1
2

(6.4.4.3) For any v | p, Ab[v∞] is a p-divisible group of height [Mv : Qp][B :
F ]

1
2 [End0(Ab) : M ]

1
2 and its Dieudonné module is isoclinic with slope

ηv/ev/p.
Henceforward we fix an h ∈ 0, . . . , n − 1. The goal is to classify isogeny classes

[x] ⊂ S̄(h)(F). The first step is to classify isogeny classes of pairs (A, i) as above
with the right divisible Ov-modules for all v dividing p; say (A, i) is of type h. We
may assume (A, i) = (Ab, ib) with minimal representative (M,η) as above. Let
(A′, i′) be a simple factor, C ′ = End0

B(A′); it is a central M -algebra by minimality.
Recall that B is chosen to be a division algebra at some finite place v other than w.
Up to replacing v by vc (if v divides p), we may assume A[v∞] is an étale p-divisible
group, by our standing Lie algebra hypothesis. Hence for any place v′ of M above
v, ηv′ = 0, hence

invv′(C ′) = −invv′(BM ) = −[Mv′ : Fv]invvB.

Since C ′ is a division algebra, [C ′ : M ]
1
2 is at least the denominator of −[Mv′ :

Fv]invvB, and since Bv is a division algebra, the denominator of invvB equals n.
So

[C ′ : M ] ≥ (n/[Mv′ : Fv])2 ≥ n2/[M : F ]2;

dimA′ =
1
2
n · [M : Q][C ′ : M ]

1
2 ≥ [F+ : Q]n2 = dimA,

where the first equality is (6.4.4.2). Hence

(6.4.5) Lemma. (A, i) is a simple object in the category of abelian varieties with
B-action. Moreover, if C = End0

B(A), then n = [M : F ][C : M ]
1
2 .

The last assertion just follows from equality in the above calculation, since C =
C ′. The simplicity is very important: it implies that we only have to consider fields,
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not products of fields, in classifying isogeny classes. It is a reflection of the fact
that G has no endoscopy.

More generally, the p-adic type η is completely determined by h and the Lie
algebra condition. We have ηv = 0 if v is a place of M dividing u but not w;
and this determines ηvc . Moreover, A[w∞]0 is a simple object in the category of
p-divisible groups with Bw = M(n,K) action. Its endomorphism algebra is just
Dn−h. Hence the action of Mw on A[w∞]0 comes from a unique divisor w̃ of w
in M . Thus A[w̃∞]0 = A[w∞]0 is an isoclinic formal group equal to n copies of a
formal group of height (n − h)[K : Qp], hence has height n[K : Qp](n − h), which
by Honda-Tate (6.4.4.3) equals

[Mw̃ : Qp][B : F ]
1
2 [C : M ]

1
2 = n[K : Qp][Mw̃ : K][C : M ]

1
2 ;

i.e.

(6.4.6) n− h = [Mw̃ : K][C : M ]
1
2 .

Combining this with the lemma, we find

(6.4.7) (n− h)[M : F ] = n[Mw̃ : K].

Moreover, for v 6= w̃ dividing w, A[v∞] is again étale. Next

(6.4.8) Lemma. M embeds over F in B (or in Bop).

Proof. We consider the invariants of C at places v of M . For finite v not dividing w
or wc, A[v∞] is either étale or multiplicative, hence we have invv(C) = −invv(BM ).
Since M embeds in C, M embeds in B at such a v. But B splits at w and wc, so
there is no condition. Since M is a CM field, it also embeds at R.

Finally, we obtain the following result:

(6.4.9) Lemma. There is a bijection betwen isogeny classes of pairs (A, i) of type
h and pairs (M, w̃) where M/F is a CM extension that embeds over F in B, w̃ is a
place of M above w such that (n− h)[M : F ] = n[Mw̃ : K], and (M, w̃) is minimal
in the sense that there is no intermediate field M ⊃ N ⊃ F such that w̃ is inert
over N .

Two comments are necessary. First, the minimality of the pair (M,η) translates
into minimality of w̃, since η is nonzero only for w̃ and w̃c. Next, the construction
of (A, i) from (M, w̃) follows the obvious recipe. We define the p-adic type (M,η)
over F with

(6.4.10) ηw̃ = ew̃/w/((n− h)fw/p); ηv = 0 if v | u, v 6= w̃.

This determines η uniquely, and one checks that the corresponding (A, i) is of type
h.

(6.5) Polarized Honda-Tate theory, following Kottwitz.

That was the easy part. The hard part is counting polarizations.
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(6.5.1) Proposition. Suppose (A, i) corresponds to (M, w̃). Then there exists a
polarisation λ0 : A → A∨ whose Rosati involution stabilizes B ⊗M and induces
∗ ⊗ c, and a finitely generated B ⊗M module W0 with ∗ × c-hermitian alternating
pairing <,>0: W0 ⊗W0 → Q, such that there are

1. An isomorphism of B ⊗M ⊗F Aw
f -modules

W0 ⊗Aw
f

∼−→V w(A)

taking <,>0 to an Aw
f -multiple of the Weil pairing induced by λ0, and

2. An isomorphism W0,R
∼−→VR of BR-modules taking <,>0 to an R× multiple

of the standard pairing (, ) on VR.

Recall that this means in particular that the signatures of <,>0 are (1, n − 1)
at τ0 and so on.

The existence of such an embedding (a #-embedding of M in Bop) is proved
following Kottwitz [K5,Lemma 14.1] (originally Zink [Zi, §4.4]). The main step is
to show that (A, i) lifts to a CM point of A(B, ∗). This follows from compatibility
of the polarization with the F action, and the condition on dimension of eigenspaces
for different p-adic embeddings of F .

Let #0 be the involution on Bop = EndB(W0) induced by the pairing <,>0,
G0 = GU(W0,#0). Here and elsewhere, GU denotes the Q-similitude group. Then
we have seen G0 is isomorphic locally to G at all places except possibly p; but
since p splits in E, one sees G0 is locally isomorphic to G everywhere. So we may
as well replace G0 by G (or vice versa), since our starting point is A(B, ∗) rather
than S(G,X). Let φ0 ∈ H1(Q, G) denote the class of the difference between the
polarized modules W0 and V .

We only consider pairs (A, i) admitting prime-to-w level structures, i.e. isomor-
phisms

V ⊗Aw
f

∼−→V w(A)

as B ⊗F Aw
f -modules, compatible with the polarizations as before. In particular,

the ∗-hermitian B-modules W0 and V are isomorphic at all primes except possibly
w; but since w is split they are isomorphic as well. We have seen that our points
lift to CM points on one of the Shimura varieties Si(B, ∗), hence, after changing
the polarization (in characteristic zero) we can assume (W0,#0) = (V,#). This
hypothesis simplifies the following discussion. In particular, φ0 = 0.

Let D = EndB⊗M (V ), so D = CentBop(M), and let G[x] ⊂ D be the unitary
similitude group of (D,#). Thus G[x] ⊂ G. Let ∗[x] be the Rosati involution on
C = Aut(Ax, ix), and let I[x] = Aut((Ax, ix, λx)) = GU(C, ∗[x]). Then I[x] and G[x]

are inner forms of each other; indeed they are locally isomorphic everywhere except
p and ∞, because WAp

f
and V p(Ax) are isomorphic as ∗ ⊗ c-hermitian BM (Ap

f )-
modules, by the proposition. However, they are not isomorphic; in particular, I[x],R
is anisotropic.

What are the equivalence classes of pairs (V ′, (, )′) where V ′ is a BM -module
and (, )′ is a ∗ ⊗ c-hermitian Q-alternating form such that

(6.5.2) (V ′, (, )′) is equivalent to (V, (, ))

as ∗-hermitian B-modules? On the one hand, the equivalence classes of pairs
(V ′, (, )′) without condition corresponds to φx ∈ H1(Q, G[x]); the condition (6.5.2)
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means φx maps to 0 ∈ H1(Q, G). So the set is in bijection with the kernel of
the map H1(Q, G[x]) → H1(Q, G). We call this set H1(Q, G[x])(0). On the other
hand, this set is also in bijection with the set of F -embeddings j : M → Bop such
that # ◦ j = j ◦ c, up to G(Q)-conjugation, where j goes to the B ⊗ Bop-module
(V, (, )) considered as BM -module via j. This is where Galois cohomology enters
the picture. We call j a #-embedding.

(6.6) Adelic partial stabilization.

Ideally one would like to consider #-embeddings j : M → Bop up to G(Q)-
conjugacy; this would lead to a stable formula in the point count. This is even
possible in the present situation, but it is not necessary; it’s enough to consider
#-embeddings up to G(A)-conjugacy.

(6.6.1) Lemma. The bijection above induces a bijection between

(1) G(Ap
f )-conjugacy classes of #-embeddings j : M → Bop;

(2) The kernel H1(Q, G[x](Ā
p
f ))(0) of the map

H1(Q, G[x](Ā
p
f ))→ H1(Q, G(Āp

f )).

Proof. It is clear from the preceding that elements of (1) correspond one-to-one to
the images x ∈ H1(Q, G[x](Ā

p
f )) of elements y ∈ H1(Q, G[x])(0). So we must show

that the restriction to kernels of the localization map

H1(Q, G[x])(0)→ H1(Q, G[x](Ā
p
f ))(0)

is surjective.
Now it follows from [K2, Prop. 2.6] that there is a commutative diagram with

exact rows:
(6.6.2)

0 −−−−→ ker1(Q, G[x]) −−−−→ H1(Q, G[x])
f−−−−→ H1(Q, G[x](Ā)) −−−−→ A(G[x])y y y y

0 −−−−→ ker1(Q, G) −−−−→ H1(Q, G)
g−−−−→ H1(Q, G(Ā)) −−−−→ A(G)

The group A(G) is what Labesse, in [L], calls H1
ab(A/Q, G), this at least makes

the sequence plausible. We need to show that ker(f) maps onto ker(g). This
follows by simple diagram chase, once we show that (a) ker1(Q, G[x])→ ker1(Q, G)
is surjective, which follows from surjectivity of ker1(Q, ZG) → ker1(Q, G) since
the center ZG ⊂ G[x], and (b) A(G[x]) → A(G) is injective, which follows from
a computation. In fact both equal 0 if n[F+ : Q] is odd and both are Z/2Z if
n[F+ : Q] is even and the natural map is the identity. (To compute A(G): it is the
Pontryagin dual of π0(Z(Ĝ)Gal(Q/Q)).)

That is the calculation on the G[x] side. There is an analogous computation on
the I[x] side. First,
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(6.6.3) Lemma. The following five sets are equivalent:
(1) Equivalence classes of polarizations λ of Ax whose Rosati involution stabi-

lizes BM and acts as ∗ ⊗ c, where λ ∼ λ′ if there are δ ∈ C× and µ ∈ Q×
>0

such that λ′ = µδ∨λδ.
(2) Equivalence classes of non-zero #[x]-fixed totally positive elements γ ∈ C

(thus γ = δ#[x]δ over CR), where equivalence is given by the equation γ′ =
µδ#[x]γδ. (We have already seen this equivalence in the supersingular case,
via γ → λ0 ◦ γ.)

(3) Same as (2), but where γ is either totally positive or totally negative, and
where µ ∈ Q×.

(4) ker[H1(E/Q, I[x](E))→ H1(C/R, I[x](C))].
(5) ker[H1(Q, I[x])→ H1(R, I[x])].

Sketch of proof. The last two are equivalent because, over E, I[x] is a product of
inner twists of GL(r)’s, hence has no cohomology. The map from (3) to (4) takes
γ to the value of a cocycle on c, bearing in mind that I[x](E) = C× ×Q× and that
c acts on I[x](E) by sending (γ, µ) to (µ(γ)#[x],−1, µ).

Thus there is a bijection between
(1) Equivalence classes of polarizations λ on Ax whose Rosati involution stabi-

lizes BM and acts as ∗⊗c, and for which there is a prime-to-p-level structure
compatible with the polarizations, and

(2) ker[H1(Q, I[x])→ H1(R, I[x])]∩H1(Q, I[x](Āp
f ))(0) whereH1(Q, I[x](Āp

f ))(0) =
H1(Q, G[x](Ā

p
f ))(0) via the isomorphism I[x],Ap

f

∼−→G[x],Āp
f
.

Say λ and λ′ are nearly equivalent if they are equivalent over Ap
f .

(6.6.4) Lemma. There are bijections between the following sets
(1) Near equivalence classes of polarizations λ on Ax whose Rosati involution

stabilizes BM and acts as ∗ ⊗ c, and for which there is a prime-to-p-level
structure compatible with the polarizations

(2) H1(Q, I[x](Āp
f ))(0)

(3) G(Ap
f )-conjugacy classes of #-embeddings j : M → Bop

Proof. We have already seen bijections between (2) and (3), and (1) is in bijection
with the intersection of (2) with ker[H1(Q, I[x])→ H1(R, I[x]). So we have to show
that (2) is contained in ker[H1(Q, I[x]) → H1(R, I[x]). This is another calculation
with the exact sequence

H1(Q, I[x]) −→ H1(Q, I[x](Ā)) = H1(Q, I[x](Āp
f ))⊕H

1(R, I[x]) −→ A(I[x]);

indeed, the local term at p is trivial, because p splits in E, hence I[x] is locally at
p isomorphic to a product of GL(r)’s, as in the proof of Lemma 6.6.3.

(6.6.5) Definition. A polarized Hodge type of type h (for B, ∗) is a triple (M, w̃, [j])
where (M, w̃) is a Hodge type of type h and [j] is a G(Ap

f )-conjugacy class of #-
embeddings j : M → Bop.

The above lemmas show that there is a surjective map from the set of isogeny
classes [x] = [(Ax, ix, λx)] to the set PHT (h) of polarized Hodge types of type h.
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(6.6.6) Lemma. Let [x] be an isogeny class. The fiber of this map over the image
of [x] consists of ker1(Q, I[x]) isogeny classes.

Proof. The fiber is the set of equivalence classes in the near equivalence class. Recall
that equivalence classes are identified with the set of elements of ker[H1(Q, I[x])→
H1(R, I[x])] whose localization in Ap

f lies in

H1(Q, I[x](Ap
f ))(0) = ker[H1(Q, G[x](Ā

p
f ))→ H1(Q, G(Āp

f ))].

Two equivalence classes are nearly equivalent if they map to the same element of
H1(Q, I[x](Āp

f ))(0). But since they are already map to zero inH1(R, I[x])], and
since (as in the proof of Lemma 6.6.4) there is no cohomology at p, we can say
they differ by an element of ker1(Q, I[x]). On the other hand, ker1(Q, I[x]) is a finite
group (it can be identified with the image of ker1(Q, ZI[x]), as before, for instance)
that acts faithfully on H1(Q, I[x]), so the cardinality is as indicated.

Recall the fixed complex embedding τ0 of F . If z = (M, w̃, [j]) ∈ PHT (h) and
j ∈ [j], there is a unique distinguished τ̃0 of τ0 to M – except in the case of GU(2)
over an imaginary quadratic field, which we have deliberately excluded – defined
as follows: the embedding j endows V with a structure of ∗ ⊗ c-hermitian BM (R)-
module, denoted Vj . This gives a set of signatures (aσ, bσ) for every real embedding
σ of M+. For only one such σ̃0 is this signature indefinite, it restricts to our chosen
σ0 on F+, and we let τ̃0 = τ̃0(j) be its extension to M lifting τ0. (Think of breaking
up Vτ0 under the action of M ⊗F,τ0 C. It has [M : F ] constituents and only one of
them can be indefinite.)

Now if j, j′ ∈ [j] with τ̃0(j) = τ̃0(j′), then the ∗ ⊗ c-hermitian BM (R)-modules
Vj(R), Vj′(R) are isomorphic. Since these are the same real vector space, the
isomorphism can be realized by conjugation in G(R). On the other hand, the fact
that j and j′ are in the same G(Ap

f )-conjugacy class means that Vj(A
p
f )

∼−→Vj′(Ap
f )

(with their hermitian forms); and at p there is no possible difference. In the end,
we have isomorphisms Gj,A

∼−→Gj′,A where Gj is the unitary similitude group of
Vj , and this isomorphism is canonical up to Gj′,A-conjugation. Note that Gj is
realized as a subgroup of G (the commutant of j(M×) ∩G).

(6.6.7) Lemma. (1) The map j → τ̃0(j) is surjective.
(2) If τ̃0(j) = τ̃0(j′) then the isomorphism Gj,A

∼−→Gj′,A comes from an isomor-
phism over Q.

Proof. Part (1) comes from the same diagram chase as before; we find that the
possible spaces Vj⊗R are in bijection with the set ker[H1(R, Gj)→ H1(R, G)] which
correspond precisely to the extensions of τ0 to M . As for (2), the point is that the
map ker1(Q, ZGj )→ ker1(Q, Gj) is an isomorphism. This proves in a standard way
that the cocycle measuring difference between the hermitian vector spaces Vj and
Vj′ defines a trivial inner twist of the groups, and a similar cohomology calculation
shows that the given isomorphism over A can be modified to give an isomorphism
over Q.

It remains to carry out a similar analysis for the groups I[x]. The result is
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(6.6.8) Lemma. Suppose [x] and [x′] are two isogeny classes with the same image
z ∈ PHT (h). Then the groups I[x] and I[x′] are Q-isomorphic, and the isomorphism
can be chosen compatible with the isomorphisms I[x′](A

p
f )

∼−→Gj(Ap
f )

∼−→I[x](Ap
f ).

The proof is completely analogous to that of Lemma 6.6.7, but simpler in that
there is no possible difference at the real places: both I[x] and I[x′] are R-anisotropic
(modulo the center).

Let Iz = I[x] for any isogeny class [x] lying over z ∈ PHT (h). Fix a level subgroup
Uw,h ⊂ G(Aw

f ) × Gh × Q×
p (as always, the factor in Q×

p is Z×p . We thus have a
complete description of the F-points of S̄(h):
(6.6.9)

S̄
(h)

M0,Uw,h(F) =
∐

z∈PHT (h)

([M̆n−h,+ × (Iz(Q)\G(h)/Uw,h)]/Jn−h,+)| ker
1(Q,Iz)|.

This decomposition is compatible with the action of Frobenius (on the pro-discrete
set M̆n−h,+, and it factors through a finite Galois group), and of the Hecke algebra
of G(Aw

f ) × Ln−h,h × Q×
p . Here Ln−h,h = Gn−h × Gh acts as follows: Gn−h acts

on M̆n−h,+ on the first factor, whereas Gh acts on the G(h)-factor. This action of
Ln−h,h commutes with Jn−h,+.

We are now almost ready to count points.
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Lecture 7. Comparison of trace formulas

(7.1) Counting transfers from Iz(Q) to G(Q), following Kottwitz.

We want to determine the trace of the representation of G(Aw
f ) × Ln−h,h,+ on

the cohomology [Hc(S̄
(h)
M0
, RΨ)]. Recall the description from the last time:

S̄
(h)
M0

(F) =
∐

z∈PHT (h)

([M̆n−h,+ × (Iz(Q)\G(h))]/Jn−h,+)| ker
1(Q,Iz)|.

We will treat the étale (Gh) part of the level structure on the p-divisible group
together with the prime-to-w-level structures.

As in Clozel’s course, one uses a version of the Grothendieck-Lefschetz trace for-
mula to calculate the trace as a sum over contributions of fixed points. Because we
are dealing with cohomology with compact support, we need the formula proved by
Fujiwara; in particular, we can only use Hecke operators that incorporate Frobenius.
Because we have already determined the stalks of RΨ, the Galois representation
will come along for free.

First, we work out the cohomological formalism for transferring conjugacy classes
from Iz(Q) to G(Q), up to adelic conjugation. Recall that we are always excluding
the case F+ = Q, n = 2. We begin with some definitions.

(7.1.1) Definition. An element j = (jn−h, jh) ∈ Jn−h,h is h-regular if the p-adic
valuation of every eigenvalue of jn−h is strictly less than the p-adic valuation of
every eigenvalue of jh (i.e. |jn−h| > |jh|). An element γ ∈ Iz(Q) is h-regular if its
image in Jn−h,h is h-regular.

Note that h-regularity is a property of conjugacy classes. The same definition can
be made for g = (gn−h, gh) ∈ Ln−h,h ⊂ Gn. In that case, the parabolic associated
to g (the expanding parabolic) is contained in P oph . We return to this later. An
element is very h-regular if the difference in p-adic valuations is >> N for some
large integer N determined by the problem.

(7.1.2) Lemma. Let γ ∈ Iz(Q) be h-regular, with z = (M, w̃, [j]). Then F (γ) ⊃
M .

This is a simple argument with ramification groups of primes of F (γ) above w,
and uses the minimality of M , and is related to (7.3.4) below. See Lemma V.2.2 of
[HT] for details.

Since Iz(R) is anisotropic modulo center, every element of Iz(Q) is elliptic; in
particular, is semisimple. However, they are not necessarily regular. One could
restrict attention to regular elements by using a trick due to Labesse, but this trick
only works for forms of GL(n). Thus we work out the general case. The following
analysis is based on Kottwitz’ article [K2]

(7.1.3) Lemma. Let γ ∈ Iz(Q). The number of Iz(Q)-conjugacy classes in the
Iz(A)-conjugacy class of γ equals | ker1(Q, ZIz (γ))|/| ker1(Q, Iz)|.

Proof. If γ and γ′ ∈ Iz(Q) are conjugate over A, their centralizers in Iz are inner
forms of one another that become isomorphic over A. In this way one sees that the
number is the cardinality of

ker[ker1(Q, ZIz
(γ))→ ker1(Q, Iz)].
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The Lemma follows from the surjectivity of this map, which follows from the fact
(already used in §6.6) that

ker1(Q, ZIz
)→ ker1(Q, Iz)

is an isomorphism, and likewise for ZIz (γ).

Recall that the group Iz depends only on z (up to isomorphism and G(h)(A)-
conjugacy), whereas the inner forms G[x] ⊂ G depend also on the choice of an
extension τ̃0 of τ0 to M (up to isomorphism and G(A)-conjugacy). We let Gz,τ̃0
denote this Q-group.
(7.1.4) Now we discuss transfer from Iz to Gz,τ̃0 to G. Note that we can discuss
h-regular elements in Gz,τ̃0(Q), since it comes with an embedding in Lh,n−h at w.
Consider the following three sets:

(7.1.4.1) The set I(h) of pairs (z, [a]) where z ∈ PHT (h) and [a] is an h-regular
Iz(A)-conjugacy class in Iz(Q).

(7.1.4.2) The set G(h) of triples (z, τ̃0, [γ]) where z = (M, w̃, [j]) ∈ PHT (h), τ̃0 is as
above, and [γ] is an h-regular Gz,τ̃0(A)-conjugacy class in Gz,τ̃0(Q) that is
R-elliptic and has elliptic image in Gn−h ⊂ Ln−h.

(7.1.4.3) The set FP (h) of equivalence classes of pairs (γ, w̃) where γ ∈ G(Q) is an
h-regular R-elliptic element and where w̃ is a place of F (γ) above w such
that

(7.1.4.4) (n− h)[F (γ) : F ] = n[F (γ)w̃ : Fw].

The pairs (γ, w̃) and (γ′, w̃′) are equivalent if γ and γ′ are conjugate by an
element of G(A) inducing an isomorphism F (γ)w

∼−→F (γ′)w identifying w̃
with w̃′.

Note that M has disappeared from (7.1.4.3). The decomposition into isogeny
classes gives us elements as in (7.1.4.1), and we want to get to (7.1.4.3). Note also
that elements of (7.4.1.3) can embed in G(h)(A), as follows: The embedding of
G(Q) in G(Ap

f ) is obvious. To get embeddings at primes other than w dividing
p, embed G(Q) in G(Qp), then project as in (2.4.1) on the factors other than w.
Finally, to obtain an embedding in Jn−h × Gh, it suffices to show that the field
F (γ)w̃ embeds in Dn−h, and this follows from the equality of degrees (7.1.4.4).

Recall that the group Gz,τ̃0 comes with an embedding in G.

(7.1.5) Lemma. The map G(h) → FP (h), sending (z, τ̃0, [γ]) with z = (M, w̃, [j])
to (γ, w̃′), where w̃′ is the unique place of M(γ) = F (γ) above the place w̃ of M , is
a bijection.

Proof. First note that γ being h-regular, M(γ) = F (γ). The Gn−h-ellipticity im-
plies that F (γ) ⊗M Mw̃ is a field, hence that w̃′ exists. Let (γ, w̃) ∈ FP (h), and
let M ⊂ F (γ) be the minimal subfield containing F for which w̃ is inert from M
to F (γ). (The existence of such an M is left as an exercise). Then (M, w̃) is a
Honda-Tate parameter. To obtain the polarization, let j : M ↪→ Bop be the tau-
tological embedding. This endows VR with the structure of BM ⊗Q R-module, and
since j comes from an element γ already in G, this module has an ∗ ⊗ c-hermitian
R-alternating pairing. The invariants (aτ , bτ ) of this pairing, for τ : M+ → R, pick
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out a unique complex place τ̃0 except in the excluded case n = 2. This defines an
element ((M, w̃, [j]), τ̃0, [γ]) ∈ G(h) above (γ, w̃), and it is clearly unique.

The other comparison is deeper. There is a map φ : G(h) → I(h) sending
(z, τ̃0, [γ]) to (z, [a]) where a ∈ Iz(Q) is conjugate to γ in Iz(Aw

f ) ∼−→Gz,τ̃0(Aw
f ).

The existence of such an a is the most difficult step in the counting argument. The
following lemma asserts that a exists and is unique up to Iz(A)-conjugacy.

(7.1.6) Lemma. The map φ is well-defined; i.e., the Aw
f -conjugacy class of γ has

a representative in Iz(Q). Moreover, the map φ is surjective, and the fiber above
(z, [a]) has cardinality [F (a) : F ] = [F (γ) : F ].

Proof. We first associate a well-defined adelic conjugacy class aA ⊂ Iz(A) to
(z, τ̃0, [γ]). Away from ∞ and w there is nothing to say. Since γ is R-elliptic,
it transfers to any inner form over R. More precisely, its transfer is well-defined
as a stable conjugacy class (up to conjugacy over C). But Iz(R) is compact mod-
ulo center, so C-conjugacy and R-conjugacy coincide. Finally, at w, we need to
show that the image of γ in Ln−h transfers to a well-defined conjugacy class in
D×
n−h × Gh. But this follows from the hypothesis that the image of γ in Gn−h is

elliptic.
We view aA as an Iz(A) conjugacy class that contains a representative in

Iz(Q) = Gz,τ̃0(Q), namely γ. The problem is now to determine whether or not
it has a representative in Iz(Q). In [K2], for any connected reductive group H with
simply-connected derived group, Kottwitz constructed an obstruction obs([γ], [aA])
where the first term is an H(Q)-conjugacy class and the second an H(A)-conjugacy
class, whose vanishing is equivalent to the existence of a representative in H(Q).
(The hypothesis that it be simply connected is removed by Labesse, and the con-
nectedness is likewise replaced by the hypothesis that the group of components is
cyclic.) This obstruction class belongs to the group Kottwitz denotes K(I0/Q),
the group of endoscopic characters; here I0 is the centralizer of the transfer to the
quasi-split inner form of Iz (or of Gz,τ̃0) of γ. (By a theorem of Kottwitz, γ always
transfers to the quasi-split inner form.) But this is precisely the group that van-
ishes for every possible I0

z , as Clozel showed in his course. (In [HT] the argument
is given on p. 180.) If this were not the case, we would have to restrict G(h) to the
set of (z, τ̃0, [γ]) for which the Kottwitz obstruction vanishes. This would lead to
a different formula in the end, but still presumably in the direction of the stable
trace formula.
Remark. More generally, the Kottwitz invariant for a triple coming from a polar-
ized abelian variety should be related in a simple way to this obstruction invariant.

In any case, we have shown the existence of (z, [a]) ∈ I(h). Now we have to
determine the cardinality of its inverse image under φ. In the first place, its inverse
image is non-empty. Indeed, the argument above applies just as well in the opposite
direction. showing that [a] transfers to a rational conjugacy class in Gz,τ̃0 . This
already decomposes the inverse image into [M : F ] subsets, one for each choice of
τ̃0. It remains to show that each subset has [F (a) : M ] = [M(a) : M ] distinct
elements (except in the excluded case). Remember that we are counting Gz,τ̃0(A)-
conjugacy classes, not Gz,τ̃0(Q)-conjugacy classes! But the Iz(A)-conjugacy class
of [a] determines the Gz,τ̃0(Af )-conjugacy class uniquely. Indeed, the groups only
differ at w, but there the transfer from D×

n−h to Gn−h is injective. So the only
ambiguity is at ∞, and indeed at τ̃0, since elsewhere Gz,τ̃0 is compact mod center.
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The question is then to count conjugacy classes in Gz,τ̃0(R) stably conjugate to a,
and as before these are in bijection with extensions of τ̃0 to M(a). Indeed, they are
parametrized by

ker[H1(R, ZGz,τ̃0
(a))→ H1(R, Gz,τ̃0(a))],

(kernel as map of pointed sets), and this set also parametrizes equivalence classes
of ∗ ⊗ c-hermitian B ⊗M(a)(R)-modules that are equivalent to the given BM (R)-
module. So the calculation is as before.

(7.2) Acceptable functions and Fujiwara’s trace formula.

For the next step we need to work at finite level. Let Uwh = Uw × Uh for some
compact open subgroup Uh ⊂ Gh = L0,h. We introduce a class of acceptable
functions

φ ∈ C∞c (G(Aw
f )× Ln−h,h//Uwh )

where the symbol // designates bi-invariance. These functions act as correspon-
dences on S̄(h)

Uw
h

and on the complexRΨ, hence define operators on [Hc(S̄
(h)
M0
, RΨ)](U

w
h ).

We assume φ factors as φw⊗φw, with φw = φw,n−h⊗φw,h. Say φ is h-regular (resp.
very h-regular) if φw is supported in the set of h-regular (resp. very h-regular) el-
ements of Ln−h,h.

The goal is to determine the trace of φ on [Hc(S̄
(h)
M0
, RΨ)](U

w
h ) for all φ. This

would suffice to prove the Second Basic Identity in the form (6.3.2), but this is both
impossible and unnecessary. Here is one way of stating Fujiwara’s trace formula [F]
in our present situation:

(7.2.1) Theorem. Let φ ∈ C∞c (G(Aw
f ) × Ln−h,h//U

w
h ), and suppose φ is very

h-regular (depending on Uw and Uh). Then

Tr(φ | [Hc(S̄
(h)
M0
, RΨ)](U

w
h ))

=
∑

z∈PHT (h)

| ker1(Q, Iz)|Tr(φ |H0([M̆n−h,+×(Iz(Q)\G(h)/Uwh )]/Jn−h,+, [RΨ]z)).

The above formula requires a few comments. The left-hand side being a trace
on cohomology, the right-hand side must be a sum over fixed points. But the fixed
points can be regrouped among (G(Aw

f )×Ln−h,h//Uwh )×WK-invariant subsets, and
we choose to regroup them according to isogeny classes, which are zero-dimensional.
Then it is purely formal that the sum over fixed points in an isogeny class can be
rewritten as a trace on cohomology: the Lefschetz formula is also valid for zero-
dimensional varieties. The groups

H0([M̆n−h,+ × (Iz(Q)\G(h)/Uwh )]/Jn−h,+, [RΨ]z)

are smooth, but not generally admissible, representations of G(h). However, under
the hypothesis that φ is very h-regular, the set of fixed points of φ on [M̆n−h,+ ×
(Iz(Q)\G(h)/Uwh )]/Jn−h,+ is finite, so we formally define the trace to be the sum
over the fixed points of local terms, whose definition is recalled below. This is a bit
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ad hoc but has the right formal properties for our present purposes; moreover, it is
the form in which the trace formula will be used.

Next, because the strata are not proper, Fujiwara’s theorem requires that a
correspondence be twisted by a high power of Frobenius in order to eliminate wild
local terms at the boundary. This is the reason for the condition that φ be very
h-regular. Fujiwara’s theorem is proved for varieties, i.e. noetherian schemes, hence
we need to work at finite level; in principle, the degree of h-regularity depends on
the choice of level subgroup. One could have worked with a general φ, twisted by
a suficiently high power of Frobenius, but in fact the twist by Frobenius is built
into the h-regularity condition. This is a consequence of what Carayol calls the
congruence formula for strata, which basically comes down to the formula (3.1.4).
For details, see [HT,Lemma V.1.3].

Recall from (4.3.4) that the stalk of RiΨ at a point in the h-stratum is isomor-
phic to the representation of AK,n−h on Ψi

c,n−h,0,x0
. Recall also the decomposition

(5.5.2), (5.5.4), (5.5.5) of the alternating sum [Ψc,n−h,0,x0 ] as a sum over inertial
equivalence classes [ρ] ∈ [A](Jn−h), and the corresponding decomposition (5.5.11)
for the cohomology. There is also a version [ρ,+] incorporating the action of the ex-
tra factor Q×

p /Z×p , whose definition is left to the reader. This gives a decomposition
of the virtual sheaf of vanishing cycles [RΨ]z over the zero-dimensional pro-variety
S(z), and hence an expression for the cohomology space on the right-hand side of
(7.2.1):

(7.2.2) H0(S(z), [RΨ]z) =
⊕

[ρ]∈[A](Jn−h)

H0(S(z), [Ψ][ρ]).

We rewrite Fujiwara’s trace formula accordingly:

(7.2.3) Corollary. Under the hypotheses of Theorem 7.2.1,

Tr(φ | [Hc(S̄
(h)
M0
, RΨ)](U

w
h )) =

∑
z∈PHT (h)

∑
[ρ]∈[A](Jn−h)

| ker1(Q, Iz)|tz,[ρ](φ)

where

tz,[ρ](φ) = Tr(φ |H0([M̆n−h,+ × (Iz(Q)\G(h)/Uwh )]/Jn−h,+, [RΨ]z[ρ])).

The meaning of the trace on the right-hand side is as above.

(7.2.4) Remark. As remarked following (6.3.1), [HT] obtains the corresponding
decomposition globally over the h-stratum, as a sum of lisse sheaves indexed by
inertial equivalence classes of representations of Jn−h.

(7.3) Expression for trace of acceptable functions, and transfer to G.

Our ultimate goal is to prove the formula (6.3.4), in its “pre (4.3.11)” version,
namely

(7.3.1) n[Hc(S̄
(h)
M0
, RΨ)] =⊕

[ρ]∈[A](Jn−h)

⊕
ρ′∈A(Jn−h)fin[ρ]

red
(h)
ρ′ [H(A(B, ∗))]⊗[Ψn−h(ρ′)] ∈ Groth(G(Aw

f ))×Gh);
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Formula (7.3.1) is understood as an equality in Groth(G(Aw
f )×Ln−h,h). Nota-

tion is as in Theorem 6.1.2(ii); in particular, the sums on both sides are finite.
To prove (7.3.1), we prove the traces on the two sides are equal for a sufficiently

large family of test functions φ = φw⊗φw, with φw = φw,n−h⊗φw,h as above. The
functions φw and φw,h are chosen arbitrarily, whereas φw,n−h has to be chosen so
that the resulting φ is very h-regular. One verifies without difficulty that such a
set of functions suffices to separate characters, the point being admissibility of the
two sides; here the finiteness of the sets A(Jn−h)fin[ρ] is crucial. For example, by
Theorem A.1.5 of the appendix, one can choose φw,n−h to be a pseudocoefficient for
any fixed JL(ρ′), with ρ′ ∈ A(Jn−h)fin[ρ], relative to the set JL(A(Jn−h)fin) ⊂
Ad(n − h,K) (cf. (A.1.3)). Moreover, the condition (A.1.11) guarantees that, for
any pair (φw, φw,h) the choice of φw,n−h can be made consistently with the condition
that φ be very h-regular.

Fix ρ′ ∈ A(Jn−h)fin[ρ] and let π′ = JL(ρ′). To fix ideas, and to simplify the
formulas the first time around, we assume

(7.3.2) Hypothesis. π′ is supercuspidal and φw,n−h is a pseudocoefficient for π′,
denoted φπ′;ω in the notation of (A.1).

Here ω is an interval [a, b] ⊂ Z chosen to guarantee the h-regularity condition,
and long enough (i.e. m = b−a+1

n−h ∈ Z is sufficiently large) to guarantee that
φπ′;ω picks out π′ among its unramified twists occurring in JL(A(Jn−h)fin). Set
φwh = φw⊗φh. A test function of the form φ = φwh ⊗φπ′;ω as above – in particular,
satisfying the h-regularity condition – will be called acceptable for ρ′. We verify
(7.3.1) by proving equality of traces for all test functions acceptable for ρ′, for all
ρ′ ∈ A(Jn−h)fin[ρ]. In the final paragraphs of §7.6 we explain what needs to be
modified when Hypothesis (7.3.2) is relaxed; i.e., when φw,n−h is taken to be an
arbitrary test function and ρ is an arbitrary representation of Jn−h.

For a ∈ Iz(Q), define the orbital integral

(7.3.3) Oh[a](φ
w
h ) =

∫
Z(a)\G(Aw

f )×Gh

φwh (gag−1)dġ.

Here Z(a) is the centralizer of a in G(h)(Af ). In the applications, only h-regular a
contribute non-vanishing orbital integrals. We may thus assume a to be h-regular.
It is not too difficult8 to see that this implies

(7.3.4) ZG(a) = ZIz (a)

[HT,Lemma V.2.2], so Z(a) is the adelization of the Q-group ZIz
(a) (thoughG(h)(Af )

is not adelic). Via the embedding of Iz(Q) in Jn−h, a defines a local conjugacy class
[a] ⊂ Jn−h, necessarily elliptic. We let [γ(a)] denote the transfer of [a] to a con-
jugacy class in Gn−h; i.e., an element γ ∈ [γ(a)] becomes conjugate to an element
a ∈ [a] under an isomorphism Jn−h

∼−→Gn−h over K. (All conjugacy classes in
Jn−h transfer to the quasi-split inner form Gn−h).

To save space, volumes are denoted v rather than vol. Here is an expression for
the contribution of z ∈ PHT (h) to the trace formula:

8The point is subtle, however, and deserves to be stressed, as it lies at the heart of the

difference between the approach to point counting in [HT] and that in [K5]. The proof in [HT,
Lemma V.2.2], which simultaneously establishes Lemma 7.1.2, is elementary, but we have not yet

seen how it generalizes to other Shimura varieties.
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(7.3.5) Theorem. Fix ρ′ ∈ A(Jn−h)fin[ρ], and let φ = φwh ⊗ φπ′;ω be a test
function acceptable for ρ′. Then

Tr(φ |H0([M̆n−h,+ × ShUw
h

(z)]/Jn−h,+, [RΨ]z[ρ]))

= (n− h)
∑
[a]

e(γ(a))Oh[a](φ
w
h ) ·OGn−h

[γ(a)] (φπ′;ω)v(ZIz (a)(Q)\ZIz (a)(Af )).

Here [a] runs through h-regular Iz(Q)-conjugacy classes in Iz(Q), and the volume
v(ZIz (a)(Q)\ZIz (a)(Af )) is normalized as for h = 0. Moreover, [γ(a)] ⊂ Gn−h
is the transfer of the conjugacy class [a] ∈ Jn−h, as above. Finally e(γ(a)) is the
Kottwitz sign (A.1.12 bis).

The proof of this formula is based on a standard argument for translating point
counting problems on double coset spaces into sums of orbital integrals, and will be
our last order of business. We note here that this calculation presupposes Theorem
4.3.11, as well as Hypothesis 7.3.2, and hence suffices to prove the strong version
of the Second Basic Identity. In (7.6) we will first obtain the weaker version.

The first subtlety involves rewriting the volume factor, using Kottwitz’ results
on Tamagawa numbers [K3]. The formula is

v(ZIz
(a)(Q)\ZIz

(a)(Af )) = κB | ker1(Q, ZIz
(a))|−1v(ZIz

(a)(R)1)−1

where κB and the measures are as in our discussion of Arthur’s formula; in partic-
ular, κB = |A(ZIz

(a))| = 2 if [B : Q] is divisible by 4 and 1 otherwise. This is an
explicit computation (cf. p. 167 of [HT]).

In particular, we can rewrite the expression in Theorem 7.3.5 as
(7.3.6)
= (n−h)κB

∑
[a]

e(γ(a))Oh[a](φ
w
h ) ·OGn−h

[γ(a)] (φπ′,ω)| ker1(Q, ZIz (a))|−1v(ZIz (a)(R)1)−1

Next, to rewrite Theorem 7.3.5 as a sum over Iz(A)-conjugacy classes, we note
that if a, a′ ∈ Iz(Q) are Iz(A)-conjugate, then their centralizers are inner forms of
each other that become isomorphic over A, and their Tamagawa measures agree
under this isomorphism. Thus

(7.3.7) Oh[a](φ
w
h )vol(ZIz

(a)(R)1)−1 = Oh[a′](φ
w
h )vol(ZIz

(a′)(R)1)−1.

So it suffices to count the number of Iz(Q)-conjugacy classes in an Iz(A)-
conjugacy class, and this is

(7.3.8) | ker[ker1(Q, ZIz
(a))→ ker1(Q, Iz)]| = | ker1(Q, ZIz

(a))|/| ker1(Q, Iz)|

because the map on ker1’s is surjective, a fact we have already used several times.
Write [a]/Q for Iz(Q)-conjugacy classes, [a]/A for Iz(A)-conjugacy classes, and
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write v(a) = vol(ZIz (a)(R)1). Then
(7.3.9)
Tr(φ | [Hc(S̄

(h)
M0
, [RΨ]](U

w
h )) =

=
∑

z∈PHT (h)

∑
[α]∈[A](Jn−h)

| ker1(Q, Iz)|tz,[α](φ)

=
∑

z∈PHT (h)

| ker1(Q, Iz)|tz,[ρ](φ)

= (n− h)κB
∑
z,[a]

| ker1(Q, Iz)|/| ker1(Q, ZIz
(a))|e(γ(a))Oh[a](φ

w
h ) ·OGn−h

[γ(a)] (φn−h)

= (n− h)κB
∑

(z,[a])∈I(h)

v(a)−1e(γ(a))Oh[a](φ
w
h ) ·OGn−h

[γ(a)] (φn−h).

The first equality is (7.2.3), and the third is (7.3.5). The second follows from
our choice of φw,n−h to be a pseudocoefficient for π′, which by (5.2.18) eliminates
all [α] 6= [ρ]. This is the step that will have to be treated in greater generality at
the end of §7.6. The final line summarizes the discussion following (7.3.5). Note
that the passage from [a]/Q to [a]/A is just what it takes to eliminate the ker1’s,
thanks to Kottwitz’ theorem on Tamagawa numbers [K3]. This is a central step in
the point counting argument, and more generally of the theory of the stable trace
formula (this point was also made in Clozel’s course).

We now use the comparison with G(h), and then with FP (h), to rewrite this as

(7.3.10) (n− h)κB
∑

(γ,w̃)∈FP (h)

[F (γ) : F ]−1e(γ)Oh[a](φ
w) ·OGn−h

[γ] (φn−h)v(a)−1

This expression is a bit schizophrenic, because it involves a sum over γ ∈ G(Q),
but two of the terms are still expressed in terms of the a ∈ Iz(Q) which transfers to
γ. To remove all trace of a, we consider these terms in turn. First, v(a) = v(γ) =
vol(ZG(γ)(R)10) where ZG(γ) is of course the centralizer of γ in G, ZG(γ)(R)0 is
the compact mod center inner form of ZG(γ)(R),

ZG(γ)(R)10 = ker |ν| : ZG(γ)0 → R×>0.

Moreover, ZG(γ) is given Tamagawa measure as before. Next, we can obviously
replace the orbital integral over [a] in G(Aw

f )×Gh by the orbital integral over [γ],
since the two give rise to the same conjugacy class. Thus the product simplifies,
and the final formula is

(7.3.11) Tr(φ| [Hc(S̄
(h)
M0
, RΨ)]) =

= (n− h)κB
∑

(γ,w̃)∈FP (h)

[F (γ) : F ]−1v(γ)−1e(γ)O
G(Aw

f )

[γ] (φw) ·OLn−h,h

[γ] (φw)

We have removed the superscript (Uw
h ) because it is built into our choice of functions

φ. By definition of FP (h), the γ’s that enter into the above sum have the property
that their Gn−h components transfer to Jn−h, hence are elliptic.
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(7.4) Descent, comparison with global trace formula, and second basic
identity.

Recall the cohomological version of the trace formula we used to obtain the
comparison for the supersingular locus.

(7.4.1) Tr(Φ | [H(A(B, ∗))]) = nκB
∑
γ

e(γ)[F (γ) : F ]−1v(γ)−1O[γ](Φ)

Here Φ = Φw⊗φw ∈ C∞c (Gn×G(Aw
f )) and we have written v(γ) for vol(ZG(γ)(R)10),

as in (7.3.11). To compare this with our final version (7.3.11) of the trace formula
for the stratum S̄

(h)
M0

, we need a way to compare orbital integrals on Gn with orbital
integrals on Ln−h,h. This is provided by the following proposition.

(7.4.2) Proposition (Descent of orbital integrals). Let φw = φn−h ⊗ φh ∈
C∞c (Ln−h,h) be an h-regular test function, and suppose the orbital integrals of φn−h
are supported on the elliptic set. Then there exists a test function Φw ∈ C∞c (Gn)
that satisfies the following three properties:

(7.4.2.1) If γ ∈ Gn is a semi-simple element not conjugate to an element of Ln−h,h,
then OGn

γ (Φw) = 0;
(7.4.2.2) For any γ ∈ Ln−h,h,

OGn
γ (Φw) =

∑
s(γ)

O
Ln−h,h

s(γ) φn−h ⊗ φh

where s(γ) runs through the set of Ln−h,h-conjugacy classes in the Gn-
conjugacy class of γ (i.e., s ∈ Gn takes γ to Ln−h,h) such that the Gn−h-
factor of s(γ) is elliptic;

(7.4.2.3) Let π be an irreducible admissible representation of Gn, with

[ropGn,Lh
(π)] =

∑
mα,β [α⊗ β]

for α ∈ A(n− h,K) and β ∈ A(h,K). Then

Tr(π)(Φw) =
∑

mα,βTr(α)(φn−h)Tr(β)(φh).

The ellipticity hypothesis in the above proposition is superfluous, but is satis-
fied in our present situation. The existence of Φw satisfying simultaneously the
orbital integral conditions (7.4.2.1-2) and the trace condition (7.4.2.3) is a special
case of descent of orbital integrals. Actually, the map in the other direction is
called descent; the h-regularity condition is required in order to prove existence
of a map in the indicated direction. The proof of Proposition 7.4.2 is sketched in
[DKV,Appendice 1, 4.d] and (in more detail) in [HT,Lemma VI.3.2].

Applying (7.4.1) with this choice of Φw, for φn−h = φπ′;ω a test function accept-
able for ρ′, we find

(7.4.3) (n− h)Tr(Φ | [H(A(B, ∗))]) =

n(n− h)κB
∑
γ

e(γ)[F (γ) : F ]−1v(γ)−1
∑
s

O
G(Aw

f )

[γ] (φw)OLn−h,h

s(γ) (φn−h ⊗ φh)
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Now note that there is a one-to-one correspondence between w̃ as in (7.3.11) and
s as in (7.4.2.2): each s defines the subfield Fw(γ) ⊂Mn−h(K) – a subfield because
of the ellipticity condition – hence a completion F (γ)w̃ above w that satisfies the
degree condition.

Formula (7.4.3) does not require π′ to be supercuspidal. If we now return to
Hypothesis 7.3.2 – in particular, π′ is supercuspidal – we can combine (7.4.3) with
(7.3.11), and obtain

(7.4.4) (n− h)Tr(Φ | [H(A(B, ∗))]) = n · Tr(φ| [Hc(S̄
(h)
M0
, RΨ)U [ρ]]).

The absence of [ρ] on the left-hand side should cause no alarm; φn−h,w has been
chosen in (7.3.2) to cut out only the part of [H(A(B, ∗))] coming from [ρ]. Indeed,
if

[H(A(B, ∗))] =
∑
τ

a(τf )τwf ⊗ τw ∈ Groth(G(Af ))

where τ runs through a set of cohomological automorphic representations, then the
trace relation (7.4.2.3) implies that

Tr(Φ | [H(A(B, ∗))]) =
π′∑
τ

Tr(φw | τwf )Tr(Φw | τw).

Here the symbol
∑π′

τ indicates that the sum is taken over those τ such that
[ropGn,Lh

(τw)] =
∑
mα,β [α⊗ β] such that, for some α that occurs,

(7.4.5) Tr(α)(φπ′;ω) 6= 0;

in other words, such that α is inertially equivalent to π′. But since we are working
at finite level, the set of all α’s that arise in this way is finite. Hence, by expanding
A(Jn−h)fin if necessary, we can arrange that (7.4.5) only holds for α = π′, and in
that case, as we know, Tr(π′)(φπ′;ω) = 1. It then easily follows that
(7.4.6)
Tr(Φ | [H(A(B, ∗))]) =

∑
ρ′∈A(Jn−h)fin[ρ]

Tr(φw ⊗ φw | JL(ρ′)⊗ red(h)
ρ′ H(A(B, ∗))

Indeed, only JL(ρ′) = π′, for our chosen π′, gives a non-zero contribution to the
right-hand side of (7.4.6). By varying ρ′, we see that the identity (7.4.6) is valid for
every ρ′ ∈ A0

n−h. Now the Second Basic Identity, or rather the identity of traces
(7.3.1) for test functions satisfying (7.3.2), follows by combining (7.4.6) and (7.4.4).

To obtain the pre-(4.3.11) version, we let φn−h be arbitrary subject to the h-
regularity condition. As noted, Proposition 7.4.2 holds without the ellipticity hy-
pothesis, and we let Φw be the function constructed there. On the other hand, let
Φw(π′, ω) be the function of Proposition 7.4.2 associated to φπ′,ω ⊗ φh. Then

Tr(φw ⊗ φw | red(h)
ρ′ [H(A(B, ∗))]⊗ [Ψn−h(ρ′)])

= Tr(φn−h | [Ψn−h(ρ′)]) · Tr(φw ⊗ φh | red(h)
ρ′ [H(A(B, ∗))])

= Tr(φn−h | [Ψn−h(ρ′)]) · Tr(φw ⊗ φπ′,ω ⊗ φh | ropGn,Lh
[H(A(B, ∗))])

= Tr(φn−h | [Ψn−h(ρ′)]) · Tr(Φw(π′, ω)⊗ φw | [H(A(B, ∗))])
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Returning to (7.4.3), we thus have

(7.4.3 (pre 4.3.11))∑
ρ′∈A(Jn−h)fin[ρ]

Tr(φw ⊗ φw | red(h)
ρ′ [H(A(B, ∗))]⊗ [Ψn−h(ρ′)] =

nκB
∑
γ

e(γ)[F (γ) : F ]−1v(γ)−1
∑
s

O
G(Aw

f )

[γ] (φw)OLn−h,h

s(γ) (φπ′,ω⊗φh)·Tr(φn−h | [Ψn−h(ρ′)])

To prove the Second Basic Identity under Hypothesis 7.3.2, once Theorem 4.3.11
has been established, it thus remains to justify Theorem 7.3.5. For the general case,
we need to show that the analogue of Theorem 7.3.5 holds, for any test function φ
with the term (n− h)OGn−h

[γ(a)] (φπ′;ω) replaced by

(7.4.7)
∑

ρ′∈A(Jn−h)fin[ρ]

O
Gn−h

[γ(a)] (φπ′;ω) · Tr(φn−h | [Ψn−h(ρ′)]).

For a general function φn−h one also has to sum over all [ρ], as in Corollary 7.2.3.
Calculation of the fixed point contribution is the subject of the two remaining

sections.

(7.5) Fixed point formalism in double coset spaces.

We consider the following abstract situation. We have three totally disconnected
groups Y , G, and J , and a discrete group I that embeds (discretely) in Y ×J . There
is also a discrete abelian group ∆, and surjective maps δG : G → ∆, δJ : J → ∆;
the composite I → J → ∆ is surjective.

The group J is assumed to act continuously on a locally noetherian scheme M
over the field Fp, compatibly with a surjective map δM : M → ∆. We assume
M is given with a J-equivariant (open or closed) locally finite covering, and let
Mi, i = 1, . . . , N , denote the disjoint union of the i + 1-fold intersections of this
covering; the restriction of δM to each Mi is also surjective. We assume the set
of connected components of Mi/J is finite for all i (equivalently, for i = 0), that
the stabilizer Jα of any connected component Mα of any Mi is an open compact
subgroup of J , and that the action of Jα on Mα factors through a finite quotient.
We also assume there is an action of G on M that factors through δG, compatible
with δM . It follows that the stabilizer in G of any Mα is exactly G(0) = ker δG.

Finally, we assume the action of G × J on M lifts to a G × J-equivariant
constructible-admissible `-adic complex Ψ• on M . This means that, for any open
compact subgroup U ⊂ G(0), the sheaf Hj(Ψ•)U is a constructible J-equivariant
sheaf on M . Then the action of Jα on H•(Mα,Ψ•) factors through a finite quotient.

To simplify notation, and because this is the only case we need, we assume
M = Mi, a principal homogeneous space for ∆, with fixed component Mα denoted
M0; we write J(0) for Jα. In our applications, J is the compact mod center group
D×

1
n−h

, J(0) its unique maximal compact subgroup, M is zero-dimensional, and

J/J(0) ∼−→Z acts transitively on M . However, the arguments presented below can
be applied simplicially to the Čech complex of the more general M discussed above.
Similarly, we replace the complex Ψ• by one of the cohomology sheaves Hj(Ψ•),
which we denote simply Ψ, or by the alternating sum [Ψ] =

∑
j(−1)j [Hj(Ψ•)],
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a virtual representation of G × J . Additional properties of Ψ, satisified in the
applications, will be specified below.

For any open compact subgroup U ⊂ Y , let SU = [M × (I\Y × J/U)]/J , with
the profinite topology. The group G acts on SU via the action on M . For simplicity,
we write δ instead of δG, δJ . Let y ∈ Y , f the characteristic function of the double
coset UyU . Let φ ∈ C∞c (G).

First, assume φ supported on G(d) = δ−1(d) for some fixed d ∈ ∆. The pair
(f, φ) defines a Hecke correspondence on SU ×SU : it is the set of pairs of classes of
points

(7.5.1) ([δ, x, j], [d · δ, xy, j]) ∈ SU × SU , δ ∈M, x ∈ Y, j ∈ J

modulo the groups acting on the right and left. Note that x is determined modulo
U(y) := U ∩ yUy−1, so the correspondence is in bijection with the set of points
s ∈ SU(y). We may as well take j = 1. A fixed point of the correspondence is a
class [δ, x, 1] such that [d · δ, xy, 1] = [δ, x, 1]; i.e., such that there are u ∈ U , a ∈ I,
and j ∈ J such that

(d · δ, xy, 1) = (δ(j)δ, axu, aj).

Thus

(7.5.2) a = j−1 = x(yu−1)x−1, δ(a)d = 1.

Assume U is sufficiently small, in a sense to be determined momentarily; then
the first condition in (7.5.2) determines a uniquely. Indeed, if β is another element
of I satisfying the same condition, then x−1βx and x−1ax are both in y · U , so

β−1a ∈ x−1yUy−1x ∩ I = {1},

where the last equality is what we mean by “sufficiently small”; a standard ar-
gument shows that any open compact U contains a subgroup of finite index that
is sufficiently small in this sense. On the other hand, we can replace [δ, x, 1] by
[δ(j)δ, βxv, βj] for some v ∈ U ∩ yUy−1, β ∈ I, j = β−1 ∈ J . Then a is replaced by
βaβ−1. So the conjugacy class [a] of a in I is a well-defined invariant of the fixed
point s, and we denote this invariant [a(s)].

Now given a ∈ I, let Fix(f⊗φ, a) denote the set of fixed points s with [a(s)] = [a].
If δ(a)d 6= 1, the second condition of (7.5.2) shows that Fix(f ⊗ φ, a) is empty. If
δ(a)d = 1, one checks easily that

(7.5.3) |Fix(f ⊗ φ, a)| = |M/(ZI(a) ∩ U(y))× ZI(a)\X1(g, a)]/U(y)|,

where X1(g, a) = {x ∈ Y | x−1ax ∈ yU} and U(y) = U ∩ yUy−1.
Remark. Suppose we are in the setting of §§6, (7.3); i.e., Y = G(Aw

f ) × Gh,
U = Uwh , G = Gn−h, J = Jn−h, ∆ = Z = J/J(0) acts simply transitively on the
set M = M̆n−h,+. The set on the right-hand side of (7.5.3) is then the same as

(7.5.4) ZI(a)\{x ∈ Y × J | x−1ax ∈ yU × J(d)}/(U(y)× J(0)),

where J(d) = δ−1(d) for d = δ(g) as above, and J(0) acts on J(d) by right trans-
lation. Note that the condition that x−1ax ∈ J(d) is equivalent to the condition
δ(a) = d, and imposes no restriction on x.
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Henceforward, we assume that we are in the situation (7.5.4), i.e., in the situation
of the Second Basic Identity. In particular, notation is as in (7.5.4).

Now, since U is small, we find that any double coset ZI(a) ·x·(U(y)×J(0)) is the
disjoint union over b ∈ ZI(a) of b · x · (U(y)× J(0)). It follows that the cardinality
in (7.5.4) equals

(7.5.5) vol(U(y)J(0))−1 · vol({x ∈ ZI(a)\(Y × J) | x−1ax ∈ yU × J(0)}).

The Haar measures are arbitrary but have to be used consistently, and of course the
discrete groups are given the counting measure. This is where the orbital integrals
arise: the cardinality in (7.5.5) equals

(7.5.6) vol(U(y)J(0))−1 · vol(ZI(a)\ZY×J(a)) ·OY×J[a] (χy,U · χd)

where χd is the characteristic function of J(0) and χy,U is the characteristic function
of y · U . This is obviously non-canonical, since it depends on the choice of y. One
makes it canonical by summing over representatives of UyU/U and dividing by
|(UyU)/U |, and we obtain finally that

(7.5.7) Proposition. Under the hypothesis that φ is supported on G(d) and f
is the characteristic function of UyU , the number of fixed points s ∈ SU with
[a(s)] = [a] equals

[vol(U)vol(J(0))]−1 · vol(ZI(a)\ZY×J(a)) ·OY×J[a] (f · χd).

More generally, let ω = [a, b] ⊂ Z be an interval as in (A.1.10), and assume φ
has support in G(ω) = δ−1(ω), and f ∈ C∞c (Y ). Then the number of fixed points s
with [a(s)] = [a] equals

[vol(U)vol(J(0))]−1 · vol(ZI(a)\ZY×J(a)) ·OY[a](f)OJ[a](χω).

Here χω is the characteristic function of J(ω) = δ−1
J (ω).

The formula in the final paragraph follows by linearity.
For fixed a and ω, the orbital integral OJ[a](χω) is given as follows:

(7.5.8) OJ[a](χω) = vol(J/ZJ(a)), δ(a) ∈ ω; OJ[a](χω) = 0, δ(a) /∈ ω.

The measure on ZJ = K× is normalized by (A.1.8), and one sees readily that
(7.5.9)
vol(J(0))−1vol(J/ZJ(a)) = [J : ZJ ·J(0)] · vol(ZJ(a)/ZJ)−1 = g · vol(ZJ(a)/ZJ)−1.

Thus the cardinality in (7.5.7) can be rewritten:
(7.5.10)
|Fix(f ⊗ φ, a)| = g · vol(U)−1vol(ZI(a)\ZY×J(a)) ·OY[a](f) · vol(ZJ(a)/ZJ)−1.

Now the G × J-equivariant constructible `-adic sheaf Ψ on M descends to a
constructible `-adic sheaf, still denoted Φ, on SU . The function f ⊗ φ acts as
a Hecke operator on Ψ over SU . The normalization of f ⊗ φ as Hecke operator is
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given by integrating over Y ×G; one verifies easily that this amounts to multiplying
the Hecke correspondence defined above by vol(U). Let

[H(SU , [Ψ])] =
∑
i,j

(−1)i+jHi(SU ,Hj(Ψ•)).

In the application to (7.3.5), and indeed under our assumption that ∆ acts tran-
sitively on M , only i = 0 contributes to the above sum. Assuming both sides are
finite, the Lefschetz fixed point formula yields the following formula for the trace
of f ⊗ φ, acting on the cohomology of Ψ:

(7.5.11) Tr(f ⊗ φ | [H(SU , [Ψ])]) = vol(U)
∑

[a]∈I(Q)

∑
s∈Fix(f⊗φ,a)

Locs(f ⊗ φ, [Ψ]).

Here as above, the sum is over conjugacy classes [a] in I(Q).
This is the framework in which we have stated Fujiwara’s trace formula (Theorem

7.2.1). Here Locs(f ⊗ φ, [Ψ]) is a local term that is in general quite complicated.
In the situation discussed in the lectures, however, a non-trivial local term is just
the alternating sum of local traces at an isolated fixed point of a (transversal)
correspondence on a smooth variety, hence is just given by the trace of f ⊗ φ
acting on the (virtual) stalk of [Ψ] at s. One checks that this is independent of
s ∈ Fix(f ⊗ φ, a), and indeed is independent of f (since Y acts trivially on [Ψ]).
For fixed a, the local term is given by

(7.5.12) Locs(f ⊗ φ, [Ψ]) = trace(φ⊗ a|[Ψ]0)

where [Ψ]0, the stalk of [Ψ] at M0, is a virtual representation space for T0 =
(δG × δJ)−1{0} ⊂ G× J . Note however that φ is acting via an integral, hence the
trace depends on a measure on G, whereas a is acting as an element of a translate
of the compact open subgroup J(0). In this sense, the expression (7.5.12) is not
symmetric in the two variables.

Combining (7.5.12) with (7.5.9) and (7.5.10), we obtain (when both sides are
finite)

(7.5.13) Tr(f ⊗ φ | [H(SU , [Ψ])]) =

g ·
∑

[a]∈I(Q)

vol(ZI(a)\ZY×J(a)) ·OY[a](f) · vol(ZJ(a)/ZJ)−1 · trace(φ⊗ a | [Ψ]0).

Remark. Nowhere in the present section have we made use of Hypothesis 7.3.2 or
Theorem 4.3.11. In particular, the formula (7.5.13) holds unconditionally.

(7.6) Completion of the calculation.

Now we specialize to the situation of (7.3), with g = n − h, taking φ = φπ′;ω,
f = φwh , as in (A.1), and taking the alternating sum [Ψ][ρ] for Ψ. We continue to
write I for Iz and drop the subscript z elsewhere. Here [ρ] is an inertial equivalence
class in A(Jn−h) such that JL(ρ) is supercuspidal, and π′ is inertially equivalent to
JL(ρ). Once we have established (6.1.2.1), hence Theorem 4.3.11, (5.1.6) implies
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we can replace [Ψ][ρ] by (−1)n−h−1Ψn−h−1[ρ]. Thus it follows from (A.1.12) and
(5.5.9) that
(7.6.1 (post 4.3.11))

(n− h) · trace(φ⊗ a | Ψn−h−1[ρ]0) = (−1)n−h−1traceZg,ξ(φξ ⊗ a | Ψn−h−1[ρ]ξ)

for any appropriate central character ξ. Here the extension of the compactly sup-
ported function φ ⊗ a to the function φξ ⊗ a, compactly supported modulo Zg, is
as in (5.5.9.1). Indeed, if ξ 6= ψπ′ , then

trace(φ⊗ a | Ψ[ρ]ξ) = 0

because φ is a pseudocoefficient relative to A(n − h,K)fin. On the other hand, if
ξ = ψπ′ , then the formula above holds (cf. (5.5.9.1)) and the right hand side can
be simplified:

(7.6.2 (post 4.3.11)) traceZg,ξ((φπ′;ω)ξ ⊗ a|Ψn−h−1[ρ]ξ) =
n− h
m

χJL(π′,∨)(a)

Here the coefficient n−h
m arises as follows. The denominator comes from the nor-

malization (A.1.11), and arises from the distinction between the modified trace of
(A.1.9) and the unmodified trace; replacing φπ′;ω by (φπ′;ω)ξ amounts to undoing
the truncation without compensating for the denominator. On the other hand, the
numerator (n− h) is the coefficient on the right-hand side of the formula

(7.6.3 (post 4.3.11)) Ψn−h−1[ρ]ξ = (n− h)
⊕
ρ′∈[ρ]ξ

ρ′,∨ ⊗ JL(ρ′),

as representation of Jn−h × Gn−h; this is just Theorem 4.3.11 with the action of
WK forgotten.

Comparing (7.6.1) and (7.6.2), the specialization of (7.5.13) to the situation of
Theorem 7.3.5 becomes

(7.6.4 (post 4.3.11))
Tr(f ⊗φ | H0([M̆n−h,+×ShUw

h
(z)]/Jn−h,+, [RΨ]z[ρ]) = Tr(f ⊗φ | [H(SU , [Ψ])]) =

(−1)n−h−1(n−h)
∑

[a]∈I(Q)

vol(ZI(a)\ZY×J(a))·OY[a](f)·vol(ZJ(a)/ZJ)−1· 1
m
χJL(π′,∨)(a)

= (n− h)
∑

[a]∈I(Q)

e(γ(a))vol(ZI(a)\ZY×J(a)) ·OY[a](f) ·O[γ](φ)

where [γ] ∈ Gn−h transfers to [a] ∈ J and e(γ) is the Kottwitz sign. The last
equality follows from Proposition (A.1.12 bis); as indicated above, the truncation
is no longer pertinent.

Recalling our notation, we rewrite the last expression in (7.6.4):

(n− h)
∑

[a]∈Iz(Q)

e(γ(a))Oh[a](φ
w
h ) ·OGn−h

[γ(a)] (φπ′;ω)v(ZIz
(a)(Q)\ZIz

(a)(Af )).

By the choice of φw the sum runs over h-regular conjugacy classes [a].
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This completes the proof of Theorem 7.3.5, assuming Theorem 4.3.11, i.e. (6.1.2.1).
To complete the proof of the Second Basic Identity, we need to eliminate this as-
sumption and relax hypothesis (7.3.2). The calculation in §7.5 is valid without
these assumptions, the only change coming in the determination of the local term
trace(φ⊗ a | [Ψ]0).

In (7.5.13) we take [RΨ]z[ρ] for [Ψ]0. It suffices to show that, for general φ =
φn−h, assumed to have zero trace on any π ∈ A(n−h,K)fin with ψπ 6= ξ, we have
(7.6.5)
(n−h)trace(φ⊗a | [Ψ]0) =

∑
[ρ]

∑
ρ′∈A(Jn−h)fin[ρ]

O
Gn−h

[γ(a)] (φπ′;ω)·Tr(φn−h | [Ψn−h(ρ′)]),

where the right-hand side is the expression appearing in (7.4.7). But the special
hypotheses have only been used in (7.6.3). In the general case we have

(7.6.3 (pre 4.3.11)) [Ψ][ρ]ξ =
⊕
ρ′∈[ρ]ξ

ρ′,∨ ⊗ [Ψn−h(ρ′)].

Using Proposition (A.1.12 bis), we now find that
(7.6.2 (pre 4.3.11))

trace(φn−h ⊗ a|[Ψ]U [ρ]ξ) =
1
m

∑
ρ′∈[ρ]ξ

χJL(π′,∨)(a)Tr((φn−h | [Ψn−h(ρ′)]).

We conclude as above. This completes the proof of the Second Basic Identity.
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Lecture 8: Strata in Shimura varieties of PEL type

This final section, which does not correspond to any of the lectures given during
the special semester at the IHP, describes possible extensions to general Shimura
varieties of the geometric techniques presented in the previous lectures. The first
two subsections elaborate on material contained in [H3], and prove some of the
claims made there. The final subsection explains recent results of L. Fargues, who
has proved a number of the results predicted in [H3] for Shimura varieties of PEL
type.

The reader is expected to be familiar with the basic properties of Shimura va-
rieties over number fields (existence of canonical models and the like). A good
general reference for Shimura varieties is the article [Mi1].

(8.1) Presentation of the problem.
As in (3.1), we denote by K the fraction field of the Witt vectors of the algebraic

closure of Fp, and let σ denote the Frobenius acting on K. If G is a reductive group
over Qp, let B(G) denote the set of σ-conjugacy classes in G(K), i.e., equivalence
classes for the relation

b ∼ h · b · σ(h)−1, h ∈ G(K)

For any Qp-rational representation (τ, V ) of G, an element b ∈ B(G) defines a
structure of isocrystal on Nτ = V ⊗Qp

K by defining

(8.1.1) φ = τ(b)⊗ σ : V ⊗Qp
K → V ⊗Qp

K.

If G = GL(V ), then any isocrystal with underlying vector space V ⊗Qp K arises
this way; b is the matrix of φ with respect to some basis of V ⊗Qp K, and the
σ-linearity of φ implies that changing the basis replaces b by a σ-conjugate matrix.
For general G and τ , the isocrystal Nτ has “additional structure” in the sense
that invariants of G in tensor powers of V give rise to φ-fixed vectors (“crystalline
Tate classes”) in the corresponding tensor powers of Nτ . When G is the similitude
group of a non-degenerate bilinear form on V , then (Nτ , φ) has a polarization of
the corresponding type in the category of isocrystals; when V is a C-module for
some Qp-algebra C, and G ⊂ GLC(V ), then one obtains a map C → End(Nτ , φ).
Combining these two kinds of structure, one obtains the sort of isocrystals arising
from the Dieudonné modules of abelian varieeties of PEL type. The moduli spaces
of such abelian varieties are Shimura varieties. The present lecture describes the
stratification of the special fibers of such Shimura varieties at primes of E(G,X)
dividing p, and the conjectural stratification of the (conjectural) special fibers of
general Shimura varieties, in terms of isocrystals.

We briefly recall the formalism of Shimura varieties. Suppose G is a reductive
group over Q. Let X be a G(R)-conjugacy class of homomorphisms h : RC/RGm →
GR so that the pair (G,X) satisfies the axioms defining a Shimura variety. Thus X
is naturally a finite union of isomorphic hermitian symmetric spaces, and for every
open compact subgroup K ∈ G(Af ), where Af defines the ring of finite adeles,

KSh(G,X)(C) = G(Q)\X ×G(Af )/K.

is the set of complex points of a quasi-projective algebraic variety, with canonical
model over a certain number field E = E(G,X) (the reflex field). The reflex field
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does not depend on K, and the natural continuous action of G(Af ) on

Sh(G,X)(C) = lim←−
K

KSh(G,X)(C)

is rational over E. In particular, for any irreducible admissible representation π
of G(Af ), the π-isotypic component of the HomG(Af )(π,Hi(Sh(G,X),Q`)) (étale
cohomology) is naturally a representation space Hi[π] for Gal(Ē/E), easily seen to
be finite-dimensional.

For any point h ∈ X, we let µh : Gm,C → GC denote the (complex) cocharacter
associated to h: identifying the complexification of RC/RGm) with C× × C×, we
have

µh(z) = hC(z, 1).

The conjugacy class of µh depends only on X, and its field of definition is precisely
E(G,X). We may regard µh, or simply µ, as a character of a maximal torus of the
complex dual group Ĝ of G, hence as an extreme weight, necessarily minuscule, of
a certain irreducible representation of Ĝ. Let rµ denote the representation of the
L-group LG (relative to E(G,X)) constructed by Langlands [La]; its restriction to
Ĝ is just the minuscule representations with extreme weight µ. In [La] Langlands
expressed the expectation that most of the middle-dimensional `-adic cohomology
of Sh(G,X) would break up as a sum in Groth(G(Af )×Gal(Ē/E)):

(8.1.2) HdimX(Sh(G,X), Q̄`) = ⊕πf ⊗ r`(πf )⊕ endoscopic contributions

where the sum on the right is taken over those admissible irreducible representa-
tions of G(Af ) occurring in stable cohomological L-packets (the meaning of “most”
above) and r`(πf ) is a Q̄`-valued representation of Gal(Ē/E)) of dimension dim rµ.
Moreover, at a place v where πf is unramified, the local component πv of πf is classi-
fied, via the Satake isomorphism, by a semi-simple conjugacy class s(πv) ∈ LG(Q̄`),
and up to conjugacy, geometric Frobenius is given by the formula

(8.1.3) r`(πf )(Frobv) = rµ(s(πv)).

For the Shimura varieties considered in the present article, and for those attached to
twisted unitary groups with general signatures, this identity is established for almost
all unramified places, up to multiplicities, by Kottwitz in [K4]. The article [K5]
also contains results on general PEL-type Shimura varieties that strongly support
the predictions of [La].

Assuming one has a πf that contributes to the non-endoscopic part of the right-
hand side of (8.1.2), how can (8.1.3) be extended to ramified places? Naturally,
one assumes the Satake parameter will be replaced more generally by a parameter
given by the (in general still conjectural) local Langlands correspondence for G, but
this begs the question of how ramified local representations arise in the cohomology
of Sh(G,X). If v is a place of E dividing a rational prime p at which the group
G is unramified (briefly: v is an unramified place for Sh(G,X)), and if Kp is
a hyperspecial maximal compact subgroup of G(Qp), then for sufficiently small
compact open subgroups Kp ⊂ G(Ap

f ), one expects Kp·KpSh(G,X) to have good
reduction at v (cf. [K5] for the PEL case). Let Kp

S̄ denote the special fiber.
Guided by our experience with the Shimura varieties treated in [HT], one would
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then expect Kp S̄ to have a stratification in terms of isocrystals. Moreover, assuming
the K′p·KpSh(G,X) have reasonable integral models for open subgroups K ′

p ⊂ Kp,
one would expect the stratification to lift to the corresponding special fibers K′p S̄
in such a way that the vanishing cycles are well-behaved along the strata. This
latter hope is certainly too optimistic – no one knows how to generalize the theory
of Drinfel’d level structures – but it is reasonable to assume that different kinds of
ramified contributions to r`(πf ) correspond to the different strata, just as one saw
in (6.1) that the n − h-dimensional irreducible representations of the local Galois
group arise from the stratum S̄(h).

What can we mean by “different kinds” of ramification? We need a concept
playing the role for a general G that n − h-dimensional irreducible representa-
tions play for GL(n), as h varies from 0 to n − 1. In the preceding lectures, the
n − h-dimensional irreducible representation was attached to a supercuspidal rep-
resentation of the factor GL(n − h) of a Levi subgroup of the maximal standard
parabolic of GL(n) of partition type (n − h, h). Closer examination reveals that
the same n− h-dimensional irreducible Galois representation occurs for irreducible
admissible representations of GL(n) induced from standard parabolics of partition
type (n1, . . . , nr), where at least one of the nj equals n− h. The following section
describes a relation between stratifications – in most cases conjectural – of general
Shimura varieties, and irreducible components of restrictions of the Langlands rep-
resentation rµ to Levi factors of parabolic subgroups of LG. This relation serves
in [H3] to motivate conjectures on the cohomology of Rapoport-Zink p-adic period
domains, and their relation to the cohomology of Shimura varieties. Partial results
in this direction, due to L. Fargues, are described in the final section.

(8.2) Classification of strata.
For the moment, we set aside the global arithmetic motivation and concentrate

on the formal properties of isocrystals with additional structure, as analyzed by
Kottwitz in [K6,K7]. Let F be a finite extension of Qp, and let Γ = Gal(F̄ /F ). Let
G be a quasi-split reductive group over F , and fix an F -rational Borel subgroup
P0 of G, with Levi factor T0 and unipotent radical N0; This determines an order
on the root lattice of G and, dually, on that of the complex dual group Ĝ. Let
A ⊂ T0 be a maximal F -split torus, with cocharacter group X∗(A), and let Φ0 ⊂
Hom(X∗(A),Z) denote the set of roots of A in N0. Define A, C̄Q ⊂ A, as in [K7,
pp. 267-268]:

AQ = X∗(A)⊗Z Q; A = X∗(A)⊗Z R;

C̄Q = {x ∈ AQ| < α, x >≥ 0∀α ∈ Φ0}.

Let
ν̄ : B(G)→ C̄Q

be the Newton map, defined as in [RR] and [K6, loc. cit]. When G = GL(n), ν̄ is
the map that associates to an isocrystal its set of slopes with multiplicities, ordered
in accordance with the choice of P0; for general G, one can obtain ν̄ by embedding
G faithfully in an appropriate GL(n) and using Tannakian arguments.

If P is a standard parabolic subgroup, let AP ⊂ A be a split component, and
define AP = X∗(AP ) ⊗Z R and AP,Q as above. Then AP is naturally a subset of
A, and indeed the chamber C̄Q is a disjoint union over standard parabolics of the
corresponding walls A+

P (see [K7, 5.1] for this notation; we omit the subscript Q for
the walls). Let Ā+

P ⊃ A+
P denote the corresponding closed chamber.
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Following Kottwitz [K7,§6], we let B(G,µ) = B(GF , µ) be the set of δ ∈ B(G)
satisfying the following condition:

(8.2.1) Under the natural map

B(G)→ X∗(Z(G)Γ) = H0(Γ, π1(G))

(see [K6,§3] for the first version of the maps, [Mi2,Prop. B.27] for the
second) the image of δ is the negative of the class of −µx (see [Mi2, 6.1.4]
for an explanation,)

and such that

(8.2.2) ν̄(δ) ≤ µA.

Here µA ∈ C̄Q is what Kottwitz denotes µ2, and the order ≤ is the usual lexi-
cographic order. The δ ∈ B(G,µ) are precisely those such that, up to replacing
µ in its conjugacy class, the pair (δ, µ) is weakly admissible in the sense of [RZ].
Equivalently, the filtered isocrystal induced by (δ, µ) on any p-adic representation
of G is weakly admissible in Fontaine’s sense.

Recall that δ ∈ B(G) is basic if M(δ) = G. Let B(G)b denote the set of basic
classes. Condition (8.2.1) determines a unique element δ(µ) ∈ B(G)b (cf. [K7, 6.4]).
For δ ∈ B(G), let Pδ ⊂ G be the unique standard parabolic subgroup such that
ν̄(δ) ∈ A+,0

Pδ
. If P = LU is a standard parabolic, let B(G)L,r = {δ ∈ B(G) | Pδ =

P}. Then B(G) =
∐
LB(G)L,r, where L runs through standard Levi subgroups of

G (i.e., containing the chosen T0). Here we are referring to [K7, (5.1.1)], but we
have replaced his notation B(G)P by B(G)L,r. If L is a standard Levi subgroup,
then there is a natural map iLG : B(L)→ B(G) [K6,§6]. Note that A+

P is a chamber
in AP , the A associated to M . Thus there is a Newton map ν̄ : B(L) → AP ; let
B(L)+b (resp. B̄(L)+b ) ⊂ B(L)b denote the subset whose image under this Newton
map is contained in A+

P (resp. in Ā+
P ). Then iLG is injective on B̄(L)+b , and

B(G)L,r = iLG(B(L)+b ).
We now assume F = Qp, and let E be the field of definition of the conjugacy

class of µ. Let ΓE = Gal(Ē/E). Consider the Langlands representation rµ of LG,
taken relative to E. Let P = LU ⊂ G be a standard Qp-rational parabolic. The
representation rµ decomposes, upon restriction to LL, as a sum of irreducible com-
ponents C0(L, µ), each intervening with multiplicity one. Indeed, µ is a minuscule
weight, with stabilizer Wµ = Wq for a certain parabolic subalgebra q ⊂ g defined
over Q̄. The irreducible components of rµ are indexed by the set of ΓE-orbits in
(WP \WG/Wq) where WP is the absolute Weyl group of L, or equivalently of its
Langlands dual L̂. The highest weight of the component corresponding to w, rel-
ative to the standard ordering induced by P0, is the one in the orbit containing
wµ. Let WG(L) ⊂ W (G) denote the subgroup of elements normalizing L. Since L
is Qp-rational, the action of Γ on WG stabilizes WG(L). We identify two elements
λ, λ′ ∈ C0(L, µ) if they are associate; i.e., if there is an element of WG(L) that takes
λ to λ′. Let C(L, µ) be the set of equivalence classes for this relation.

Remark 8.2.3. By definition,

ΓE = {σ ∈ Γ | σ(µ) ∈WG(µ)}.
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It follows that there is a bijection between the set of ΓE orbits in WG(µ) and the
set of Γ-orbits in the WG n Γ-orbit of µ in X∗(T 0). Thus C(L, µ) can be identified
with the set of WP n (WG(L) n Γ) orbits in the WG n Γ-orbit of µ in X∗(T0). In
particular, we can replace ΓE-orbits by Γ-orbits in the following discussion.

We index the elements of C(L, µ) by their highest weights; if [λ] ∈ C(L, µ) consists
of several elements of C0(L, µ), we take the one with the highest weight relative to
the standard ordering on X∗(T̂0) defined by P0 (for which µ is a highest weight).
Each component in C0(L, µ) is obviously minuscule: its weights form an orbit under
WP . Now restriction to the center Z(L̂) defines a one-to-one correspondence

(8.2.4) {minuscule highest weights of L̂} ↔ X∗(Z(L̂)).

Indeed, for semisimple groups, this follows from Proposition 8 of [Bu, Ch. VIII, §7],
and the generalization to arbitrary reductive groups is immediate. The bijection
of (8.2.4) is WG(L) n Γ-equivariant (WP acts trivially on both sides) and induces
a bijection, which we denote βL, between the set M(L̂) of Γ-orbits in the set of
minuscule weights of L̂ and X∗(Z(L̂)Γ). We may identify C(L, µ) with a subset of
M(L̂).

Lemma 8.2.5. Let S(L, µ) be the set of WG(L)-orbits of elements χ ∈ X∗(Z(L̂)Γ)
such that

(1) χ |X∗(Z(Ĝ)Γ) = βG(µ);
(2) µ |X∗(Z(L̂)Γ) ≥ χ;
(3) χ(Hα) ∈ {0,−1, 1} for all roots α of (G,T0); here Hα is the standard vector

in Lie(T0).
Then the map βL restricts to a bijection

βL : C(L, µ)↔ S(L, µ).

Here the order in the inequality is that defined by P0 on X∗(T̂0)Γ.

Proof.. It is clear that βL takes values in S(L, µ). Thus we need to show that every
element of S(L, µ) comes from the WG orbit of µ. In other words, we need to show
that, if λ is a minuscule weight of L̂ satisfying (1), (2), and (3), then λ = wµ for
some w ∈ WG. But it follows from (3) and Proposition 6 of [Bu, loc. cit.] that
λ = wµ′ for some dominant minuscule weight µ′ of (G,T0). Then (1) and (8.2.4)
imply that µ = µ′. Condition (2) is in fact redundant.

On the other hand, let

B(G,µ)L = B(G,µ) ∩ iLG(B(L)b) = B(G,µ) ∩ iLG(B̄(L)+b ).

Note that B(G,µ)L is not generally contained in B(G)L,r. Let

αL : B(L)b
∼−→X∗(Z(L̂)Γ)

denote the bijection of [K6, Proposition 5.6]. To any element δ ∈ B(L)b we can
associate its Kottwitz invariant α(δ) = αG(iLG(δ)) ∈ X∗(Z(Ĝ)Γ). Then α(δ) is the
restriction of αL(δ) to X∗(Z(Ĝ)Γ).
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Lemma 8.2.6. There is a natural bijection StratL : C(L, µ)→ B(G,µ)L uniquely
determined by the property that, if StratL(wµ) = iLG(δL), then the pair (δL, wµ)
is weakly admissible for L.

Proof. The condition of weak admissibility is precisely the analogue of (8.2.1),
namely that

αL(δL) = βL(wµ).

Since αL is a bijection on basic classes, this condition certainly determines StratL
uniquely. It thus remains to be shown that αL defines a bijection between B̄(L)+b ,
which we identify with B(G,µ)L via iLG, and S(L, µ). It follows from (2) of Lemma
8.2.5 that S(L, µ) ⊂ αL(B(G,µ)L). Moreover, every element of B(G,µ) satisfies
(1) of Lemma 8.2.5. On the other hand, the order on B̄(L)+b defined by the Newton
map is compatible with that on X∗(Z(L̂)Γ), i.e., by pairings with the vectors Hα

for simple roots α. Since βG(µ) ≥ αL(δL) ≥ 0, for δL ∈ B̄(L)+b , with µ minuscule,
it follows that αL(δ) satisfies (3) as well. This completes the proof.

We now let C(µ) =
∐
L C(L, µ), where L runs through the classes of standard

Levi subgroups of G.

Corollary 8.2.7. There is a natural surjective map

Strat : C(µ)→ B(G,µ)

given on C(L, µ) by StratL.

Indeed, the map is surjective because

(8.2.8) B(G) = ∪LiLG(B̄(L)+b )

as L runs over the set of standard Levi subgroups of G. Note, however, that
the map is not generally injective. Indeed, the union in (8.2.8) is not disjoint in
general. However, this is the only source of ambiguity. To b ∈ B(G,µ), we let
Rep(b) = Strat−1(b); it is a set of pairs (L, λ), with λ ∈ C(L, µ), partially ordered
by inclusion in the obvious sense. It contains a maximal element (M = M(b), λb)
with the property that b ∈ B(G)M(b); here M(b) is defined as above.

Lemma 8.2.9. With the above notation, there is a bijection between Rep(b) and
the set of P(b) of standard parabolics P ⊂ M = M(b) that transfer to the inner
form J(b) of M defined by the basic σ-conjugacy class b.

Proof. We have seen that Rep(b) is in bijection with the set of pairs (P = LU, bL)
where bL ∈ B(L)b is such that iLM (bL) = b. Thus the lemma comes down to the
assertion that b is σ-conjugate to an element of B(L)b if and only if P transfers to
J(b). We let Mad be the adjoint group of M and bad the image of b in B(Mad)b.
There is a bijection

(8.2.9.1) j : H1(Γ,Mad)
∼−→B(Mad)b

(cf. [K7, 3.2]) and j−1(bad) is the cohomology class defining the inner form J(b).
One direction is simple. Suppose b = iLG(bL) as above. It follows that the inner

form J(bL) of L defined by bL transfers to J(b), hence is necessarily a Levi subgroup
of a rational parabolic Pb ⊂ J(b).
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To construct a map in the other direction, we may as well assumeM = Mad, since
both sides of the purported bijection are unchanged when M is replaced by Mad.
Thus b = bad. Let Q(b)0 be a standard minimal parabolic subgroup of J(b), with
Levi subgroup L(b)0 and anisotropic kernel I(b)0. Let Q0 be a standard parabolic
subgroup of M that transfers to Q(b)0, and let I0 ⊂ Q0 be the reductive subgroup
corresponding to I(b)0. It is standard that the cohomology class in H1(Γ,Mad)
defining the inner form J(b) is represented by a class in H1(Γ, I0); i.e., b is σ-
conjugate to bI ∈ B(I0)∩ jI0(H1(Γ, I0)), where for any reductive group H, there is
a natural bijection

(8.2.9.2) jH : H1(Γ,H)→ B(H)b

as in (8.2.9.1). Let P = LU be a standard parabolic subgroup of Mad that transfers
to Pb ⊂ J(b), and let Lb ⊂ Pb be a Levi subgroup, necessarily an inner form of L.
Then I0 ⊂ L. The obvious commutative diagram then shows that b = iI0M (bI) ∈
Im[H1(Γ, L)→ B(L)b → B(M)], hence a fortiori belongs to the image under iLM
of the image of bI in B(L)b.

Example (8.2.10) We work out the stratification in the case of a Shimura variety
Sh(G,X) uniformized by the symmetric space associated to a unitary similitude
group of signature (k, n−k), for some integer 0 ≤ k ≤ n. For simplicity, we assume
G to be the unitary similitude group, as in (1.2), relative to a central simple algebra
over an imaginary quadratic field E; however, we now assume G(R) ∼−→GU(k, n−k).
For an appropriate choice of Shimura datum (G,X), the corresponding representa-
tion rµ of the dual group Ĝ ∼= GL(n,C)× C× of G is of the form ∧kSt⊗ ν, where
St is the standard representation of GL(n) and ν is a character which we simply
ignore. We consider a prime p that splits in E, so that G(Qp) ∼= GL(n,Qp)×Q×

p .
Let K = Kp ×Kp ⊂ G(Af ) be a level subgroup, with Kp hyperspecial. The spe-
cial fiber of KSh(G,X) then naturally carries a family H of p-divisible groups of
height n and dimension k, generalizing the family considered in [HT]. (There is an
“additional structure” coming from the character of Q×

p , but this plays no role in
the following discussion.)

The strata correspond to the Dieudonné-Manin classification of isogeny classes
of p-divisible groups in terms of the slope decomposition. The set B(G,µ) can then
easily be identified with the set of partitions

(8.2.10.1) (k, n) =
m∑
i=1

(ri, si)

where ri, si are non-negative integers satisfying ri ≤ si for all i, and the rational
numbers ri

si
are all distinct. The order in the sum is immaterial. The geometric

point x ∈ S̄ belongs to the stratum S̄({(ri, si)}) if and only if the p-divisible group
Hx is isogenous to a p-divisible group of the form

∏
i(H ri

si

)di , where H ri
si

is a
simple p-divisible group of slope ri

si
and di is the greatest common divisor of ri

and si. The centralizer in G(K) of the corresponding slope morphism is then
M({(ri, si)}) =

∏m
i=iGL(si,K)×K×, and the associated twisted form is

J({(ri, si)}) =
m∏
i=i

GL(di, D ri
si

)×Q×
p ,
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where D ri
si

is the division algebra of dimension ( si

di
)2 with invariant ri

si
. The set

of standard parabolics of M({ri, si}) that transfer to J({(ri, si)}) is in one-to-one
correspondence with the set of m-tuples (δi), where each δi is a divisor of di.

On the other hand,to each partition n =
∑t
j=1 nj corresponds a standard Levi

factor L = L({nj}) ≡
∏
GL(nj ,Qp) × Q×

p of G(Qp), and the Langlands dual of
L has the same form. If we write Ĝ ≡ GL(V ) × C×, for some n-dimensional
complex vector space V , then L̂ is the stabilizer of a decomposition V =

∑
Vj ,

with dimVj = nj . The restriction of ∧kV breaks up as the sum of the irreducible
L̂-invariant subspaces

⊕k=k1+···+kt ∧k1 V1 ⊗ · · · ⊗ ∧ktVt,

where k = k1+· · ·+kt runs through partitions of k. Thus C(µ) is the set of partitions
(k, n) =

∑t
i=1(ki, ni), and the map Strat : C(µ) → B(G,µ) consists in replacing

the partition (k, n) =
∑t
i=1(ki, ni) by the one obtained by adding together all pairs

(ki, ni) with fixed ki

ni
. It is easy to check that the above description of parabolics

transferring to J({(ri, si)}) is compatible with Proposition 8.2.9.
The book [HT] and the previous lectures are concerned with the specific case

k = 1, and the classification is valid whether or not the base field E is imaginary
quadratic. The partition (8.2.10.1) then has at most two terms:

(8.2.10.2) (1, n) = (1, n− h) + (0, h)

where the second term is present if and only if h 6= 0. The first term corresponds
to the connected part of the p-divisible group, the second to the étale part. Then
Strat−1(1, n − h) consists of a single element, whereas Strat−1(0, h) consists of
all partitions of h. In other words, Strat−1(1, n − h) corresponds to of standard
parabolic subgroups of GL(n) contained in Ph and containing the GL(n − h)-
component of its Levi factor.

(8.3) Results of Fargues.
As at the end of (8.1), we consider the special fiber Kp

S̄ at a place v of the
reflex field E of the Shimura variety Kp·KpSh(G,X) with good reduction at v. Let
Gp = GQp , and let µ be the cocharacter of G associated to the Shimura datum
(G,X), viewed as a Qp-cocharacter. Then one expects Kp S̄ to decompose as a
disjoint union of locally closed reduced subvarieties

(8.3.1) Kp S̄ =
∐

b∈B(Gp,µ)

Kp S̄(b).

When (G,X) is a PEL type, Kp S̄ is a moduli space for abelian varieties with ad-
ditional structure (at least in the unramified cases considered in [K5]). Then the
stratification (8.3.1) is known to exist: Kp

S̄(b) is the reduced subscheme whose geo-
metric points classify abelian varieties of the given PEL type and with isocrystal
(with additional structure) of type b. That (8.3.1) defines a stratification is a con-
sequence of Grothendieck’s theorem on specialization of isocrystals, as generalized
by Rapoport and Richartz [RR]. Let Kp S̄(≥ b) denote the closure of Kp S̄(b) in the
special fiber. It then follows from the results of [RR] that Kp

S̄(≥ b) is a finite union
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of strata Kp S̄(b′), for b′ ∈ B(Gp, µ) such that ν̄(b′) ≤ ν̄(b) for a natural partial
ordering (the Newton polygon associated to b′ lies above that associated to b).

For the rest of this discussion Kp will be fixed. We assume for simplicity that
G is anisotropic (modulo center). For any open subgroup K ′

p ⊂ Kp, we consider
the rigid-analytic space ShrigK′p , associated to the Shimura variety K′p·KpSh(G,X)
(Fargues considers various versions of rigid-analytic spaces, including Huber’s adic
spaces and Berkovich’s analytic spaces; here we will not be precise). Let Shrig,≥bKp

⊂
ShrigKp

denote the (open) tube over the closed subvariety Kp
S̄(≥ b) of the special

fiber: Shrig,≥bKp
is the set of points of ShrigKp

whose specialization lies in Kp S̄(≥ b).

For any open subgroup K ′
p ⊂ Kp, we define Shrig,≥bK′p

to be the fiber product of

Shrig,≥bKp
with ShrigK′p over ShrigKp

; note that this can be defined without reference

to an integral model of K′p·KpSh(G,X). We let Shrig,bKp
denote the complement of

Shrig,≥b
′

Kp
, for ν̄(b′) < ν̄(b) , in Shrig,≥bKp

.
Let πf be a representation of G(Af ) contributing to non-endoscopic cohomology

in (8.1.2). We will soon assume πp to be supercuspidal, but for the moment we
let P ⊂ Gp be the parabolic subgroup, with Levi subgroup L, and assume that
πp is isomorphic to the representation induced from a discrete series representation
τp of L. Then the Langlands parameter attached to πp is (conjecturally) given
by a homomorphism σ(πp) : WDEv

→ LL(Q̄`). Compatibility of local and global
correspondences, generalizing Theorem 1.3.6, amounts to the hypothesis that the
restriction to WDEv of r`(πf ) to WDEv is equivalent to rµ ◦ σ(πp). In particular,
by the discussion preceding Remark 8.2.3,

(8.3.2) r`(πf )|WDEv
= ⊕λ∈C(L,µ)r`(πf )λ,

where we have grouped together irreducible summands that are associate.
Let [H•(Sh(G,X), Q̄`)] denote the direct limit, over K ′

p ·Kp, of the alternating
sum of the `-adic cohomology groups of K′p·KpSh(G,X). We define [H•

c (Sh
rig,b, Q̄`)]

analogously, using this time the `-adic cohomology of the indicated rigid space.
Roughly speaking, the stratification gives rise to an identity in the Grothendieck
group of G(Af )×WDEv , analogous to the First Basic Identity (4.4.4):

(8.3.3) [H•(Sh(G,X), Q̄`)] =
∑

b∈B(G,µ)

[H•
c (Sh

rig,b, Q̄`)].

The heuristic expectation is that, if b = StratL(λ), then the representation r`(πf )λ
is realized on the compactly supported cohomology lim−→K′p

H•
c (Sh

rig,b
Kp

, Q̄`). In [HT]
the partition (1, n) = (1, n − h) + (0, h) of (8.2.10.2) corresponds to the stratum
here denoted S̄(h). The Second Basic Identity, and more precisely the calculations
(6.2.3)-(6.2.7), show that the πp that contribute to the cohomology of S̄(h) are pre-
cisely those for which πw is induced from a parabolic subgroup of Ph corresponding
to a partition of h. As indicated at the end of the previous section, this is just the
fiber of Strat lying above the partition (1, n) = (1, n− h) + (0, h).

In particular, if πp is supercuspidal, there is only one λ in the sum (8.3.2)9,
namely (L = G,wµ = µ), and Strat(λ) is the basic stratum. The heuristic expec-
tation is then the

9This does not mean the representation r`(πf )|WDEv
is necessarily irreducible, or even indecomposable.
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(8.3.4) Conjecture. Let b0 ∈ B(G,µ) denote the basic class. If πp is supercus-
pidal, then r`(πf ) comes exclusively from the contribution of [H•

c (Sh
rig,b0 , Q̄`)] to

the right-hand side of (8.3.3). In other words, for b 6= b0,∑
i

(−1)iHomG(Af )(πf ,H•
c (Sh

rig,b0 , Q̄`)) = 0

in Groth(G(Af )).

This conjecture was verified in [HT] for the Shimura varieties considered there,
and is asserted as (5.1.4) above. As we have seen, the proof of this conjecture is
based on Boyer’s trick, which proves that the cohomology of the non-basic strata is
induced from parabolic subgroups, because the strata themselves are induced. For
more general Shimura varieties this trick fails; it is easy to see that the strata are
generally not induced. However, Fargues proves:

(8.3.5) Theorem (Fargues). Suppose G is the unitary similitude group of a
division algebra B of degree n2 over a CM field of the form F = F+E, as in (1.1).
Suppose B is locally everywhere either split or a division algebra. Let p be a prime
unramified in F . Suppose either

(1) p splits in E; or
(2) p is inert in E and n = 3

Then Conjecture (8.3.4) is true.

In case (1) Fargues actually makes the slightly stronger assumption that p is
inert in F , but this is merely to simplify the exposition.

In the absence of Boyer’s trick, Fargues proves Theorem 8.3.5 by proving vanish-
ing of the trace of a supercuspidal matrix coefficient φ against the sum

∑
i(−1)iH•

c (Sh
rig,b, Q̄`)

appearing on the right hand side of the formula in (8.3.4). By (8.3.2), this is equiv-
alent to showing that the trace of φ on [H•(Sh(G,X), Q̄`)] equals the trace of φ on
[H•

c (Sh
rig,b0 , Q̄`)]].

The trace of φ on [H•(Sh(G,X), Q̄`)] is given by the cohomological trace formula
(5.4.2). To compute the trace of φ on [H•

c (Sh
rig,b0 , Q̄`)]], Fargues carries out a

preliminary analysis of fixed-point contributions of isogeny classes, as in Lectures
6 and 7. However, for a variety of reasons, this analysis, unlike the analysis in
Lecture 5, does not calculate the trace of a Hecke operator on cohomology, even of
the basic stratum, unless the Hecke operator has first been twisted by a high power
of Frobenius, as required by Fujiwara’s trace formula. Since the cohomological
trace formula (5.4.2) has no room for twisting by Frobenius, there seems to be
an insurmountable obstacle. Fargues overcomes this obstacle by making use of
the Galois representation r`(πf ), whose restriction to WDFw can be determined
by combining the results of [K4] (at unramified primes away from p), the Main
Theorem 1.3.6 (for a Shimura variety of signature (1, n−1) attached to an inner form
of G), and Chebotarev’s density theorem. In particular, he finds that r`(πf )|WDFw

depends only on πp, which allows him to “twist by Frobenius” for fixed πp at the
level of the cohomological trace formula.

For general PEL types of type A and C, Rapoport and Zink have shown in [RZ]
that the basic stratum Shrig,b0 admits a rigid-analytic uniformization by a tower of
moduli spaces M̆(Gp, µ)K′p ; a special case of this uniformization is (3.4.10). Using
this uniformization, Fargues determines the trace of [H•

c (Sh
rig,b0 , Q̄`)]] by con-

structing a Hochschild-Serre spectral sequence, simultaneously generalizing that
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of [H1] and the (much simpler formula) (5.2.11), in terms of the cohomology
[H•

c (M̆(Gp, µ), Q̄`)], as defined by Berkovich or Huber. These cohomology groups
are smooth modules for Gp× Jb0 ×WDFw , where Jb0 is the inner form of Gp given
as the group of self-quasiisogenies of the p-divisible group attached to any point in
the basic stratum. In case (1) of Theorem 8.3.5, Jb0 is the multiplicative group of
a division algebra with invariant r

n for some r prime to n. Using Theorem (8.3.5)
and the existence of the local Langlands correspondence for GL(n), Fargues then
proves

(8.3.6) Theorem (Fargues). Under the hypotheses of Theorem 8.3.5 (1), let π
be an irreducible admissible representation of Jb0 corresponding to a supercuspidal
representation JL(π) of Gp via the Jacquet-Langlands correspondence. Then∑

i

(−1)iHomJb0
(Hi

c(M̆(Gp, µ), Q̄`), π) = [JL(π)]⊗ rµ ◦ σ̃`(JL(π)).

Here σ̃` is a certain normalized twist of the local Langlands correspondence.
Fargues obtains similar results for U(3), but the presence of L-packets complicates
the statement.
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Appendices

A.1. Traces, pseudocoefficients, and the Jacquet-Langlands correspon-
dence.

In the present section, K is a finite extension of Qp. Let g denote a positive inte-
ger, and let A(g,K) denote the set of equivalence classes of irreducible admissible
reprsentations of Gg = GL(g,K), Ad(g,K) (resp. At(g,K)) the subset of discrete
series (resp. tempered) representations. For any representation π ∈ A(g,K), the
trace Tr(π) is a distribution, defined on C∞c (Gg) as the trace of the finite rank
operator

(A.1.1) π(φ) =
∫
Gg

φ(g)π(g)dg.

Note that the trace depends linearly on the choice of Haar measure. It is known
thanks to Harish-Chandra that Tr(π) is represented by a locally L1-function χπ,
defined on the regular semi-simple elements Gregg . (Of course Harish-Chandra’s
theorem is valid for any reductive algebraic group over Qp.) It is also known that

(A.1.2) Linear independence of characters. Any relation
∑
π∈A aπTr(π) = 0,

where A ⊂ A(g,K) is a finite subset and aπ ∈ C, is trivial.

Let Ad,fin ⊂ Ad(g,K) be any countable subset with the following property:

(A.1.3). For any π ∈ Ad(g,K), the set of unramified characters ψ of K× such
that π ⊗ ψ ◦ det ∈ Ad,fin is finite.

In other words, for any π ∈ Ad(g,K), the intersection Ad,fin(π) of Ad,fin with
the inertial equivalence class of π is finite. Let If π ∈ Ad,fin, a pseudocoefficient for
π, relative to Ad,fin, is a function φπ ∈ C∞c (Gg) such that

(A.1.4) Tr(π)(φπ) = 1;

Tr(π′)(φπ) = 0 if either π′ ∈ Ad,fin, π′ 6= π or π′ ∈ At(g,K), π′ /∈ Ad,fin

(A.1.5) Theorem. [DKV, HT I.3]
(i) For any set Ad,fin satisfying (A.1.3) and any π ∈ Ad,fin, a pseudocoefficient

φπ for π (relative to Ad,fin) exists.
(ii) If π is supercuspidal, then Tr(π′)(φπ) = 0 for any π′ 6= π (not necessarily

tempered).
(iii) For general π ∈ Ad,fin, let π′ ∈ A(g,K) be a non-tempered representation

such that Tr(π′)(φπ) 6= 0. Then π′ belongs to the block of π; i.e., there is an
unramified character ψ of K×, a proper standard parabolic subgroup P ⊂ Gg, and
an irreducible admissible representation τ of P such that π′ ⊗ ψ ◦ det and π are
Jordan-Hölder constituents of n− IndGg

P τ .

The pseudocoefficients, and the block of π, can also be defined cohomologically,
as Euler-Poincaré functions; cf. [SS], Proposition III.4.1 and Corollary III.4.8.

Without the restriction to Ad,fin, the theorem is false, because a given π can
be twisted by an arbitrary unramified character, and the family of such twists is
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continuous. For g = 1 the existence of pseudocoefficients without restriction would
imply that the Fourier transform is defined on a discrete space, which is false.

Pseudocoefficients are not unique. For the purposes of the present notes, we
primarily need them for supercuspidal π, in which case the construction is relatively
simple. Let Zg denote the center of Gg. Let φv′,v be any matrix coefficient of the
contragredient π∨ of π:

φv′,v(g) =< π∨(g)v′, v >

for some v′ ∈ π∨, v ∈ π such that < v′, v >6= 0. Let ψπ denote the central character
of π; then

(A.1.6) φv′,v(zg) = ψ−1
π (z)φv′,v(g), z ∈ Zg.

Let C∞c (Gg, ψ−1
π ) denote the space of functions compactly supported modulo Zg

and satisfying (A.1.6). Since π is supercuspidal, the matrix coefficient φv′,v belongs
to C∞c (Gg, ψ−1

π ).
If π′ is any admissible representation of Gg with central character ψ = ψπ, then

any function f ∈ C∞c (Gg, ψ−1) defines a trace class operator π′(f) on π′ by the
formula

(A.1.7) π′(f) =
∫
Gg/Zg

f(g)π′(g)dġ.

Here dġ is an invariant measure on Gg/Zg. We write TrZg,ψ(π) = TrZg,ψπ
(π)

to distinguish the trace of the operator defined by (A.1.7) from that defined via
(A.1.1). Once and for all, we choose our Haar measure dz on K× so that

(A.1.8)
∫
O×

dz = 1,

and define dġ to be the quotient measure dg/dz. Then (cf. [DKV], A.3.g)

(A.1.9) TrZg,ψπ
(π)(φv′,v) = d(π)−1φv′,v(1)

where d(π) is the formal degree (which depends on the choice of Haar measure on
Gg). Thus by choosing v′ and v appropriately, we may assume TrZg,ψπ

(π)(φv′,v) =
1; we then write φZ = φv′,v.

As above, we let δ = wK ◦det : Gg → Z, with wK the valuation on K. Let a < b
be a pair of integers, with b− a+ 1 an integral multiple of g, say

b− a+ 1 = mg.

Let ω denote the interval [a, b]. For any locally constant function f on Gg, we define
the ω-truncation tω(f) ∈ C∞c (Gg) by

(A.1.10) tω(f)(g) = f(g), δ(g) ∈ ω; tω(f)(g) = 0 otherwise .

Then it is easy to see that, for any interval [a, b] as above with m sufficiently large,
relative to the set Ad,fin, the function

(A.1.11) φ = φπ;ω =
1
m
tω(φZ)
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is a pseudocoefficient for π relative to Ad,fin. (In any case, φπ;ω has trace zero on
any tempered representation not inertially equivalent to π, and for large enough
m, φπ;ω separate elements of Ad,fin(π).) In particular, we can assume all φπ have
support in elements of arbitrarily small (or arbitrarily large) determinant. This is
important in the applications of Fujiwara’s theorem.

Henceforward we drop the assumption that π be supercuspidal. The truncation
can be defined for any pseudocoefficient and has the properties indicated above.
If γ ∈ Gg is a semisimple element and f ∈ C∞c (Gg), the orbital integral Oγ(f) =
O
Gg
γ (f) is defined as in (5.4.1). The orbital integral Oγ(f) depends on the choice of

Haar measure dg on Gg, which has already been fixed (and is reflected in the choice
of φπ), and on the Haar measure on the centralizer Z(γ) ⊂ Gg. Let dżγ denote the
quotient measure on the quotient Z(γ)/Zg (recall (A.1.9)). Then

(A.1.12) Proposition. The orbital integrals Oγ(φ) of the pseudocoefficient φ =
φπ;ω vanish on all non-elliptic semisimple regular γ ∈ Gg. For γ ∈ Gg regular
elliptic,

Oγ(φ) = vol(Z(γ)/Zg)−1 1
m
tω(χπ∨)(γ),

where
vol(Z(γ)/Zg) =

∫
Z(γ)\Gg

1dżγ .

The vanishing of the non-elliptic orbital integrals is the Selberg principle. The
expression of the elliptic orbital integrals in terms of the character is well-known;
cf. [DKV], A.3, and the normalization (A.1.11) introduces the factor 1

m as well as
the truncation.

The Jacquet-Langlands correspondence is a bijection

(A.1.13) Ad(Gg)
JL↔ A(Jg).

The notation JL designates the bijection in either direction. It is characterized by
the following character identity

(A.1.14) χ(JL(π))(a) = (−1)g−1χ(π)(γ).

if γ is an elliptic regular element and a ∈ Jg transfers to γ. Thus the expression in
Proposition (A.1.12) can be rewritten

Oγ(φ) = (−1)g−1 1
m
vol(Z(γ)/Zg)−1tω(χJL(π∨))(a)

for γ elliptic regular; the truncation for Jg is defined by analogy with that for Gg.
Both sides of this formula are defined for general elliptic elements, and the formula
extends with the addition of signs:

(A.1.12 bis) Proposition. For γ ∈ Gg elliptic, a ∈ Jg an element whose conju-
gacy class transfers to the conjugacy class of γ, the following identity holds

Oγ(φ) = (−1)g−1e(γ)vol(Z(γ)/Zg)−1 1
m
tω(χJL(π∨))(a).
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Here e(γ) is the Kottwitz sign (cf. [L, 1.7.1]).

We let A(Jg)fin denote the image under JL of Ad,fin. Then the analogue of
Theorem A.1.5 holds forA(Jg)fin; indeed, the pseudocoefficients can be constructed
starting from matrix coefficients just as for GL(g,K).

If π is an admissible representation of G(A), or of G(Af ), then Tr(π), defined
just as in the local case, exists as a distribution on C∞c (G(A)). If π = ⊗vπv is
irreducible and φ = ⊗vφv is decomposed with φv ∈ C∞c (G(Qv)), almost everywhere
equal to the characteristic function of a maximal compact subgroup, then

(A.1.14) Tr(π)(φ) =
∏
v

Tr(πv)(φv).

A.2. L and ε factors, and some results of Henniart.

In this section F is a number field, v designates a (variable) place of F , and
K denotes a local field of characteristic zero, generally arising as the completion
Fv of F at v. The notation of (A.1) for K remains in force, except that K can
now be an archimedean field, in which case the notion of “irreducible admissible
representation” needs to be modified accordingly. By A0(n, F ) we denote the set of
cuspidal automorphic representations of GL(n, F ): i.e., the irreducible constituents
of the space A0(GL(n, F )\GL(n,AF )) of global cusp forms.

Let Agen(n,K) denote the set of generic irreducible admissible representations of
GL(n,K). Let n and m denote two positive integers, n ≥ m, and let π ∈ A(n,K),
π′ ∈ A(m,K). Let Π ∈ A0(n, F ), Π′ ∈ A0(m,F ). We fix an global additive
character ψ : adF /F → C×, and a local additive character ψK : K → C×; if
K = Fv we assume ψK to be the restriction of ψ to K.

We momentarily let N be a positive integer, and let σ0 ∈ G(N,K). Let L(s, σ0)
denote the local Artin L-factor of σ0, which is a product of Γ-functions if K is
archimedean. Langlands and Deligne (cf. [De2]) have defined local constants
ε(s, σ0, ψK) which are entire nowhere-vanishing functions of s ∈ C, and which
are compatible with the global functional equations of Artin-Hecke L-functions in
the following sense. Let Σ0 be an N -dimensional representation of the global Weil
group of F , and let L(s,Σ0) denote its global L-function. For any place v of F , let
Σ0,v ∈ G(N,Fv) denote the restriction of Σ0, and let ψv denote the restriction of
the additive character ψ. Then there is a functional equation

(A.2.1) L(s,Σ0) = ε(s,Σ0)L(1− s, Σ̂0); ε(s,Σ0) =
∏
v

ε(s,Σ0,v, ψv)

Note that the product of the local ε-factors is independent of the choice of additive
character.

The local factors are characterized by a number of appealing properties, de-
scribed in detail in [De2]. We simply recall that, for N = 1, they are defined by
Gauss sums as in Tate’s thesis; they are multiplicative in the sense that

(A.2.2) ε(s, σ0 ⊕ σ1, ψK) = ε(s, σ0, ψK) · ε(s, σ1, ψK),

hence define functions on the Grothendieck group of virtual representations of
WDK ; finally, they are inductive in degree zero: if K ′/K is a finite extension,
and σ′ is a virtual representation of dimension zero of WDK′ , then

(A.2.3) ε(s, σ′, ψK ◦ TrK′/K) = ε(s, IndK′/K(σ′), ψK).
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These properties are used in (1.4).
Now suppose σ ∈ G(n,K), σ′ ∈ G(m,K), and let N = nm. Then we can

define ε(s, σ⊗σ′, ψ), which arises as the local factor in a functional equation of the
form (A.2.1) for the tensor product of two representations of the Weil group of F .
Motivated by the expectation of a local Langlands correspondence, one would then
expect to be able to attach analogous local factors to pairs of representations π, π′

as above. This can be done, and with the notation introduced above, there is a
global functional equation

(A.2.4) L(s,Π⊗Π′) =
∏
v

εv(s,Πv ⊗Π′
v, ψv)L(1− s,Π∨ ⊗Π′,∨)

already encountered in (1.4.2). Moreover, the local epsilon factors of pairs satisfy
the following analogue of (A.2.2):

(A.2.4) ε(s, π � π′, ψK) = ε(s, π, ψK) · ε(s, π′, ψK),

with notation as in (1.4).
The two constructions of these local factors, respectively in [JPSS] and [Sh],

characterize them in terms of local harmonic analysis on general linear groups
over K, or more precisely in terms of local functional equations generalizing those
found in Tate’s thesis for n = m = 1. However, the two characterizations look
quite different, and in both cases apply only when Πv and Π′

v are generic, as is
automatically the case when they arise as local components of cuspidal automorphic
representations. In the general case, local factors can be defined ad hoc using the
classification of all representations via induction from generic representations.

With these preliminaries out of the way, we can now explain some results proved
by Henniart long before [HT] and [He5], which are used in a crucial way in both
proofs.

Henniart’s numerical local Langlands correspondence [He2], and the splitting
principle it implies [He3], have already been invoked (cf. the Introduction and the
footnote to (5.3)). The following theorem was mentioned in the introduction:

Theorem A.2.5. [He4], Théorème 1.1 Let K be a non-archimedean local field and
n ≥ 2. Let π1, π2 ∈ A0(n,K). Suppose for all integers m < n and all π′ ∈ A0(m,K)
we have the equality

ε(s, π1 ⊗ π′, ψK) = ε(s, π2 ⊗ π′, ψK).

Then π1 and π2 are equivalent.

As noted in the introduction, this theorem implies in rather straightforward fash-
ion that there is at most one family of local correspondences satisfying properties
(0.1)-(0.8). The key property (0.8) is obtained in (1.4), for representations induced
from characters, from a global identity of L-functions with functional equation. In
the setting of (1.4), this yields the equality
(A.2.6)∏
w∈S

γw(s,Π(χ)w⊗Π(χ′)w, ψw) =
∏
w∈S

γw(s, IndF2,w/F1,w
r`(χw)⊗IndF ′2,w/F1,w

r`(χ′w), ψw).

Here S is the finite set of primes where the data are ramified (including all places w
at which either of the local ε-factors is non-trivial and all places where one doesn’t
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know a priori that Lw(s,Π(χ)⊗Π(χ′)) = Lw(s, IndF2/F1r`(χ)⊗ IndF ′2/F1r`(χ
′))),

and

γw(?) =
εw(s, ?, ψw)Lw(1− s, ?̂)

L(s, ?)
.

In particular, the place of interest v, at which Fv = K, belongs to S. Using an
argument originating in [De2], and applied in the automorphic setting in [He1],
one shows that one can twist by characters highly ramified at all w ∈ S − {v} to
simplify all the ε factors on both sides except for the one at the place v of interest,
at which Fv = K. It then becomes obvious that the ε factors in (A.2.6) away from
v match on the two sides. A weight argument serves to eliminate the local L-factors
in (A.2.6), and all that remains is the equality (1.4.4) of ε factors at v.
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[De1] Deligne, P.: Travaux de Shimura, Séminaire Bourbaki Lecture Notes in Math., 244, (1971).
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Prépublication, Institut de Mathématiques de Jussieu (1999).
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