LOWER BOUNDS FOR LINEAR FORMS IN LOGARITHMS

P. Philippon and M. Waldschmidt

1. Introduction

Let $\alpha_1, \ldots, \alpha_n$ be non-zero algebraic numbers and $\beta_0, \ldots, \beta_n$ be algebraic numbers. For $1 \leq j \leq n$, let $\log \beta_j$ be any determination of the logarithm of $\alpha_j$. Assume that the number

$$\Lambda = \beta_0 + \beta_1 \log \alpha_1 + \cdots + \beta_n \log \alpha_n$$

does not vanish. Our aim is to provide a new lower bound for $|\Lambda|$. For a history of the subject we refer to [1]. See also [11] and [6].

Our estimates improve previously known results on this subject.

If one pays special attention to the dependence on the degree of the algebraic numbers, it is more efficient to work with the absolute logarithmic height. We will do that in the next sections, but here we first give a few corollaries of our main results in terms of the usual height: for an algebraic number $\alpha$, we denote by $H(\alpha)$ the maximum of the absolute values of the coefficients of the minimal polynomial of $\alpha$ over $\mathbb{Z}$.

Let $D$ be a positive integer and $A, A_1, \ldots, A_n$ be positive real numbers satisfying

$$D \geq [Q(\alpha_1, \ldots, \alpha_n, \beta_0, \ldots, \beta_n) : Q],$$

$$A_j \geq \max \{H(\alpha_j), e\}, \quad 1 \leq j \leq n,$$

and

$$A = \max \{A_1, \ldots, A_n, e^e\}.$$

Theorem 1.1. Let $B = \max \{H(\beta_j), 0 \leq j \leq n\}$. Assume

$$A_j \geq \max \{\exp \log \alpha_j, e^n\}, \quad 1 \leq j \leq n.$$

Then

$$|\Lambda| \geq e^{-U},$$

where

$$U = C_{11}(n) \cdot D^{n+2} \cdot \log A_1 \cdots \log A_n \cdot (\log B + \log \log A)$$

and

$$C_{11}(n) \leq 2^{8n+53} \cdot n^{2n}.$$

The main difference with Theorem 1.1 of [11] is that we omit a factor $\log \log A_{n-1}$ when, say, $A_n \geq A_{n-1} \geq \cdots \geq A_1 \geq e^n$ (with $A_{n-1} = e^e$ if $n = 1$). The cost is a factor 4 for the constant, but also the assumption $A_1 \geq e^n$.

We turn now to the so-called rational case, where $\beta_0 = 0$ and $\beta_1, \ldots, \beta_n$ are rational integers. In this case we write $\beta_i = b_i$, $1 \leq i \leq n$.

Theorem 1.2. Let $b_1, \ldots, b_n$ be rational integers such that

$$\alpha_1^{b_1} \cdots \alpha_n^{b_n} \neq 1.$$

Let $B$ be a positive real number satisfying

$$B \geq \max \{|b_i|, 1 \leq i \leq n\} \quad \text{and} \quad B \geq e.$$

Then

$$|\alpha_1^{b_1} \cdots \alpha_n^{b_n} - 1| \geq B^{-C_{12} \Omega}$$

with $\Omega = \log A_1 \cdots \log A_n$, and $C_{12}$ is a positive effectively computable constant depending only on $n$ and on the degree of $Q(\alpha_1, \ldots, \alpha_n)$ over $Q$.

Finally, here is a variant of Theorem 1.2 which is useful for instance in the study of Diophantine equations.

Theorem 1.3. In the situation of Theorem 1.2 assume $e^e \leq A_1 \leq \cdots \leq A_{n-1} \leq A_n$, and

$$0 < |\alpha_1^{b_1} \cdots \alpha_n^{b_n} - 1| < e^{-eB}$$

for some $\epsilon > 0$. Then there exists a positive effectively computable constant $C_{13}$, depending only on $n$, on the degree of $Q(\alpha_1, \ldots, \alpha_n)$ over $Q$, and on $\epsilon$, such that

$$B < C_{13} \log A_1 \cdots \log A_n \log \log A_n.$$
Moreover, if \( b_n = 1 \), then
\[
B < C_{13} \log A_1 \ldots \log A_n \log \log A_{n-1}.
\]

Here is the plan of this paper. In §2 we state two results (Theorem 2.1 for the "general" case, Theorem 2.2 for the "rational" case), and we deduce from them Theorems 1.1, 1.2 and 1.3.

Compared with previous proofs of similar results, the new feature here is that we apply the zero estimate of [9] (the previous zero estimates, which are referred to in [9], would not be sufficient for our purpose). The main result of [9] is stated in a much more general context, involving commutative algebraic groups. In §3 we state the special case which is needed here in terms of a lower bound for the rank of certain matrices. We need also to know that this zero estimate is not far from the best possible one, which means that we need an upper bound for the rank of these matrices. The proof of the zero estimate is postponed to the appendix. Indeed, for this proof, it is convenient to use the language of algebraic groups, and a reader who wishes to avoid this language can do so provided he takes for granted the Proposition 3.4. The proof of Theorem 2.1 is given in §4, and the proof of Theorem 2.2 in §5. A discussion on the explicit values of the constants is given in §2.

2. The two main results

Apart from the explicit dependence of the constant in terms of \( n \), the two following statements include all previously known lower bounds for linear forms in logarithms which have been obtained so far by Baker's method.

When \( \alpha \) is an algebraic number, we denote by \( h(\alpha) \) the absolute logarithmic height of \( \alpha \) (see for instance [11]).

We consider a non-zero linear form in logarithms of algebraic numbers with algebraic coefficients
\[
\Lambda = \beta_0 + \beta_1 \log \alpha_1 + \ldots + \beta_n \log \alpha_n,
\]
where \( \alpha_1, \ldots, \alpha_n \) are non-zero algebraic numbers, \( \beta_0, \ldots, \beta_n \) are algebraic numbers, and \( \log \alpha_1, \ldots, \log \alpha_n \) are any non-zero determinations of the logarithms of \( \alpha_1, \ldots, \alpha_n \). Let \( K \) be a number field containing \( \alpha_1, \ldots, \alpha_n, \beta_0, \ldots, \beta_n \), of degree \( D \) over \( \mathbb{Q} \).

Let \( V_1, \ldots, V_n, V, E \) be positive real numbers satisfying
\[
V_j \geq \max\{h(\alpha_j), |\log_\alpha_j|/D, n/D\}, \quad V = \max\{V_1, \ldots, V_n, 1\},
\]
and
\[
1 < E \leq \min\{e^{DV_j/n}, e^{DV_j/|\log_\alpha_j|}\}, \quad 1 \leq j \leq n.
\]

Our first main result deals with the "general case".

Theorem 2.1. Let \( W \) be a positive real number satisfying
\[
W \geq \max_{0 \leq j \leq n} \{h(\beta_j)\}.
\]

Then
\[
|\Lambda| > \exp\{-C_{21}(n) \cdot D^{n+2} \cdot \prod_{i=1}^n V_i \cdot W \cdot (\log(EDV)) \cdot (\log(ED)) \cdot (\log E)^{-n-1}\}
\]
with
\[
C_{21}(n) \leq 2^{n^3} \cdot n^2.
\]

An improvement of our numerical value for \( C_{21}(n) \) has been obtained recently by J. Blass, A. M. W. Glass, D. B. Meronk and R. P. Steiner [2].

Our second main result deals with the so-called "rational case".

Theorem 2.2. Assume \( \beta_0 = 0 \) and \( \beta_i = b_i \in \mathbb{Z} \) for \( 1 \leq i \leq n \). Let \( B, B_n, W \) be positive real numbers satisfying
\[
B \geq \max_{1 \leq j \leq n} |b_j|, \quad B_n \geq |b_n|,
\]
and
\[
W \geq \max\left\{\log\left[\frac{B_n}{V_1} + \frac{B}{V_2} + 1\right]; \frac{1}{D} \cdot \log E; 1\right\},
\]
where we assume
\[
V_1 \leq V_2 \leq \ldots \leq V_n.
\]

Then
\[
|\Lambda| > \exp\{-C_{22}(n) \cdot D^{n+2} \cdot \prod_{i=1}^n V_i \cdot W \cdot (\log(EDV)) \cdot (\log E)^{-n-1}\},
\]
where \( C_{22}(n) \) is an effectively computable constant which depends only on \( n \).

If one tries to compute an explicit value for \( C_{22}(n) \) just by working out the proof in §5 below, one finds \( C_{22}(n) \leq C_{23} \cdot n^2 \cdot e^2 \) for some absolute constant \( C_{23} \). However, assuming that the field \( \mathbb{Q} (\sqrt{a_1}, \ldots, \sqrt{a_n}) \)
Then there exists $\kappa \in \mathbb{Z}$ such that

$$|t - 2i\kappa \pi| \leq \frac{1}{r} \cdot |\log(1 - r)| \cdot |e^t - 1|.$$  

Proof of Lemma 2.3. The principal value of the logarithm satisfies

$$\sup_{|z| = r} |\log(1 + z)| = |\log(1 - r)|.$$  

From Schwarz' lemma we get for $|z| \leq r$

$$|\log(1 + z)| \leq |z| \cdot \frac{1}{r} \cdot |\log(1 - r)|.$$  

We use this inequality for $z = e^t - 1$, and we define

$$\kappa = \frac{1}{2i\pi} \cdot (t - \log(e^t)).$$  

This proves Lemma 2.3.

For the proof of Theorem 1.2, we assume, as we may without loss of generality, $A_1 \leq A_2 \leq \ldots \leq A_{n-1} \leq A_n$ (with $A_{n-1} = \epsilon$ if $n = 1$). From Lemma 2.3 we deduce that as soon as

$$|\alpha_1^{b_1} \ldots \alpha_n^{b_n} - 1| \leq 1/3,$$

we have, for the principal value of the logarithm,

$$|b_1 \log \alpha_1 + \ldots + b_n \log \alpha_n - 2i\pi \kappa| \leq \frac{3}{2} \cdot |\alpha_1^{b_1} \ldots \alpha_n^{b_n} - 1|$$

for some $\kappa \in \mathbb{Z}$. Considering the imaginary parts, we get

$$|\kappa| < (nB + 1)/2.$$  

We now choose

$$V_j = 7\log A_j, \quad (1 \leq j \leq n), \quad V_0 = 2\pi n/D,$$

$$E = \epsilon, \quad \text{and} \quad W = \log(DB + 1).$$  

Notice that

$$|\log \alpha_j| \leq \pi + \log |\alpha_j| \leq \pi + \log(A_j + 1) \leq \frac{9}{2} \cdot \log A_j.$$
We use Theorem 2.2 with \( n \) replaced by \( n + 1 \):

\[
2\kappa \pi i - \sum_{j=1}^{n} b_j \log \alpha_j
\]

\[
> \exp \{-C_{22}(n + 1) \cdot D^{n+3} \log A_1 \ldots \log A_n (2\pi n/D)W(1 + \log D)\}
\]

\[
> \exp \{-C_{29}(n, D) \log A_1 \ldots \log A_n \log B\}.
\]

Theorem 1.2 follows.

**Proof of Theorem 1.3.** Finally we deduce Theorem 1.3 from Theorem 2.2.

1) From the assumptions of Theorem 1.3 and from Theorem 1.2 we deduce

\[
eB < C_{29}(n, D, \epsilon) \cdot \log A_1 \ldots \log A_n \log B,
\]

which yields

\[
B < C_{13}(n, D, \epsilon) \cdot \log A_1 \ldots \log A_n \log \log A_n.
\]

2) If \( b_n = 1 \), we follow the proof of Theorem 1.2 above with the definition of \( W \) replaced by \( W = \log(\epsilon + nB/V_n) \). There is no loss of generality to assume \( B \geq \epsilon \cdot \log A_n \). Using Theorem 2.2 we obtain

\[
\exp(-\epsilon B) > \left[ 2\kappa \pi i - \sum_{j=1}^{n} b_j \log \alpha_j \right]
\]

\[
> \exp \{-C_{29}(n, D) \log A_1 \ldots \log A_n (B/\log A_n)\},
\]

for some \( \kappa \in \mathbb{Z} \) such that \( |\kappa| < ((n - 1)B + 2)/2 \). Hence

\[
B < C_{13}(n, D, \epsilon) \cdot \log A_1 \ldots \log A_n \log \log A_{n-1}.
\]

3. On the rank of certain matrices

In this section \( \beta_0, \ldots, \beta_n, \ell_1, \ldots, \ell_n \) denote arbitrary complex numbers with \( \beta_n = -1 \). We write \( \alpha_j = \epsilon^{\ell_j} \), \( 1 \leq j \leq n \).

The transcendence proofs will involve auxiliary functions of the form

\[
F(z_0, z_1, \ldots, z_n) = P(z_0, \epsilon^{z_1}, \ldots, \epsilon^{z_n})
\]

where \( P \in \mathbb{C}[X_0, \ldots, X_n] \).

We define derivations \( D_0, \ldots, D_{n-1} \) on the ring \( R = \mathbb{C}[X_0, \ldots, X_n] \) by setting, for \( 0 \leq i \leq n \),

\[
D_i X_0 = \delta_{i,0} \quad \text{(Kronecker symbol)},
\]

\[
D_i X_j = \delta_{i,j} \cdot X_j, \quad 1 \leq j \leq n - 1,
\]

and

\[
D_i X_n = \beta_i \cdot X_n.
\]

Therefore

\[
(D_i \partial/\partial x_0)_{\tau_0} \ldots (D_i \partial/\partial x_{n-1})_{\tau_{n-1}} F(z_0, \ldots, z_{n-1}, \beta_0 z_0 + \ldots + \beta_{n-1} z_{n-1})
\]

\[
= D_{\tau_0} \ldots D_{\tau_{n-1}} P(z_0, \epsilon^{\tau_1}, \ldots, \epsilon^{\tau_{n-1}}, \epsilon^{\beta_0 z_0 + \ldots + \beta_{n-1} z_{n-1}}).
\]

We say that \( F \) has a zero of order \( \geq T \) in the direction of the hyperplane \( W \):

\[
z_n = \beta_0 z_0 + \ldots + \beta_{n-1} z_{n-1}
\]

at a point \((u_0, \ldots, u_n) \in \mathbb{C}^{n+1}\) if

\[
D_{\tau_0} \ldots D_{\tau_{n-1}} P(u_0, \ldots, u_n) = 0
\]

for all non-negative integers \( \tau_0, \ldots, \tau_{n-1} \) with \( \tau_0 + \ldots + \tau_{n-1} \leq T \). This means that the function of \( n \) variables

\[
F(u_0 + z_0, \ldots, u_{n-1} + z_{n-1}, u_n + \beta_0 z_0 + \ldots + \beta_{n-1} z_{n-1})
\]

has a zero order of \( \geq T \) at the point \((0, \ldots, 0) \in \mathbb{C}^n \).

We need to know whether there exists a non-zero polynomial \( P \) of degrees say

\[
\deg_{X_i} P \leq L_i, \quad 0 \leq i \leq n
\]

such that \( F \) has a zero of order \( \geq T \) in the direction of \( W \) at all points

\[
(s, s\ell_1, \ldots, s\ell_n), \quad 0 \leq s < S
\]

for some given non-negative integers \( L_0, L_1, \ldots, L_n, T, S \).

By linear algebra, a sufficient condition for the existence of such a \( P \) is

\[
L_0 \ldots L_n > \left( \binom{T + n}{n} \right) S.
\]
The following easy remark will be used several times.

**Remark 3.1.** Assume $L_0 < TS, L_i < T, 1 \leq i \leq n - 1$, and $L_n = 0$. Then there is no non-zero polynomial $P$ of degree $\leq L_i$ such that

$$D_0^{r_0} \ldots D_{n-1}^{r_{n-1}} P(s, \alpha_1^1, \ldots, \alpha_n^1) = 0$$

for $0 \leq r_i < T, (0 \leq i \leq n - 1), 0 \leq s < S$; (see [1], [11], [10]).

We denote by $A$ the matrix whose entries are

$$\sum_{\tau_0 + \tau_0' = \tau_0} \frac{\tau_0!}{\tau_0'!} \frac{(\lambda_1 \beta_1)_{\tau_0'}}{(\lambda_1 - \tau_0''')!} \frac{\lambda_0!}{\lambda_0''''!} \prod_{i=1}^{n-1} (\lambda_i + \lambda_n \beta_i)^{\tau_i} \prod_{i=1}^{n} e^{\lambda_i t_i^s},$$

where the index of row is

$$\tau_0, \ldots, \tau_{n-1}, s,$$

with $0 \leq s < S,$

and the index of column is

$$\lambda_0, \ldots, \lambda_n,$$

with $0 \leq \lambda_i \leq L_i, 0 \leq i \leq n.$

The existence of a non-zero polynomial $P$ as above amounts to saying that $A$ has rank $< (L_0 + 1) \ldots (L_n + 1)$.

We begin by giving upper bounds for the rank of $A$, and then we will explain that these upper bounds are essentially best possible.

We need to introduce a few notations. Let $r$ be an integer, $0 \leq r \leq n$, and let $\lambda^{(1)}, \ldots, \lambda^{(r)}$ be linearly independent elements of $Z^n$, with

$$\lambda^{(r)} = (\lambda_1^{(r)}, \ldots, \lambda_n^{(r)}), \quad 1 \leq r \leq r.$$

Let us write

$$L = (\lambda^{(1)}, \ldots, \lambda^{(r)}),$$

and let $\varphi_{r,n}$ denote the set composed of all increasing sequences of $r$ elements from $\{1, \ldots, n\}$; for each $\theta$ in $\varphi_{r,n}$, we will denote by $L_\theta$ the minor of $L$ whose columns are indexed by $\theta_1, \ldots, \theta_r$. Define

$$\sigma_0(L) = \sigma_0 = \begin{cases} r & \text{if } (\beta_1, \ldots, \beta_n) \in C \lambda^{(1)} + \ldots + C \lambda^{(r)}, \\ r + 1 & \text{otherwise}, \end{cases}$$

and

$$H(L; x_1, \ldots, x_n) = (n - r)! \sum_{\varphi_{r,n}} |\det L_\theta| \prod_{i \in \theta} x_i.$$
by the Cauchy-Binet formula (cf. [5], pp. 23–24). Finally

\[ L_1 \ldots L_n (\det L^2 L^2)^{1/2} = L_1 \ldots L_n \left[ \sum_{\theta \in \Theta, \mu} \left( \frac{\det L_{\theta}}{L_{\theta_1} \ldots L_{\theta_\mu}} \right)^2 \right]^{1/2} \]

\[ \leq L_1 \ldots L_n \sum_{\theta \in \Theta, \mu} \left| \frac{\det L_{\theta}}{L_{\theta_1} \ldots L_{\theta_\mu}} \right| \]

\[ \leq H(\mathcal{L}; L_1, \ldots, L_n) / (n-r)! , \]

which concludes the proof of Lemma 3.2.

**Remark.** We could also replace Lemma 3.2 with \((4\sqrt{n})^{n-r}/(n-r)!\) replaced by \(4^{n-r}\) using Nesterenko's result in [8] (compare with [10]).

**Lemma 3.3.** For each \( \mathcal{L} \) as above, the rank of the matrix \( A \) is at most

\[ \frac{(4\sqrt{n})^{n-r}}{(n-r)!} \cdot \left( \begin{array}{c} T + \sigma_0 \\ \sigma_0 \end{array} \right) \cdot S \cdot H(\mathcal{L}; L_1, \ldots, L_n) . \]

**Proof.** The linear system associated to the matrix \( A \) can be written

\[ (\ast) \quad D_0^{\tau_0} \circ \ldots \circ D_n^{\tau_n} P(s, e^{s}, \ldots, e^{s}) = 0 \]

\[ (\tau_0 + \ldots + \tau_n < T; 0 \leq s \leq S) , \]

where \( P \) stands for the general polynomial of degrees \( L_0, \ldots, L_n \).

We will use the following remark. Let \( Q \in \mathbb{C}[X_1, \ldots, X_n] \) and \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{C}^n \) be such that

\[ Q(x_1 \alpha_1, \ldots, x_n \alpha_n) = 0 \]

for all \( (x_1, \ldots, x_n) \in \mathbb{C}^n \) satisfying

\[ \prod_{i=1}^n x_i^{\lambda_i} = 1 , \quad 1 \leq j \leq r . \]

Then the function

\[ G(x) = Q(\alpha_1 e^{x_1}, \ldots, \alpha_n e^{x_n}) \]

vanishes on the orthogonal \( V_0 \) in \( \mathbb{C}^n \) of \( \mathcal{C}^{(1)} + \ldots + \mathcal{C}^{(r)} \). Therefore, for all \( \zeta = (\zeta_1, \ldots, \zeta_n) \in V_0 \), we have

\[ \sum_{i=1}^n \zeta_i \frac{\partial}{\partial \zeta_i} G(0) = 0 , \]

which can be written

\[ \sum_{i=1}^n \zeta_i X_i \frac{\partial}{\partial X_i} Q(\alpha) = 0 . \]

For each \( \zeta = (\zeta_1, \ldots, \zeta_n) \in \mathbb{C}^n \), we define a derivation \( \Delta_\zeta \) on \( \mathbb{C}[X_0, \ldots, X_n] \) by

\[ \Delta_\zeta = \sum_{i=1}^n \zeta_i X_i \frac{\partial}{\partial X_i} . \]

We denote by \( W_0 \) the orthogonal in \( \mathbb{C}^n \) of \( \mathcal{C}(\beta_1, \ldots, \beta_n) \). Notice that \( \dim W_0 = n-1 \) and \( \dim W_0 \cap V_0 = \sigma_0 - 1 \). We choose a basis \( f_{\sigma_0+1}, \ldots, f_n \) of \( W_0 \cap V_0 \), we complete it as a basis \( f_1, \ldots, f_n \) of \( W_0 \), and we write

\[ D_i^1 = D_0 , \quad D_i^s = \Delta_{f_i} , \quad 2 \leq i \leq n . \]

The system \((\ast)\) is equivalent to

\[ D_1^{\tau_1} \circ \ldots \circ D_n^{\tau_n} P(s, e^{s}, \ldots, e^{s}) = 0 , \quad \tau_1 + \ldots + \tau_n < T ; 0 \leq s \leq S . \]

We now consider the following linear system

\[ (\ast\ast) \quad D_1^{\tau_1} \circ \ldots \circ D_n^{\tau_n} P(s_1, x_1 e^{s_1}, \ldots, x_n e^{s_n}) = 0 , \]

where \( \tau_1 + \ldots + \tau_n < T ; 0 \leq s \leq S \), \( \prod_{i=1}^n x_i^{\lambda_i} = 1 \) and \( P \) is as above. Since \( D_{\sigma_0+1}, \ldots, D_n \) are associated with vectors orthogonal to \( \mathcal{C}^{(1)} + \ldots + \mathcal{C}^{(r)} \), the rank of the system \((\ast\ast)\) is at least the rank of \((\ast)\), and we only consider the derivatives in \( \sigma_0 \) directions. On the other hand we need to eliminate the \( x_i's \). Rewriting each equation of \((\ast\ast)\) as a polynomial \( Q_{s,r} \) in the \( x_1, \ldots, x_n \) modulo the equations \( \prod_{i=1}^n x_i^{\lambda_i} = 1 \), \( 1 \leq j \leq r \), each condition \( Q_{s,r} \equiv 0 \) gives, thanks to Lemma 3.2, at most

\[ ((4\sqrt{n})^{r-r}/(n-r)!) \cdot H(\mathcal{L}; L_1, \ldots, L_n) \]

equations. It is then clear that the rank of \((\ast\ast)\) is bounded by

\[ ((4\sqrt{n})^{n-r}/(n-r)!) \left( \begin{array}{c} T + \sigma_0 \\ \sigma_0 \end{array} \right) \cdot S \cdot H(\mathcal{L}; L_1, \ldots, L_n) , \]
hence the Lemma 3.3.

Remark. If we choose for $L$ the canonical basis of $C^n$, we find the trivial upper bound $(T_n^+)^n \cdot S$ for the rank of $A$. Notice that a basis of $W = e_0, \ldots, e_{n-1}$, with $e_0 = (1, 0, \ldots, 0)$ and $e_i = (0, \delta_i, \ldots, \delta_{i-1}, 0, \beta_i)$, $1 \leq i \leq n - 1$, hence $e_1, \ldots, e_{n-1}$ is a basis of $W_0$; for this special case, in the preceding proof if we choose $f_i = e_{i+1}$, then $D'_1 = D_{i+1}$. We need another upper bound for the rank of $A$. Let $r$ be an integer, $0 < r \leq n$, and let $\lambda^{(1)}, \ldots, \lambda^{(r)}$ be linearly independent elements of $Z^n$. Define $L = (\lambda^{(1)}, \ldots, \lambda^{(r)})$,

$$\sigma_1(L) = \sigma_1 = \begin{cases} r - 1 & \text{if } \sigma_0 = r \text{ and } \beta_0 = 0, \\ r & \text{otherwise.} \end{cases}$$

Define a mapping

$$\varphi : (C^n)^n \rightarrow (C^r)^r$$

by

$$\varphi(u_1, \ldots, u_n) = \left[ \prod_{i=1}^{n} u^{(1)}_i, \ldots, \prod_{i=1}^{n} u^{(r)}_i \right],$$

and put

$$E(S) = \varphi(\Gamma(S)),$$

where

$$\Gamma(S) = \{ (e^{f_0}, \ldots, e^{f_s}) \mid 0 \leq s \leq S \}.$$

**Lemma 3.4.** For each $L$ as above, the rank of the matrix $A$ is at most

$$\frac{(4\sqrt{n})^{n-r}}{(n-r)!} \cdot \left( \frac{T + \sigma_1}{\sigma_1} \right) \cdot \text{Card} E(S) \cdot (L_0 + 1) \cdot H(L; L_1, \ldots, L_n).$$

Proof. Let $V_1$ denote the orthogonal in $C^{n+1}$ of $\{0\} \times (C\lambda^{(1)})^r + (C\lambda^{(r)})^r$. Hence $\dim W/W \cap V_1 = \sigma_1$. For each $\zeta = (\zeta_0, \ldots, \zeta_n) \in C^{n+1}$, we define a derivation $\Delta_\zeta$ on $C[X_0, \ldots, X_n]$ by

$$\Delta_\zeta = \zeta_0 \frac{\partial}{\partial X_0} + \sum_{i=1}^{n} \zeta_i X_i \frac{\partial}{\partial X_i}.$$ 

Let now $D'_{\sigma_0+1}, \ldots, D'_{\sigma_1}$ be derivatives associated with a basis of $W \cap V_1$, and $D'_1, \ldots, D'_r$, derivatives associated with vectors completing the previous as a basis of $W$. We consider the following linear system

$$D'_{\sigma_1} \circ \cdots \circ D'_{\sigma_0} P(x_0, x_1 e^{f_1}, \ldots, x_n e^{f_n}) = 0,$$

where $\tau_1 + \cdots + \tau_r < T$, $0 \leq s \leq S$, $\prod_{i=1}^{n} x_i^{\lambda^{(j)}_i} = 1$ and $P$ is the general polynomial of degrees $L_0, \ldots, L_n$ in $x_0, \ldots, x_n$. First let's remark that it is equivalent to restrict $s$ to $\text{card} E(S)$ values in the range $\{0, \ldots, S\}$. Since $D'_{\sigma_0+1}, \ldots, D'_{\sigma_1}$ are associated with vectors orthogonal to $C\lambda^{(1)} + \cdots + C\lambda^{(r)}$, the rank of the system (**) is larger than the rank of (*). Rewriting each equation of (**) as a polynomial $Q_s, r$ in $x_0, \ldots, x_n$ modulo the equations $\prod_{i=1}^{n} x_i^{\lambda^{(j)}_i} = 1$, $1 \leq j \leq r$, each condition $Q_s, r \equiv 0$ gives, thanks again to Lemma 3.2, at most

$$\left( \frac{(4\sqrt{n})^{n-r}}{(n-r)!} \right) \cdot \left( \frac{T + \sigma_1}{\sigma_1} \right) \cdot \text{card} E(S) \cdot (L_0 + 1) \cdot H(L; L_1, \ldots, L_n),$$

hence the Lemma 3.4.

Here is the main result of this section: the zero estimate.

**Proposition 3.5.** Assume that the rank of $A$ is $(L_0 + 1) \ldots (L_n + 1)$. Then there exists an integer $r$, $0 \leq r \leq n$, and there exist $\lambda^{(1)}, \ldots, \lambda^{(r)}$ linearly independent in $Z^n$, such that if we set

$$T_1 = \left[ T/(n+1) \right] \quad \text{and} \quad S_1 = \left[ S/(n+1) \right],$$

then either

(i) \( \left( \frac{T_1 + \sigma_0}{\sigma_0} \right) S_1 H(L; L_1, \ldots, L_n) \leq (n+1)! \cdot L_0 \cdots L_n \)

or

(ii) $r > 0$ and

$$\left( \frac{T_1 + \sigma_1}{\sigma_1} \right) \cdot \text{Card} E(S_1) \cdot H(L; L_1, \ldots, L_n) \leq \frac{(n+1)!}{n+1-r} \cdot L_1 \cdots L_n.$$

Proof. See appendix.

We need some further simple properties of $H$. For the rest of this section, we assume $L_i \geq 1, 1 \leq i \leq n$, and we denote by $a$ and $b$ two positive numbers satisfying

$$T \geq a \max_{1 \leq j \leq n} L_j.$$
and 

\[ TS \geq bL_0. \]

Lemma 3.6. We have the following inequalities.

(i) \[ \frac{T^{r+1}}{(r+1)!} S \cdot H(L,L) \geq a^r \frac{(n-r)!}{(r+1)!} L_0 \ldots L_n. \]

(ii) \[ \frac{T^r}{r!} H(L,L) \geq a^r \frac{(n-r)!}{r!} L_1 \ldots L_n. \]

Proof. We have

\[ H(L,L) \geq (n-r)! \frac{L_1 \ldots L_n}{(\max_{1 \leq i \leq n} L_i)^r}. \]

This completes the proof of Lemma 3.6.

Lemma 3.7. Define \( A = \max\{|\ell_j|, 1 \leq j \leq n\}, L = \max\{|\lambda_i^{(j)}|, 1 \leq j \leq r, 1 \leq i \leq n\}. \) Assume \( \sigma_1 = r - 1, \) Card \( E(S) < S \) and that \( \beta_1, \ldots, \beta_n \) are algebraic numbers in a field of degree \( \leq D. \) Then either the number

\[ \Lambda = \beta_1 \ell_1 + \ldots + \beta_n \ell_n \]

vanishes or

\[ |\Lambda| \geq \exp\left\{-D \left[ \sum_{j=1}^n h(\beta_j) + \log(n^{n+2}ASL^n) \right] \right\}. \]

Proof. Since \( \sigma_1 = r - 1 \) we have \( \beta_0 = 0 \) and

\[ \beta_i = \sum_{j=1}^r c_j \lambda_i^{(j)}, \quad 1 \leq i \leq n, \]

for some \( c_j \in \overline{Q}. \) The assumption on \( E(S) \) means that there exists \( s \in \mathbb{Z}, \) \( 1 \leq s \leq S, \) such that

\[ \prod_{i=1}^n \alpha_i^{(j)s} = 1 \quad \text{for} \ 1 \leq j \leq r. \]

Define \( k_j \in \mathbb{Z}, 1 \leq j \leq r, \) by

\[ \sum_{i=1}^n \lambda_i^{(j)} s \ell_i = 2\pi k_j \sqrt{-1}. \]

Hence

\[ \Lambda = \sum_{i=1}^n \beta_i \ell_i = \sum_{j=1}^r c_j 2\pi k_j \sqrt{-1}/s \]

and

\[ |\Lambda| = 2\pi \left| \sum_{j=1}^r c_j k_j / s \right|. \]

It is therefore sufficient to use Liouville inequality (e.g. Lemma 2.2 of [11]). We have

\[ 2\pi |k_j| \leq S \sum_{j=1}^n |\lambda_i^{(j)}| |\ell_i| \leq ALS_n. \]

Now we compute the \( c_j \) by solving the system

\[ \beta_i = \sum_{j=1}^r c_j \lambda_i^{(j)}, \quad 1 \leq i \leq n, \]

which gives

\[ c_j = \Delta_j / \Delta, \]

where \( \Delta \) and \( \Delta_j \) are certain determinants; \( \Delta \) is a non-zero integer of absolute value at most \( (rL)^r, \) and \( \Delta_j \) are linear combinations of \( \beta_1, \ldots, \beta_n \) with integral coefficients of absolute values at most \( (rL)^{r-1}. \) So

\[ \sum_{j=1}^r c_j k_j = \left( \sum_{i=1}^n a_i \beta_i \right) / \Delta, \]

where \( a_i \) are integers of absolute values at most \( n^{r+1} ASL^r, \) and

\[ |\Lambda| \geq \left| \sum_{i=1}^n a_i \beta_i \right| / \Delta S. \]

The desired estimate easily follows from Lemma 2.2 of [11].

4. Proof of Theorem 2.1

We use the notations of [11]. We first refine Proposition 3.1 of [11]. Let \( c_0, c'_0, c_1, c_2, c_3, c_4 \) be positive real numbers satisfying the inequalities (3.1), (3.2) and (3.3) of [11]. We also assume \( c_0 \leq 29 \) and \( c_3 \leq 210.\)
We assume $V_1 \geq n/D$, and we define

$$E_1 = \min \{ \exp(qDV_1/n), \min_{1 \leq j \leq n} \{ 2qDV_j |\log \alpha_j|^{-1} \} \},$$

$$E^* = \max \{ 2^{5n+4}q^{n+1}n^{2n}DE_1^n, E_1^n \},$$

$$W^* = \max \{ W, n, \log(2^{11}q^{3}DV^*_n), \frac{q}{nD} \cdot \log E_1 \},$$

$$U_1 = 2^{2^n}q^{n+1}D^2 \max \{ W^*, V_n^*, W^*V_n^*(\log E_1)^{-1}, \log E_1 \}$$

and

$$U_2 = c_0^c c_1^c c_2^c c_3^c c_4^3 (q-1)n^{2n+1} V_1 \ldots V_n$$

$$W^*(\log E^*)(\log E_1)^{-n-1},$$

and

$$U = \max \{ U_1, U_2 \}.$$

**Proposition 4.1.** With the assumptions of Theorem 2.1, let $K = Q(\alpha_1, \ldots, \alpha_n, \beta_0, \ldots, \beta_{n-1})$, and assume $q$ is a prime number such that

$$[K(\alpha_1^{1/q}, \ldots, \alpha_n^{1/q}) : K] = q^n.$$

Assume also $\beta_n = -1$. Then

$$|A| > e^{-U}.$$

We go back to the proof in §3 of [11]. We replace $V_{n-1}$ by $E^*$. We replace (3.7) of [11] by

$$\log E^* \leq (19/2)qn^2D \log E_1.$$

We replace (3.10) of [11] by

$$q^{3}2^{5n+4}n^{2n+1}E_1 \leq (E^*)^{1+1/n},$$

and (3.14) of [11] by

$$3q^{n+2}2^{5n+10}n^{2n+1}E_1 S \leq (L_1 + 1) (E^*)^{1+2/n},$$

because $C_3 \leq 2^{10}$. The inequality (3.17) of [11] is satisfied for $0 \leq t \leq T$ and $|z| \leq q^{n+2+2^{5n+7}n^{2n+1}E_1}$.

Next we take $Q$ in the interval $1 \leq Q \leq q^{3}2^{5n+8}n^{2n+1}$, and in (3.18) of [11] we replace $qL_n$ by $q^{2}2^{5n+8}n^{2n+1}$.

This means that if we set

$$N = q^{2}2^{5n+8}n^{2n+1},$$

then we replace $L_n$ by $N$ in (3.10), (3.14), (3.17) and (3.18) of [11]. In §3.4 of [11] we restrict $J$ to the interval

$$0 \leq J \leq \left[ \frac{\log N}{\log q} \right] + 1.$$

All the estimates in §3.3 of [11] will remain valid; however there are two important modifications which we now explain: the construction of the auxiliary function, and the contradiction.

a) Preliminaries to the proof of Proposition 4.1

In [11], we use the polynomials

$$\Delta(X, k) = (X + 1) \ldots (X + k)/k!.$$

Let us set $\tilde{L}_0 = (L_0 + 1)(L_1 + 1)$. Then the polynomials

$$\Delta(s + \lambda_{-1}, L_{-1} + 1)^{\lambda_{+1}}, \quad 0 \leq \lambda_{-1} \leq L_{-1}, \quad 0 \leq \lambda_{+1} \leq L_0$$

give a basis of a space of polynomials of degree $\leq \tilde{L}_0$. This change of basis gives trivial changes in the matrix which we will consider. We will use the results of our §3 above, but now the space of polynomials we consider is of dimension $\tilde{L}_0$ (instead of $L_0 + 1$ in our §3 above).

When $\tilde{L}_1, \ldots, \tilde{L}_n$ are positive integers, we are interested in the rank of the matrix $\tilde{A}$ whose entries are

$$\sum_{\tau'_0 + \tau'_n = \tau} \tau_0! \left( \frac{d}{dz_0} \Delta(s + \lambda_{-1}, L_{-1} + 1)^{\lambda_{+1}} \right) \prod_{r=1}^{n-1} (\lambda_r + \lambda_n \beta_r)^{\tau_r} \prod_{i=1}^{n} \alpha_i^{\lambda_i},$$

which can be written, with the notations of [11],

$$\Lambda_0(s, \tau) \cdot \alpha_1^{\lambda_1} \ldots \alpha_n^{\lambda_n}.$$

The index of a row is $(s, \tau)$, with

$$\tau = (\tau_0, \ldots, \tau_{n-1}), \quad \tau_0 + \ldots + \tau_{n-1} < T, \quad \text{and} \quad 0 \leq s < S, \quad (s, q) = 1.$$
while the index of a column is \( \lambda = (\lambda_{-1}, \lambda_0, \ldots, \lambda_n) \) with
\[
0 \leq \lambda_{-1} \leq L_{-1}, \quad 0 \leq \lambda_0 \leq L_0, \quad \text{and} \quad 0 \leq \lambda_i \leq \bar{L}_i, \quad 1 \leq i \leq n.
\]
We will choose \( \bar{L}_i = L_i, \ 1 \leq i \leq n - 1 \), but we will take for \( \bar{L}_n \) the smallest integer such that we can construct the auxiliary function. More precisely, for each real number \( \bar{U} \leq U \), we define
\[
L^i_n = \bar{U} / c_1 n q^{n+1} D S V_n,
\]
and
\[
\bar{L}_n = [L^i_n].
\]
Notice that in the case \( \bar{U} = U \), we find \( \bar{L}_n = L_n \), and also in this case
\[
(L_{-1} + 1)(L_0 + 1) \cdots (L_{n-1} + 1) L^i_n \geq c_0 (1 - \frac{1}{q})^{(T + n)} S \tag{4.2}
\]
(compare with inequality (3.6) in [11]).

Let \( i \in \{0, 1\}, \ 0 \leq r \leq n \), with \( r > 0 \) in case \( i = 1 \), and \( \mathcal{L} = (\lambda^{(1)}, \ldots, \lambda^{(r)}) \in \mathbb{Z}^{nr} \), with \( \lambda^{(1)}, \ldots, \lambda^{(r)} \) linearly independent. We set
\[
L^i = (L_1, \ldots, L_{n-1}, L^i_n)
\]
and
\[
\bar{L} = (L_1, \ldots, L_{n-1}, \bar{L}_n).
\]
The function \( H(\mathcal{L}; L^i) \) (see §3) is of the form
\[
H(\mathcal{L}; L^i) = A(\mathcal{L}) \bar{U} + B(\mathcal{L}).
\]

**Lemma 4.3.** Assume \( \sigma_i = r - i \). Then \( B(\mathcal{L}) > 0 \).

**Proof.** Assume \( B(\mathcal{L}) = 0 \). This means \( \det \mathcal{L}_\theta = 0 \) for all \( \theta = (\theta_1, \ldots, \theta_{r-1}, n) \) with \( 0 < \theta_1 < \cdots < \theta_{r-1} < n \):
\[
\mathcal{L}_\theta = \begin{vmatrix}
\lambda^{(1)}_1 & \cdots & \lambda^{(r)}_1 \\
\vdots & \ddots & \vdots \\
\lambda^{(1)}_{n-1} & \cdots & \lambda^{(r)}_{n-1} \\
\lambda^{(1)}_n & \cdots & \lambda^{(r)}_n
\end{vmatrix}
\]

As \( \lambda^{(1)}, \ldots, \lambda^{(r)} \) are linearly independent, we have \( \lambda^{(1)}_n = \cdots = \lambda^{(r)}_n = 0 \). But the assumption \( \beta_n = -1 \) gives
\[
(\beta_1, \ldots, \beta_n) \notin \mathbb{C} \lambda^{(1)} + \cdots + \mathbb{C} \lambda^{(r)},
\]
hence \( \sigma_0 = r + 1 \) if \( i = 0 \) and \( \sigma_1 = r \) if \( i = 1 \). This completes the proof of Lemma 4.3.

Now we are going to choose \( \bar{U} \) as the smallest positive number such that there exists \( i_0 \in \{0, 1\}, r_0 \), and \( \mathcal{L}^0 = (\lambda^{(1)}_0, \ldots, \lambda^{(r_0)}_0) \), with \( \sigma_0^0 = \sigma_i(\mathcal{L}^0) = r_0 - i_0 \), satisfying
\[
c_0 \left(1 - \frac{1}{q} \right) (8 \sqrt{\gamma} n)^{n-r_0} \left(\frac{T + \sigma_0^0}{\sigma_i^0}\right) S . H(\mathcal{L}^0, L^i_0) \leq \tilde{L}^1_{0_i} (L_1 + 1) \cdots (L_{n-1} + 1) L^i_n. \tag{4.4}
\]
We do this in the following way. We define \( C(\mathcal{L}) \) by
\[
C(\mathcal{L}) . c_0 . \left(1 - \frac{1}{q} \right) (8 \sqrt{\gamma} n)^{n-r_0} \left(\frac{T + \sigma_i}{\sigma_i}\right) c_1 n q^{n+1} D S^2 V_n
\]
so that (4.4) can be written
\[
A(\mathcal{L}^0) . \bar{U} + B(\mathcal{L}^0) \leq C(\mathcal{L}^0) . \bar{U}.
\]
We define \( \bar{U} \) as the minimum of
\[
B(\mathcal{L}) / (C(\mathcal{L}) - A(\mathcal{L}))
\]
for \( (i, \mathcal{L}) \) running over the set of \( i \in \{0, 1\} \), and \( \mathcal{L} = (\lambda^{(1)}, \ldots, \lambda^{(r)}) \), for which \( \sigma_i = r - i \) and \( C(\mathcal{L}) > A(\mathcal{L}) \). This set is not empty; thanks to (4.2) we can choose for \( \mathcal{L} \) the canonical basis of \( \mathbb{Z}^n \), with \( i = 0 \). Of course we choose a value \( (i_0, \mathcal{L}^0) \) which gives the minimum, and we get (4.4) with equality. Notice that, if \( r_0 = n \), then \( \mathbb{Z} \lambda^{(1)}_0 + \cdots + \mathbb{Z} \lambda^{(n)}_0 = \mathbb{Z}^n \) and \( i = 0 \) (this follows from the definition of \( H \)): this is the only case where \( H = 1 \). If \( r_0 < n \), then \( (1 - \frac{1}{q}) . 2^{n-r_0} \geq 1 \).

Moreover, from this choice of \( \bar{U} \), we deduce, using Lemma 4.3,
\[
A(\mathcal{L}) . \bar{U} + B(\mathcal{L}) \geq C(\mathcal{L}) . \bar{U}. \tag{4.5}
\]
for all $(i, L)$ with $\sigma_i = r - i$. This means
\[
c_0 \cdot \left( 1 - \frac{1}{q} \right) \cdot \left( \frac{8\sqrt{n}}{n} \right)^{n-r} \cdot \left( T + \sigma_i \right) \cdot S \cdot H(L, L^T) \\
\geq \tilde{L}_0^1 \cdot (L_1 + 1) \ldots (L_{n-1} + 1) \cdot L_n. \quad (4.6)
\]

Let us show that $L_n^1 \geq 1$. Otherwise, the matrix $\tilde{A}$ (which corresponds to our choice of $U$) does not involve $\lambda_n$, and from the Remark 3.1 we deduce that its rank is $\tilde{L}_n \cdot (L_1 + 1) \ldots (L_{n-1} + 1)$. We now use Lemmas 3.3 and 3.4 with $n - 1$ variables instead of $n$ (because $\alpha_n$ is not involved) to get a contradiction with (4.4).

Now we have $L_n^1 \geq 1$:
\[
\tilde{U} \geq c_1 c_2 n q^{n+1} D S V_n,
\]
hence $\tilde{L}_n \geq 1$, and we can use Lemmas 3.3 and 3.4 (with $L_0, \ldots, L_n$ replaced by $\tilde{L}_0, \ldots, \tilde{L}_n$, and $L_i$ for $1 \leq i \leq n - 1$) to deduce:

**Lemma 4.7.** The rank of the matrix $\tilde{A}$ is at most
\[
\frac{1}{c_0} \tilde{L}_0 \cdot (L_1 + 1) \ldots (L_{n-1} + 1) \cdot (\tilde{L}_n + 1)
\]

b) **Construction of the auxiliary function.**

**Lemma 4.8.** In Lemma 3.2 of [11] p. 266, one may restrict $\lambda$ to run over the $(n+2)$-tuples $(\lambda_1, \ldots, \lambda_n)$ with $0 \leq \lambda_j \leq L_j$, $(-1 \leq j \leq n - 1)$ and $0 \leq \lambda_n \leq \tilde{L}_n$.

**Proof.** The proof is the same as in [11], apart from the fact that we use Lemma 4.7 in place of (3.6) of [11].

We now continue the proof as in §3.3 and §3.4 of [11]. We keep the estimates of [11] as they stand; we do not modify the parameters $T$, $S$, $U$, $L_1$, ..., $L_{n-1}$, but the parameter $L_n$ is replaced by $\tilde{L}_n$ which may be smaller, and therefore the upper bounds in [11] §3.3 and §3.4 are valid. Also it is important to notice that $L_n^{j+1} \leq L_n^{(j)} / q$, hence $L_n^{(j)} \leq q^{-j} \tilde{L}_n$.

c) **End of the proof of Proposition 4.1.**

We write the main inductive argument (p. 268 of [11]) for $J_0 = \left\lfloor \frac{\log N}{\log q} \right\rfloor$. Then we need to modify the argument in §3.5 of [11], because we cannot claim that $L_n^{(j)}$ vanishes.

Let us show that the numbers
\[
\varphi_{J_0, r}(s) = \sum_{(\lambda)} \sum_{d=1}^{D} p_d^j (J_0)^s (\lambda) \zeta_d \Lambda_{J_0}(s, r) \alpha_1^{\lambda_1} \ldots \alpha_n^{\lambda_n}
\]
satisfy
\[
\varphi_{J_0, r}(s) = 0 \quad \text{for } 0 \leq s \leq q^{J_0} S \text{ and } |r| \leq q^{-J_0} T. \quad (4.9)
\]

This is plain if $(s, q) = 1$, since this is the step before the last in the inductive argument. If $q$ divides $s$, this has been proved at the last step of the induction (proof of Lemma 3.6 of [11]).

From Remark 3.1 above (or from the argument in §3.5 of [1]) we have $L_n^{(j)} \geq 1$, hence $L_n^{(j)} \geq q^J$ for $1 \leq J \leq J_0$. We define
\[
J_1 = \left[ J_0 - \frac{\log(5n)}{\log q} \right];
\]
thus
\[
q^{J_0 - J_1} \geq 5n \quad \text{and} \quad q^{J_1} \geq q^{J_0}/5nq \geq N/5nq^2.
\]

We now use the zero estimate (Proposition 3.4 above). Define
\[
T_1 = \left[ q^{-J_1} T \right] / (n + 1), \quad S_1 = \left[q^{J_1} S / (n + 1) \right].
\]

From (4.9) we deduce that there exists an integer $r$, $0 \leq r \leq n$, and there exist $\lambda^{(1)}, \ldots, \lambda^{(r)}$ linearly independent in $Z^n$, such that either
\[
\left( \begin{array}{c} T_1 + \sigma_0 \\ \sigma_0 \end{array} \right) \cdot S_1 \cdot H(C, L_1^{(j_1)}, \ldots, L_n^{(j_n)}) \leq (n+1)! \prod_{j=1}^{n} (L_j^{(j_1)} + 1), \quad (4.10)
\]
or $r > 0$ and
\[
\left( \begin{array}{c} T_1 + \sigma_1 \\ \sigma_1 \end{array} \right) \cdot \text{Card} E(S_1) \cdot H(C, L_1^{(j_1)}, \ldots, L_n^{(j_n)}) \leq \frac{(n+1)!}{n - r + 1} \prod_{j=1}^{n} (L_j^{(j_1)} + 1), \quad (4.11)
\]

where $C$ stands for $(\lambda^{(1)}, \ldots, \lambda^{(r)})$. 
It is readily checked that
\[
S_1 \cdot \left( \frac{T_1 + \sigma_i}{\sigma_i} \right) \geq \frac{4}{5} \cdot \frac{T^{\sigma_i} \cdot S}{q^{j_1(\sigma_i - 1)} \cdot (n + 1)^{\sigma_i + 1} \cdot \sigma_i!}
\]
and
\[
\left( \frac{T_1 + \sigma_i}{\sigma_i} \right) \geq \frac{4}{5} \cdot \frac{T^{\sigma_i}}{q^{j_1 \cdot (n + 1)^{\sigma_i} \cdot \sigma_i!}}
\]
for \( i = 0 \) and \( i = 1 \). We write
\[
\frac{H(L; L^{(j_1)})}{\prod_{j=0}^{n-1} \tilde{L}_j} \geq q^{J_1} \cdot \frac{H(L; \tilde{L})}{\prod_{j=0}^{n} \tilde{L}_j},
\]
where \( \tilde{L} \) stands for \((\tilde{L}_1, \ldots, \tilde{L}_n)\). Since \( L^{(j_1)} \geq 5n, 1 \leq j \leq n \), we have \( L_j^{(j_1)} + 1 \leq (1 + 1/5n)L_j^{(j_1)} \), hence
\[
\prod_{j=1}^{n} (L_j^{(j_1)} + 1) \leq \frac{5}{4} \cdot \prod_{j=1}^{n} L_j^{(j_1)}.
\]
Therefore (4.10) gives
\[
q^{J_1 (r - \sigma_0 + 1)} \cdot \frac{T^{\sigma_0}}{\sigma_0!} \cdot S \cdot H(L; \tilde{L}) \leq \frac{7}{4} \cdot (n + 1)^{\sigma_0 + 1} (n + 1)! \cdot \prod_{j=0}^{n} \tilde{L}_j,
\]
while (4.11) gives
\[
q^{J_1 (r - \sigma_1)} \cdot \frac{T^{\sigma_1}}{\sigma_1!} \cdot \text{Card } E(S_1) \cdot H(L; \tilde{L}) \leq \frac{7}{4} \cdot (n + 1)^{\sigma_1} \frac{(n + 1)!}{n - r + 1} \cdot \prod_{j=1}^{n} \tilde{L}_j.
\]
Our assumption \( \log E_1 \leq qDV_1/n \) gives
\[
\frac{T}{\tilde{L}_j} \geq \frac{1}{2} \cdot c_2 n^2 q^2 D V_j / \log E_1 > 14 \cdot n^3,
\]
while the assumption \( E^* \geq E_1 n^2 \) gives
\[
\frac{T S/\tilde{L}_0}{2} \geq \frac{1}{2} \cdot c_4 n q D \log E^* / \log E_1 > 14 \cdot n^3.
\]
We consider different cases depending on whether \( i = 0 \) or \( i = 1 \), and \( \sigma_i = r - i + 1 \) or \( \sigma_i = r - i \).

\( \alpha \) Assume (4.12) holds with \( \sigma_0 = r + 1 \). We get
\[
\frac{T^{r+1}}{(r + 1)!} \cdot S \cdot H(L; \tilde{L}) \leq \frac{7}{4} \cdot (n + 1)^{r+3} n! \cdot \prod_{j=0}^{n} \tilde{L}_j.
\]
However, it is readily checked that
\[
(n + 1)^{r+3} n! (r + 1)! \leq 2^{2r+3} n^{2r+3} (n - r)!,
\]
and we get a contradiction with lemma 3.6 (i) with \( a > 14n^3 \), \( b > 14n^3 \).

\( \beta \) Assume (4.13) holds with \( \sigma_1 = r \). We get
\[
\frac{T^r}{r!} \cdot H(L; \tilde{L}) \leq \frac{7}{4} \cdot (n + 1)^{r+1} \frac{1}{n - r + 1} \cdot n! \cdot \prod_{j=1}^{n} \tilde{L}_j
\]
\[
\leq \frac{7}{2} \frac{(n + 1)^{(4n^3)r}}{(2n + 1)^{(4n^3)r}} \cdot \frac{(n - r)!}{r!} \cdot \prod_{j=1}^{n} \tilde{L}_j,
\]
(from (4.14) with \( r \) replaced by \( r - 1 \)) which contradicts Lemma 3.6 (ii) with \( a > 14n^3 \).

\( \gamma \) Assume (4.12) holds with \( \sigma_0 = r \). We get
\[
q^{2J_1} \cdot \frac{T^r}{r!} \cdot S \cdot H(L; \tilde{L}) \leq \frac{7}{4} \cdot (n + 1)^{r+2} n! \cdot \prod_{j=0}^{n} \tilde{L}_j.
\]

We use our choice of \( N \), with the bounds
\[
(n + 1)^{r+2} n! \cdot \frac{8^{n-r}}{(n - r)!} \leq 2^{5n} n^{2n}
\]
and \( C_0 \leq 29 \); we get a contradiction with (4.6).

\( \delta \) Assume (4.13) holds with \( \sigma_1 = r - 1 \). From Lemma 3.7 we deduce \( \text{Card } E(S_1) = S_1 \), hence we get
\[
q^{2J_1} \cdot \frac{T^{r-1}}{(r - 1)!} \cdot S \cdot H(L; \tilde{L}) \leq 2 \cdot (n + 1)^{r+1} n! \cdot \prod_{j=1}^{n} \tilde{L}_j.
\]

Once more, we get a contradiction with (4.6).

This completes the proof of Proposition 4.1.
d) **End of the proof of Theorem 2.1.**

We now deduce from Proposition 4.1 that in Proposition 3.8, p. 274 of [11] one may replace \( \log(EDV^+_n) \) by \( \log(ED) \), provided that \( V_1 \geq n/D \).

This is clear if \( n \leq 12 \), because in this case we still have, with our value of \( E^* \),

\[
\log E^* \leq n \log(2^{13} q^2 n) \cdot \log(ED).
\]

If \( n \geq 13 \), we have

\[
\log E^* \leq n^2(1 + \log q) \cdot \log(ED),
\]

and

\[
\log(2^{13} n q^2) < (3 + \log q) \sqrt{n},
\]

while

\[
(3 + \log q)(1 + \log q) < 2q^2/(q - 1),
\]


Finally, it follows that in the theorem p. 268 of [11], one may replace \( \log(EDV^+_n) \) by \( \log(ED) \), provided that \( V_1 \geq n/D \). This completes the proof of Theorem 2.1.

5. **Proof of Theorem 2.2**

We introduce parameters \( c_0, c_1, \ldots, c_5 \) which satisfy the following requirements: \( c_0 \) is a sufficiently large absolute constant, and

\[
c_5 \geq c_0^3 2^n(n + 1)^{n+2} n!, \quad c_1 \geq c_0 \log c_5,
\]

\[
c_2 \geq c_0 c_5, \quad c_3 \geq c_0 c_5, \quad c_4 \geq c_0 c_5.
\]

We could of course choose \( c_2 = c_3 = c_4 \), but the above notations will enable us to use the computations already made in [11]; also, if one wishes to provide good numerical values, it may be better to have more freedom.

We will denote by \( f_1, \ldots, f_8 \) positive numbers which can be explicitly computed in terms of \( n \) and \( c_0, \ldots, c_5 \), and which satisfy the property that \( c_0 c_1 f_k \) are bounded by an absolute constant independent of \( c_0 \).

Next we define

\[
S = [c_3 DW(\log E)^{-1}],
\]

\[
U = c_0 c_1 c_2^n c_3 c_4 \frac{n^n}{n!} D^{n+2} V_1 \ldots V_n W(\log(ED))(\log E)^{-n-1},
\]

and

\[
T = [U/c_1 c_2 DW],
\]

\[
L_{-1} = [W],
\]

\[
L_{-2} = [U/c_1 c_4 D \log(DE)(L_{-1} + 1)],
\]

\[
L_0 = (L_{-1} + 1)(L_{-2} + 1).
\]

Further, for each real number \( \tilde{U} \geq c_0 \), we define real numbers \( L_{1}^{1}, \ldots, L_{n}^{1} \), and integers \( \tilde{L}_{1}, \ldots, \tilde{L}_{n} \) by

\[
L_{j}^{1} = \tilde{U}/c_1 c_2 n DS V_j, \quad 1 \leq j \leq n,
\]

and

\[
\tilde{L}_{j} = [L_{j}^{1}], \quad 1 \leq j \leq n.
\]

We denote by \( L_{1}, \ldots, L_{n} \) the values of \( \tilde{L}_{1}, \ldots, \tilde{L}_{n} \) corresponding to \( \tilde{U} = U \).

We assume \( 0 < |\Lambda| < e^{-U} \), and we shall eventually reach a contradiction.

Let us recall that

\[
\Delta(z; k; \ell, m) = \frac{d^m}{dz^m}(\Delta(z; k))^\ell,
\]

where

\[
\Delta(z; k) = (z + 1)(z + 2) \ldots (z + k)/k!, \quad \Delta(z; 0) = 1.
\]

We introduce the functions

\[
\Lambda(z; \tau) = \Delta(z + \lambda_{-1}; L_{-1} + 1; \lambda_{-2} + 1; \tau_0), \prod_{r=1}^{n-1} \Delta(b_n \lambda_r - b_r, \lambda_n; \tau_r)
\]

for \( 0 \leq \lambda_j \leq \tilde{L}_j, (j = -2, -1, \ldots, n), \tau = (\tau_0, \ldots, \tau_{n-1}), \) and \( z \in \mathbb{C} \).

Notice that the dependence in \( \lambda_{-2}, \lambda_{-1}, \lambda_1, \ldots, \lambda_n \) is hidden in the notation \( \Lambda(z; \tau) \).

Our auxiliary functions will be of the form

\[
f_\tau(z) = \sum_{(\lambda)} p(\lambda) \Lambda(z; \tau) \alpha_1^{\gamma_1} \ldots \alpha_{n-1}^{\gamma_{n-1}},
\]

where \( \gamma_j = \lambda_j - \lambda_n b_j / b_n \), (1 \leq j \leq n), and

\[
\varphi_\tau(z) = \sum_{(\lambda)} p(\lambda) \Lambda(z; \tau) \alpha_1^{\gamma_1} \ldots \alpha_n^{\gamma_n};
\]
here, $\lambda$ stands for $(\lambda_{-2}, \lambda_{-1}, \lambda_1, \ldots, \lambda_n)$.

We need analytical and arithmetical estimates on $\Lambda(z; \tau)$ (cf. [11], and [6]).

**Lemma 5.1.** For $|z| \leq c_S E$ and $|	au| \leq T$,

$$|\Lambda(z; \tau)| \leq e^{f_t(U/D)}.$$

Moreover, for $s \in \mathbb{Z}$, $0 \leq s \leq c_S S$, and $|	au| < T$, $\Lambda(s; \tau)$ is a rational number with a denominator at most $e^{f_t(U/D)}$.

Now we consider the matrix $B$ whose entries are

$$\Lambda(s; \tau) \alpha_1^{s_1} \cdots \alpha_n^{s_n},$$

where the index of row is

$$(\tau_0, \ldots, \tau_{n-1}, s), \quad \text{with } |\tau| = \tau_0 + \ldots + \tau_{n-1} < T, 0 \leq s < S,$$

and the index of column is

$$(\lambda_{-2}, \lambda_{-1}, \lambda_1, \ldots, \lambda_n), \quad 0 \leq \lambda_j \leq \tilde{L}_j.$$

We recall that the polynomials

$$(\Delta(z + r; k))^\ell, \quad 0 \leq r \leq R - 1, 1 \leq \ell \leq L$$

(with $k > R > 0$, $L > 0$) are linearly independent and of degrees $\leq kL$.

**First step.** We choose for $\tilde{U}$ the smallest positive real number with the following property:

There exist $i \in \{0, 1\}$, $r \in \mathbb{Z}$, $0 \leq r \leq n$, with $r > 0$ if $i = 1$, and there exist $\lambda^{(1)}, \ldots, \lambda^{(r)}$ linearly independent in $\mathbb{Z}$, such that

$$c_0(4\sqrt{n})^{n-r} \begin{pmatrix} T + \sigma_i \\ \sigma_i \end{pmatrix} \cdot \text{Card } E(S) \cdot L_i^0 \cdot H(L; L_i^1, \ldots, L_n^1) \leq L_i^{1-i} L_i^1 \cdots L_n^1,$$

where $L = (\lambda^{(1)}, \ldots, \lambda^{(r)})$, and where we set $\text{Card } E(S) = S$ in case $i = 0$. Note that for $\tilde{U}$ we have

$$c_0(4\sqrt{n})^{n-r} \begin{pmatrix} T + \sigma_i \\ \sigma_i \end{pmatrix} \cdot \text{Card } E(S) \cdot H(L; L_i^1, \ldots, L_n^1) \geq L_i^{1-i} L_i^1 \cdots L_n^1,$$

with all $\mathcal{L}$ and $i = 0, 1$ and we have equality with at least one $\mathcal{L}$ and one $i \in \{0, 1\}$. From Lemma 3.3 or Lemma 3.4, accordingly to $i = 0$ or $i = 1$, we deduce the existence of a non-zero polynomial of degree $\leq L_0 \cdot [L_i^1] \cdots [L_n^1]$ satisfying

$$D_0 \cdots D_{n-1}^m P(s, \alpha_1^s, \ldots, \alpha_n^s) = 0.$$

And from Remark 3.1 we deduce $[L_i^1] \neq 0$ hence $\tilde{L}_j \geq 1$ for $1 \leq j \leq n$.

**Step 2.** Among the numbers $\alpha_1^s, \ldots, \alpha_n^s$, $0 \leq i_j \leq \lfloor \mathbb{Q}(\alpha_j) : \mathbb{Q} \rfloor$, $1 \leq j \leq n$, $i_1 + \ldots + i_n \leq \tilde{L}$, we choose a basis $\xi_1, \ldots, \xi_D$ of the field $\mathbb{Q}(\alpha_1, \ldots, \alpha_n)$ over $\mathbb{Q}$. Then there exist rational integers $p_d(\lambda)$, $1 \leq d \leq D$, $0 \leq \lambda_j \leq \tilde{L}_j$, $j = -2, -1, 1, \ldots, n$, not all zero, bounded in absolute value by $\exp(f_U/\tilde{U})$, such that if we set

$$\sum_{d=1}^D p_d(\lambda) \xi_d,$$

then for all $(n+1)$-tuple $(\tau_0, \ldots, \tau_{n-1}, s) \in \mathbb{N}^{n+1}$ satisfying $|\tau| < T$ and $0 \leq s < S$, the equation $\varphi_r(s) = 0$ holds.

**Proof.** We follow the proof of Lemma 3.2 of [11]. The equation $\varphi_r(s) = 0$ can be written

$$\sum_{(\lambda)} \sum_{d=1}^D p_d(\lambda) \xi_d \Lambda(s, \tau) \alpha_1^{s_1} \cdots \alpha_n^{s_n} = 0.$$

The rank of the linear system obtained when $|\tau| < T$ and $0 \leq s < S$ vary is equal to the rank of $B$ which is bounded above, thanks to Lemma 3.3 or Lemma 3.4, according to $i = 0$ or $i = 1$, by

$$(4\sqrt{n})^{n-r} \begin{pmatrix} T + \sigma_i \\ \sigma_i \end{pmatrix} \cdot \text{Card } E(S) \cdot (L_0 + 1)^i \cdot H(L; L_i^1, \ldots, L_n^1)$$

for any $\mathcal{L}$ and $i = 0, 1$ and where we set $\text{Card } E(S) = S$ in case $i = 0$. Hence by the choice of $\tilde{U}$ in step 1, rank $B$ is less than $2L_0 L_i^1 \cdots L_n^1/c_0$. We select rank $B$ equations from the above linear system and we apply Lemma 2.1 of [11] to this sub-system, with

$$d = D,$$

$$n = D(L_0 + 1)([L_i^1] + 1) \cdots ([L_n^1] + 1),$$

$$m \leq 2L_0 L_i^1 \cdots L_n^1/c_0,$$

and finally,
$X \leq \exp(f_3U/2D)$,

thanks to Lemma 5.1.

**Step 3.** For $|z| < c_5S$ and $|\tau| < T$, we have

$$|f_\tau(z) - \varphi_\tau(z)| \leq |A|e^{f_4U}.$$

**Proof:** See Lemma 3.3 of [11] with $J = 0$.

**Step 4.** For $s \in \mathbb{Z}$, $1 \leq s < c_5S$, and $|\tau| < T$, we have either $\varphi_s(s) = 0$ or

$$\log|\varphi_s(s)| > -f_5U.$$

**Proof:** See part 1 of Lemma 3.4 in [11] with $J = 0$.

**Step 5.** For $|z| < c_5S$ and $|\tau| < T/2$, we have

$$\log|f_\tau(z)| \leq -(\frac{1}{2c_1} - f_8)U.$$

**Proof:** This is essentially Lemma 3.5 of [11], again with $J = 0$. We use the extrapolation procedure of Baker together with Steps 2 and 3. In the estimate which is provided by Lemma 2.3 of [11], the main term comes from the quantity $(T/2)S\log(R/4r)$; we choose $r = c_5S$, $R = E\tau$, and this gives the term $U/2c_1$.

We also need an upper bound for $|f_\tau|_R = \sup\{|f_\tau(z)|; |z| = R\}$; this estimate involves

$$\sum_{j=1}^{n} L_jR|\log \alpha_j| \leq c_0S^2/Uc_1c_2$$

which is less than $f_9U/2$. We also need an upper bound for $(T/2)S\log(18r/S)$, and we use our assumption $c_1 \geq c_0\log c_5$.

**Step 6.** For $|\tau| < T/2$ and $0 \leq s < c_5S$, $s \in \mathbb{Z}$, we have

$$\varphi_s(s) = 0.$$

This is an easy consequence of the three preceding steps; see [11] Lemma 3.6 with $J = 0$.

**Step 7.** We now reach the desired contradiction. We use Proposition 3.5. with $T_1 = [T/2(n+1)]$ and $S_1 = [c_5S/(n+1)]$: there exists $i = 0$ or 1, and there exists $L$ such that

$$(T_1 + \sigma_i\sigma_1). \text{Card } E(S_1) \cdot H(L; \mathcal{L}) \leq (n+1)! \cdot L_0^{1-i}\tilde{L}_1 \cdots \tilde{L}_n. \quad (5.2)$$

We notice that, for $0 \leq \sigma \leq n$, we have

$$\left(\frac{T_1 + \sigma}{\sigma}\right) \cdot S_1 \geq \left(\frac{T}{\sigma}\right) \cdot S \cdot c_5/c_02^\sigma(n+1)^{\sigma+1}.$$}

Notice also that $T/\tilde{L}_j \geq 8n^3$ ($1 \leq j \leq n$) and $TS/L_0 \geq 8n^3$. Therefore Lemma 3.6 gives $\sigma_0 = r - 1$ if $i = 0$, and $\sigma_1 = r$ if $i = 1$. Next, Lemma 3.7 yields $\text{Card } E(S_1) = S_1$ if $i = 1$. Now from (5.2) we deduce

$$c_5 \cdot \left(\frac{T + \sigma_i}{\sigma_i}\right) \cdot S \cdot H(L; \mathcal{L}) \leq c_0(n+1)! \cdot 2^{\sigma_i}(n+1)^{\sigma_i+1} \cdot L_0^{1-i}\tilde{L}_1 \cdots \tilde{L}_n,$$

and for $c_5 \geq C(n+1)^{n+2}n!2^n$, this gives a contradiction with the first step (minimality of $\tilde{U}$).

**Appendix: Algebraic subgroups of a torus**

Let us consider an algebraic group $G$ which is the product of the $n$-th power of the multiplicative group $G_m$ with the additive group $G_a$. We embed $G_a$ and $G_m$ in the projective line $P^1$ in the natural way, that is we identify $G_a$ with the affine line and $G_m$ with this affine line but one point. Any algebraic subgroup $G'$ of $G$ is then a quasi-projective subvariety of the multiprojective space $P = \prod_{i=0}^{n}P^1_{(i)}$. There exist notions of multidegrees on $P$ which we recall now.

Let $V$ be a quasi-projective subvariety of $P$ of dimension $d$ and $\theta = (\theta_1, \ldots, \theta_d)$ an increasing sequence of $\{0, \ldots, n\}$. There exists a hypersurface of $\prod_{i=1}^{d}P^1_{(i)}$ with the following property: for each point $P$ of $\prod_{i=1}^{d}P^1_{(i)}$ outside this hypersurface, the number of points in $V$ whose projection is $P$ is finite and independent of $P$. We denote this number by $\deg_{\theta}V$. The characteristic function of $V$ is then the following homogeneous polynomial of degree $d$ in the variables $X_0, \ldots, X_n$

$$\mathcal{H}(V; X_0, \ldots, X_n) = d! \sum_{\theta} \deg_{\theta}V \cdot X_{\theta_1} \cdots X_{\theta_d}.$$
where \( \theta \) runs over the set \( \varphi_{d,n+1} \) of all increasing sequences of \( d \) elements of \( \{0, \ldots, n\} \).

We will see soon that this polynomial, which occurs in the zeros estimate of [9], is closely related to the polynomial \( H \) introduced in §3. Then we will establish Proposition 3.5.

First we recall that any algebraic subgroup of \( G = \mathbb{G}_a \times \mathbb{G}_m^n \) splits in a product \( G'_0 \times G'_1 \) where \( G'_0 \) (resp. \( G'_1 \)) is a subgroup of \( \mathbb{G}_a \) (resp. \( \mathbb{G}_m^n \)). So we consider two cases, either \( G'_0 = \{0\} \) and we will say that we are in case I, or \( G'_0 = \mathbb{G}_a \) and we will say that we are in case II. In case I it follows from Lemma 3.4 of [9]

\[
\mathcal{H}(G'; X_0, \ldots, X_n) = \mathcal{H}(G'_1; X_1, \ldots, X_n),
\]

while in case II we have, with \( d + 1 = \dim G' \),

\[
\mathcal{H}(G'; X_0, \ldots, X_n) = (d + 1) \cdot X_0 \cdot \mathcal{H}(G'_1; X_1, \ldots, X_n).
\]

**Lemma A.1.** For any connected algebraic subgroup \( G' \) of \( G \) there exists \( L = (\lambda^{(1)}, \ldots, \lambda^{(r)}) \), with \( r = n - \dim G' \) in case I and \( r = n + 1 - \dim G' \) in case II, and \( \lambda^{(i)} \in \mathbb{Z}^n \) such that

\[
\mathcal{H}(G'; X_0, \ldots, X_n) = (\dim G' \cdot X_0)^i H(L; X_1, \ldots, X_n),
\]

where \( i = 0 \) in case I and \( i = 1 \) in case II.

**Proof:** From the remark above, it is enough to prove

\[
\mathcal{H}(G'_1; X_1, \ldots, X_n) = H(L; X_1, \ldots, X_n),
\]

for some \( L \). Note that \( n - r \) is always the dimension of \( G'_1 \). And according to the definitions of the functions \( \mathcal{H} \) and \( H \) it all comes down to verify the equalities

\[
\deg_{\varphi} G'_1 = |\det L|,
\]

where \( \varphi_{n-r} \) and \( \varphi' \) stands for the complement of \( \varphi \) in \( \varphi_{n,r} \). This is Proposition 4 of [3], we repeat the proof here for the convenience of the reader. By symmetry it is enough to deal with the index \( \theta = (r + 1, \ldots, n) \). Let \( \Lambda \) be the subgroup of \( \mathbb{Z}^n \) of rank \( r \) which is orthogonal to \( T_{G'_1} \) and \( L \) a basis of \( \Lambda \). In Case I, i.e. \( G'_0 = \{0\} \), we have \( \dim G' = n - r \) and we compute \( \deg L = \gcd(n - r, n - 1) \). In Case II (i.e. \( G'_0 = \mathbb{G}_a \)) we have \( \dim G' = n - 1 - r \) so that \( \deg L = \gcd(n - 1, n) \).

Let \( \Lambda \) be the subgroup of \( \mathbb{Z}^n \) of rank \( r \) which is orthogonal to \( T_{G'_1} \). By Theorem I (p.11) of [4] we can find, as in [7], p.434, generators \( \lambda^{(1)}, \ldots, \lambda^{(r)} \) of \( \Lambda \) such that \( \lambda^{(i)}_j = 0 \) for \( i > j \). If \( L \) is a basis of \( \Lambda \) the quantity \( |\det L| \) is invariant by a change of basis, so we have \( |\det L| = |\lambda^{(1)}_1 \ldots \lambda^{(r)}_r| \). But \( G'_1 \) is defined in \( G_1 \) by the equations

\[
X_i^{(0)} = \prod_{j>i} X_j^{-\lambda^{(i)}_j}, \quad i = 1, \ldots, r,
\]

so, if we fix \( X_{r+1}, \ldots, X_n \) each non zero, the number \( \deg_{\varphi} G'_1 \) of points in \( G'_1 \) over \( \mathbb{C}[X_{r+1}, \ldots, X_n] \) is equal to \( |\lambda^{(1)}_1 \ldots \lambda^{(r)}_r| \), and we deduce the equality

\[
\deg_{\varphi} G'_1 = |\det L|,
\]

which establishes the lemma.

**Proof of Proposition 3.5.** If the rank of the matrix \( \mathcal{A} \) is strictly less than \( (L_0 + 1) \ldots (L_n + 1) \) there exists a polynomial \( P \) of degrees \( L_0, \ldots, L_n \) which vanishes at each point \((s, e^{x_1}, \ldots, e^{x_n})\) for \( s = 0, \ldots, S \) with order at least \( T \) with respect to the derivatives \( D_0, \ldots, D_{n-1} \). The main zeros estimate of [9] (Theorem 2.1) applied to this situation exhibits a connected algebraic subgroup \( G' \) of \( G \) satisfying

\[
\left( T_1 + \dim W/W \cap G' \right) \cdot \text{card}(\Sigma + G')/G'.H(G'; L_0, \ldots, L_n) \leq (n + 1)! L_0 \ldots L_n,
\]

where \( \Sigma \) stands for the set \( \{(s, e^{x_1}, \ldots, e^{x_n}) \mid 0 \leq s \leq S_1 \} \) and \( W \) stands for the image of the analytic subgroup

\[
(z_0, \ldots, z_{n-1}) \mapsto (z_0, e^{z_1}, \ldots, e^{z_{n-1}}, e^b z_0 + \cdots + b_{n-1} z_{n-1}).
\]

Let \( \Lambda \) be the subgroup of \( \mathbb{Z}^n \) of rank \( r \) which is orthogonal to \( T_{G'_1} \) and \( L \) a basis of \( \Lambda \). In Case I, i.e. \( G'_0 = \{0\} \), we have \( \dim G' = n - r \) and we compute \( \deg L = \gcd(n - r, n - 1) \). In Case II (i.e. \( G'_0 = \mathbb{G}_a \)) we have \( \dim G' = n + 1 - r \) so that \( \deg L = \gcd(n - 1, n) \). Putting these calculations together with Lemma A.1, Proposition 3.5 follows at once from (⋆ ⋆ ⋆).

**References**

The aim of this paper is to extend the results of the papers [1] and [4] concerning reducibility of trinomials and quadrinomials over \( \mathbb{Q} \) to the case where their coefficients are arbitrary algebraic numbers. We shall use the following notation.

If \( K \) is a field, \( f \in K[x_1, \ldots, x_k] \) then

\[
f \underset{\text{can}}{\text{can}} \underset{K}{\text{K}} \text{ const } \prod_{\sigma=1}^{s} f_{\sigma}^{e_{\sigma}}
\]

means, besides the equality, that the polynomials \( f_{\sigma} \in K[x_1, \ldots, x_k] \) are irreducible over \( K \) and prime to each other. Constants are considered neither reducible nor irreducible.

If \( \phi = f \prod_{1 \leq i \leq k} x_i^{a_i} \), where \( f \) is a polynomial prime to \( x_1 x_2 \ldots x_k \) and \( \alpha_i \) are integers, then we set \( J\phi = f \).

A polynomial \( g \) such that

\[
Jg(x_1^{-1}, \ldots, x_k^{-1}) = \pm g(x_1, \ldots, x_k)
\]

is called reciprocal. Let

\[
J\phi \underset{\text{can}}{\text{can}} \underset{K}{\text{K}} \text{ const } \prod_{\sigma=1}^{s} f_{\sigma}^{e_{\sigma}}
\]

We set

\[
K\phi = \text{const } \Pi_1 f_{\sigma}^{e_{\sigma}}
\]

where \( \Pi_1 \) is extended over all \( f_{\sigma} \) that do not divide \( J(x_1^{\delta_1} \ldots x_k^{\delta_k} - 1) \) for any integer vector \([\delta_1, \ldots, \delta_k] \neq 0\). Moreover if \( K = \mathbb{Q} \) we set

\[
L\phi = \text{const } \Pi_2 f_{\sigma}^{e_{\sigma}}
\]

where \( \Pi_2 \) is extended over all \( f_{\sigma} \) that are non-reciprocal. The leading coefficients of \( K\phi \) and \( L\phi \) are assumed equal to that of \( J\phi \). In particular,