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IND-SHEAVES

Masaki Kashiwara, Pierre Schapira

Abstract. — Sheaf theory is not well suited to the study of various objects in
Analysis which are not defined by local properties. The aim of this paper is to show
that it is possible to overcome this difficulty by enlarging the category of sheaves to
that of ind-sheaves, and by extending to ind-sheaves the machinery of sheaves.

Let X be a locally compact topological space and let & be a commutative ring.
We define the category I(kx) of ind-sheaves of k-modules on X as the category of
ind-objects of the category Mod®(kx) of sheaves of k-modules on X with compact
support, and we construct “Grothendieck’s six operations” in the derived categories
of ind-sheaves, as well as new functors which naturally arise.

A method for constructing ind-sheaves is the use of Grothendieck topologies asso-
ciated with families 7 of open subsets satisfying suitable properties. Sheaves on the
site X7 naturally define ind-sheaves.

When X is a real analytic manifold, we consider the subanalytic site X, associated
with the family of open subanalytic subsets, and construct various ind-sheaves by
this way. We obtain in particular the ind-sheaf C)°(°’t of tempered C*°-functions,
the ind-sheaf CY"" of Whitney C'*°-functions and the ind-sheaf Dbl of tempered
distributions. On a complex manifold X, we concentrate on the study of the ind-
sheaf O% of “tempered holomorphic functions” and prove an adjunction formula for
integral transforms in this framework.



Résumé. — La théorie des faisceaux n’est pas bien adaptée a 1’étude de divers objets
de I’Analyse qui ne sont pas définis par des propriétés locales. Le but de cet article
est de montrer que ’on peut surmonter cette difficulté en élargissant la catégorie des
faisceaux a celle des ind-faisceaux, et étendre a ceux-ci le formalisme des faisceaux.

Soit X un espace localement compact et soit £ un anneau commutatif. Nous
définissons la catégorie I(kx) des ind-faisceaux de k-modules sur X comme la catégorie
des ind-objets de la catégorie Mod®(kx) des faisceaux de k-modules sur X & support
compact, et nous construisons les “six opérations de Grothendieck” dans la catégorie
dérivée des ind-faisceaux, ainsi que de nouveaux foncteurs qui apparaissent naturelle-
ment.

Une méthode pour construire des ind-faisceaux est 1’utilisation de topologies de
Grothendieck associées & des familles 7 d’ouverts de X satisfaisant certaines pro-
priétés. Les faisceaux sur le site X7 définissent alors naturellement des ind-faisceaux.

Quand X est une variété analytique, nous considérons le site sous-analytique X,
associé a la famille des ouverts sous-analytiques et nous construisons ainsi divers
ind-faisceaux. Nous obtenons en particulier le ind-faisceau C;’(O’t des fonctions C'*°
tempérées, le ind-faisceau CY "™ des fonctions C™ de type Whitney, et le ind-faisceau
Dbl des distributions tempérées.

Sur une variété complexe X, nous concentrons notre étude sur le ind-faisceau O%
des “fonctions holomorphes tempérées” et prouvons une formule d’adjonction dans ce
cadre.
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INTRODUCTION

Sheaf theory is not well suited to the study of various objects in Analysis which
are not defined by local properties, such as for example holomorphic functions with
tempered growth. The aim of this paper is to show that it is possible to overcome this
difficulty by enlarging the category of sheaves to that of ind-sheaves, and by extending
to ind-sheaves the machinery of sheaves.

Recall that if C is an abelian category, the category Ind(C) of ind-objects of C has
many remarkable properties: it contains C and admits small inductive limits, it is
abelian and the natural functor ¢ — Ind(C) is exact and fully faithful. Moreover
Ind(C) is, in a certain sense, “dual” to C.

For a locally compact topological space X and a commutative ring &k, we introduce
the category I(kx) of ind-sheaves of k-modules on X as the category of ind-objects
of the category Mod®(kx) of sheaves of k-modules with compact support in X. This
construction has some analogy with that of distributions: the space of distributions
is bigger than that of functions, and is dual to the space of functions with compact
support. This last condition implies the local nature of distributions, and similarly,
we prove that ind-sheaves form a stack (a “sheaf of categories”).

We construct “Grothendieck’s six operations” in the derived categories of ind-
sheaves, as well as new functors which naturally arise.

There is a method for constructing ind-sheaves using Grothendieck topologies. We
consider on X a family 7 of open subsets satisfying suitable properties and associate
to it a site. In particular, when X is a real analytic manifold and 7 is the family of
subanalytic open subsets, we obtain the “subanalytic site X,,”. We prove that the
category of ind-objects of 7T-coherent sheaves is equivalent to the category of sheaves
on the site X7. Therefore, such sheaves naturally define ind-sheaves.

As already mentioned, ind-sheaves allow us to treat functions with growth con-
ditions in the formalism of sheaves. On a complex manifold X, we can define the
ind-sheaf of “tempered holomorphic functions” O%, or the ind-sheaf of “Whitney
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holomorphic functions” OY%, and obtain for example the sheaves of distributions or
of C'*°-functions using Sato’s construction of hyperfunctions, simply replacing Ox
with O% or O%. We also prove an adjunction formula for integral transforms in this
framework.

The contents of these Notes is as follows.

Chapters I and II are a short review, without proofs, of the theory of ind-objects
with some applications to derived categories, and the theory of sheaves on Grothen-
dieck topologies. Of course all these theories (invented by Grothendieck) are now
classical. However, we shall also recall some technical statements extracted from [13]
which are new.

Chapter III is devoted to stacks on a locally compact space X. We introduce the
notion of a proper stack, show that this notion is stronger than the usual one of
a stack, although its axioms are quite easy to check, and prove that the indization
of a proper stack is a proper stack. There are new functors: ¢ from a stack to the
associated ind-stack, and its left inverse a. Under reasonable conditions which will
be satisfied by sheaves, a also admits a left adjoint 3.

Ind-sheaves are introduced in Chapter IV, in which we first construct the internal
operations: tensor product denoted by ®, and internal hom denoted by Zhom. We
then construct the external operations: inverse image f !, direct image f, and proper
direct image fi. Finally, we study the various relations among all these functors. Note
that the proper direct image of a sheaf is not the same in general whether we calculate
it in sheaf theory or ind-sheaf theory.

In Chapter V, we derive all the functors we have constructed, and give relations
among the derived functors. Moreover, as in the classical case, the functor R fy
admits a right adjoint f', and we study its main properties. One of the difficulties of
this study is that the category of ind-sheaves does not have enough injective objects.
In this chapter, we also introduce the notions of ind-sheaves of rings and modules.
This will be necessary for applications. For example, the ind-sheaf O% of “tempered
holomorphic functions” cannot be defined in the derived category of ind-sheaves of
Dx-modules, and one has to replace Dx with the ind-sheaf of rings Bx (Dx). As we
shall see, this does not cause much trouble.

Chapter VI is devoted to the construction of ind-sheaves using Grothendieck topolo-
gies. We consider a family 7 of open subsets of X satisfying suitable properties, and
its subfamily 7. of relatively compact open sets. We define the category Coh(7;) as
the full subcategory of Mod(kx) consisting of cokernels of morphisms F' — G with
F and G finite sums of sheaves of the type kxy with U € 7. and prove that this
category is abelian. Then we define the site X7 whose family of objects is 7, a cov-
ering of U € T being a locally finite covering in X. We study the category Mod (k)
of sheaves on this site and prove that it is equivalent to the category of ind-objects
of Coh(7;). Hence, there is a natural fully faithful exact functor from Mod(k7) to
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I(kx), and this is a useful tool for constructing ind-sheaves. The category I(kx) of
ind-sheaves on X is much bigger than the category Mod (k7). The first one does not
have enough injectives, which make the theory rather difficult, unlike the second one.
On the other hand the natural functor from Mod(kx) to I(kx) is exact, which fails
when we replace I(kx) with Mod (k).

We apply these results in Chapter VII and obtain the “subanalytic site” X,, on
a real analytic manifold X by taking the family of open subanalytic subsets as 7.
We construct various ind-sheaves on this site, and when X is a complex manifold this
allows us to define in particular the ind-sheaves O% and OY% of “tempered holomorphic
functions” and “Whitney holomorphic functions”, respectively. We prove formulas
for direct images, inverse images and composition with a regular holonomic kernel for
the ind-sheaf O% (in the framework of D-modules), from which we deduce a general
adjunction formula for integral transforms.






CHAPTER 1

INDIZATION OF CATEGORIES: A REVIEW

In all these Notes, a ring means an associative unitary ring, and the action of a ring
on a module is unitary. For a commutative ring k, a k-algebra is a ring A endowed
with a ring morphism £ — A whose image is contained in the center of A.

In this chapter, we recall some particular results on indization and localization of
categories that we shall need in the sequel. References are made to [16] for the theory
of universes and ind-objects and to [10], [13] or [5] for an exposition on categories and
homological algebra, in particular ind-objects, localization, and derived categories.
Some complementary results to the classical ones may be found in [13].

1.1. Ind-objects

Let U be a universe. A set is called ¢-small if it is isomorphic to a set belonging
to U. Recall that a U-category C is a category such that for any X,Y € C, the set
Hom (X,Y) is U-small. If moreover the family of objects (a set in a bigger universe)
of C is U-small, then one says that the category is U/-small. One says that a category
is essentially U-small if it is equivalent to a small category.

In these notes, we fix a universe U and we shall not refer to 4. We shall often abu-
sively refer to a U-category as a category. A category without the {/-small condition
is called a big category. We shall often simply denote by Set the category of ¢/-small
sets.

For a category C, we denote by C°P the opposite category of C, i. e. Ob(C°P) =
Ob(C) and Hom.,(X,Y) = Hom (Y, X).

Definition 1.1.1. — Let C be a category. One sets
C" : the big category of functors from C°? — Set .

One shall be aware that C" is not a U-category in general (unless C is essentially
small).
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One defines the functor
M C = ch
X +— Hom,(-,X).

Then for G € C” and X €C,
(1.1.1) Hom . (h"(X), Q) ~ G(X).
In particular,
Hom ., (h"(X),h"(Y)) ~ Hom,(X,Y),

and A" is fully faithful. We shall identify C with a full subcategory of C* by h". We
denote by CV the big category ((C°?)")°P. Then C is also embedded into CV.

The big category C” admits small inductive limits, but in general, even if C also
admits small inductive limits, the functor A" does not commute with hﬂ In order to

avoid confusion, we denote by “lim” the inductive limit in C " and by lim the inductive
limit in C. If I is small and a: I — C is a functor, we set “lim” o = lim(h" 0 ). In

other words, “lim” « is the object of C" defined by:
“lim”a : €3 X = limHom (X, a(7)).
iy i

With this convention

li_p;lHomC(X,a(i)) = Hom,,(h"(X), “li_ng” Q).

Recall that a category I is filtrant if it satisfies the conditions (i)—(iii) below.

(i) I is non empty,
(ii) for any 7 and j in I, there exists k € I and morphisms 1 — k,j — k,
(iii) for any parallel morphisms f, g: ¢ =3 j, there exists a morphism h: j — k such
that ho f = hog.

Recall also that I is called cofinally small if there is a small subset .S of Ob(I) such
that any ¢ € I admits an arrow ¢ — j with j € S.

Definition 1.1.2. — Let C be a category. An ind-object in C is an object A € C*
which is isomorphic to “lij” a for some functor a: I — C with I filtrant and small.
One denotes by Ind(C) the full subcategory of C” consisting of ind-objects, and calls

it the indization of C.

Note that Ind(C) is a U-category.
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For A € C", we define the category C4 and the functor a4: C4 — C by:
Ob(Ca) = {(X,a);X €C,a€ A(X)},
Hom,, ((X,a),(Y;d)) = {f:X —=Y;a=bof},
asa : (X,a)— X.

One proves easily that A € Ind(C) if and only if C4 is filtrant and cofinally small, and
A~ “liﬂ” a4 in this case.

One extends a functor F': C — C’ to a functor IF': Ind(C) — Ind(C’) as follows.
For A € Ind(C) one defines IF(A) € Ind(C’) by

IF(A) = “lip” F(X).
XeCa

For B € Ind(C) and a morphism f: A — B in Ind(C), f defines a functor C4 — Cp
(A(X)>ar foae B(X)). Hence we get a morphism

IF(f) . “liﬂ” F(X) % “l‘ﬂ” F(Y),

XeCa YeCr
and one checks that IF is a functor.
When A ~ “lim” a(i), B~ “liﬂ”ﬂ(j), one has
: J

Homlnd(C)(AJ B) ~ @@Homc(a(i), B(5)) s

and the map IF: Hom (A4, B) — Hom (IF(A),IF(B)) is given by
limlim Hom . (a(9), 5(3)) — limlim Hom, (F(a(0)), F(8(7))).

i
Proposition 1.1.3. — Let F: C — C'. Then

(i) the diagram below commutes
c—F ¢
Ind(C) —£>Ind(C"),

(ii) the functor IF': Ind(C) — Ind(C') commutes with filtrant inductive limits,
(iii) if F is faithful (resp. fully faithful), so is IF.

1.2. Indization and localization
Let C be a category and let S be a family of morphisms in C.

Definition 1.2.1. — A localization of C by & is the data of a big category Cs and
a functor Q: C — Cg satisfying;:

(i) for every s € S, Q(s) is an isomorphism,
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(ii) for any functor F': C — C' such that F(s) is an isomorphism for all s € S, there
exist a functor Fis: Cs — C' and an isomorphism F' ~ Fs o @,

c—Ls¢

Ql Fs

Cs

(iii) if G; and G5 are two functors from Cs to a big category C', then the natural
map Hom (G1,G2) — Hom (G1 o @, G2 o Q) is bijective.

Note that Cs is unique up to equivalence and Fs in (ii) is unique up to unique
isomorphism. It is well-known that if S is “a multiplicative system”, then the local-
ization exists. Using Ind(C), the localization is constructed as follows.

For any object X € C let us define the categories S ,S% and the functors ax,8x
as follows.

Ob(S%) = {s: X - X';5€S8}
HomS;{((s:X—)X'),(s':X—)X”)) = {h: X' X";hos=15s}

ax:8%y —-C is ax(X - X')=X/,

Ob(Sk) = {s:X'—= X;s€ 8}

Hom g ((s : X' = X),(s: X" - X)) {h:X" -5 X';s0h=3s"}
Bx:(Sx)? —=C is Bx(X'=X)=X"
s
By the definition, S is a multiplicative system if and only if the categories (S% )°P and

ST, are filtrant and contain X 2% X,
In the sequel, we shall have to consider the inductive limit lim Hom (Y, ax) with

X,Y € C. We shall often denote it by
lim  Hom (Y, X .

X— X' s€S
One has:

Hom, (X,Y) ~ limHom/(X,ay) = lim Hom/(X,Y’)
YooY ies

1

li_n>1HomC(,8X,ay) Hom,(X',Y")

li
X=X, Ygt}", s,teS
li_n>1HomC(,6X,Y) = lim Hom,(X',Y).
X’?X, SES

1

One defines the functor
a:C —Ind(C) CcC®
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by setting
Oé(X) — “lig” ax.

If f: X — Y is amorphism in C, one constructs a(f): a(X) — a(Y) using the axioms
of multiplicative systems, and one obtains a functor a: C — Ind(C).

Proposition 1.2.2. — (i) The functor a factorizes through Cs, hence defines a
functor as: Cs — Ind(C).
(ii) The functor as is fully faithful.

One shall be aware that the diagram

Q

C——Cs

N

Ind(C)
is mot commutative in general. However, there is a natural morphism:

(1.2.1) " a=asoQ, X — “lim” ax.

Localization of functors. — Let C be a category, S a multiplicative system and
F:C — C' a functor. In general, F' does not send morphisms in S to isomorphisms
in C', hence, does not factorizes through Cs. It is however possible in some cases to
define a localization of F' as follows.

Definition 1.2.3. — (i) A right localization of F' (if it exists) is a functor Fs :
Cs — C' and a morphism of functors 7: F' — Fso( such that, for any morphism
G:Cs — (', the map Hom (Fs,G) — Hom (F, G o Q) is bijective.

We say that F is right localizable if it admits a right localization.
(ii) We say that F is universally right localizable, if for any functor K: C' — C",
the functor K o F is right localizable and moreover (K o F)s — K o Fg.

Proposition 1.2.4. — Let C be a category, T a full subcategory, S a multiplicative
system in C, and T the family of morphisms in T which belong to S. Let F': C — ('
be a functor. Assume that

(i) T is a multiplicative system in Z,

(ii) for any X € C there exists s: X - W with W €T and s € S,

(iii) for any t € T, F(t) is an isomorphism.

Then F' is universally right localizable.
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Indeed, the restriction of F' to Z is localizable, and the natural functor Z — Cs
is an equivalence. This is visualized by the diagram

I—Q>Z7' Fs

Fr i
Fou V

C

Definition 1.2.5. — Let X € C. One says that F' is right localizable at X if
“lig”(F o ax) is representable in C’.

Recall that
“lim”(Foax)=“lim” F(X'), (X - X' € S).
= X%
Proposition 1.2.6. — Let F: C — C' be a functor and S a multiplicative system in
C. The two conditions below are equivalent:

(i) F is right localizable at each X € C,
(il) F is universally right localizable.

1.3. Indization of abelian categories

From now on, C is an abelian category. One denotes by C"%4¢ the big category
of additive functors from C°P to Mod(Z). This big category is clearly abelian. One
denotes by €244 the full big subcategory consisting of left exact functors. The
functor h": C — C” makes C a full abelian subcategory of C"®%¢ and this functor is
left exact, but not exact.

As seen in §1.1, an ind-object in C is an object A € C" which is isomorphic to
“lig” a for some functor a: I — C with I filtrant and small. Hence, Ind(C) is a full

additive subcategory of C"?44:!, Recall that it is a U-category. If C is small, then
Ind(C) ~ ¢/eddt,

The category Ind(C) admits kernels and cokernels. Indeed, if f: A — B is a
morphism in Ind(C), one may construct a small filtrant category I, two functors
a,B: I — C and a morphism ¢: o — 8 such that A ~ “li_ng” a, B~ “li_ng”ﬁ and

f=“lim” . Then “lim”kerp and “lim” coker ¢ will be a kernel and a cokernel of
f, respectively.

Theorem 1.3.1 (see [13]). — (i) The category Ind(C) is abelian.
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(ii) The natural functor C — Ind(C) is fully faithful and ezxact and the natural func-
tor Ind(C) — C"* 4s fully faithful and left ezact.

(iii) The category Ind(C) admits exact small filtrant inductive limits.

(iv) Assume that for any family {X;}ic1 of objects of C indexed by a small set I,
the product [[, X; (which is well-defined in C") belongs to Ind(C). Then the
category Ind(C) admits small projective limits, and the functor @1 is left exact.

In particular, Ind(C) admits small direct sums, which are denoted by “@”.

As a consequence of the preceding results, one gets that if 0 - A’ - 4 — A" -0
is an exact sequence in Ind(C), then one may construct a filtrant and small category
I and an exact sequence of functors from I to C, 0 — o’ — a — o’ — 0 such that
0— “liﬂ” o = “lig” oa— “@” o' — 0 is isomorphicto 0 - A’ - A — A" — 0.

This immediately implies that if F': C — C' is an additive functor of abelian cat-
egories and IF: Ind(C) — Ind(C') is the associated functor, then I'F is left (resp.
right) exact as soon as F is left (resp. right) exact.

Proposition 1.3.2. — A sequence of morphisms A 7) B — C inInd(C) with gof =
g

0 is ezact if and only if for any commutative diagram in Ind(C) with Y € C

X o h) Y

AN

A—>B—~C

the dotted arrows may be completed to a commutative diagram, with X € C and h an
epimorphism.

Proposition 1.3.3. — Let C be an abelian category.

(i) C is stable by extension in Ind(C).
(ii) Let Co C C be an abelian subcategory stable by extension in C. Then Ind(Co) is
stable by extension in Ind(C).

Let C be an abelian category and J a full additive subcategory.

Definition 1.3.4. — We say that J is generating (resp. cogenerating) in C if for
any X € C there exists an epimorphism Y —»X (resp. a monomorphism X—Y") with
YeJ.

1.4. Derived categories

In this subsection, C, C’, etc. are abelian categories.
One denotes by C(C) the abelian category of complexes in C. By regarding mor-
phisms in C(C) which are homotopic to 0 as the zero morphism, one obtains the
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triangulated category K (C), whose distinguished triangles are those isomorphic to
X 7) Y — M(f) e where M(f) denotes the mapping cone of the morphism f in

c(C).

A morphism f: X - Y in K(C) (or in C(C)) is called a quasi-isomorphism (a gis
for short) if it induces an isomorphism HY(f): H/(X) — HI(Y) for all j € Z.

The derived category D(C) is the localization of K(C) by the multiplicative system
of quasi-isomorphisms. It is naturally a triangulated category. It is a big category in
general.

One denotes as usual by D*(C) (x = 4+, — or b) the full triangulated subcategory
of D(C) consisting of complexes bounded from below, from above, or bounded.

Now consider a left exact functor F: C — C'. It defines a functor K(F): K(C) —
K(C"). We shall often write F instead of K (F') for short.

Definition 1.4.1. — Let J be a full additive subcategory of C. One says that J is
F-injective if:

(i) the category J is cogenerating in C,

(ii) for any X € K*(J) such that X is gis to 0, F/(X) is qis to 0.

By considering C°P, one obtains the notion of an F'-projective subcategory, when
F is right exact.

Proposition 1.4.2. — Let J be an F-injective subcategory of C. Then F is right
derivable, i.e. F: KT(C) — DT (C') is universally right localizable with respect to the
multiplicative system of quasi-isomorphisms. In particular F' admits a right derived
functor RF: D¥(C) — D*(C'). Moreover we have H*(RF(X)) =0 for any X € J
and k # 0.

Recall that if X € K*(C), then

RF(X) — 3 m77 F(XI)
XX
in Ind(D*(C")).
There is a useful tool to check that a subcategory is F-injective.
Theorem 1.4.3 ([13]). — Let J be a full additive subcategory of C. Assume:
(i) the category J is cogenerating in C,
(ii) for any monomorphism Y'—X with Y' € J there exists an ezact sequence
0=2Y =2Y >Y">0withY,Y" in J such that Y' — Y factorizes through
Y' — X and such that the sequence 0 — F(Y') —» F(Y) — F(Y") — 0 is exact.

Then the category J is F-injective.
As a corollary, we recover a classical result:

Corollary 1.4.4. — Let J be a full additive subcategory of C. Assume:



1.5. INDIZATION AND DERIVATION 13

(i) the category J is cogenerating in C,
(ii) for any exact sequence 0 - X' - X — X" - 0 C, if X', X € J, then
X" e J,
(iii) for any ezact sequence 0 - X' - X — X" — 0 in C with X', X € J, the
sequence 0 — F(X') —» F(X) — F(X") — 0 is ezact.

Then the category J is F-injective.

We shall also have to derive bifunctors. Consider three abelian categories C, C', C"
and an additive bifunctor F': C x C' — C"”. We shall assume that F is left exact with
respect to each of its arguments.

Definition 1.4.5. — Let J and J' be full additive subcategories of C and C' re-
spectively. One says that J x J' is F-injective if

(i) J and J' are cogenerating,
(ii) for any Y € J, J' is F(Y, -)-injective,
(iii) for any Y' € J', J is F(-,Y")-injective.

Proposition 1.4.6. — Assume that there exist J and J' such that J x J' is F-
injective. Then F' is right derivable and defines RF : DT(C) x D*(C') — DT(C").
Moreover, for (X,X') € K*(C) x Kt(C'") one has:

RF(X,X')~  “lm”  F(Y,Y').
X =YX =y

qis

1.5. Indization and derivation

We shall study the derived category D(Ind(C)) of the category Ind(C) associated
with an abelian category C. In such a study, the universe U plays an important role.
In fact, even if C has enough injectives, the category Ind(C) does not have enough
injectives in general (see [13]). Instead, we shall use the following notion of quasi-
injectives. Recall that unless otherwise specified, when we consider a category C, it is
a U-category.

Let C be an abelian category, C' C C a full abelian subcategory (hence, the natural
functor C' — C is exact). One denotes by D% (C) the full subcategory of D®(C)
consisting of objects with cohomology in C'. If C' is stable by extension in C, then
D}, (C) is triangulated.

The next result is easily deduced from Propositions 1.3.3 and 1.3.2.

Proposition 1.5.1. — Let C be an abelian category. The natural functor D*(C) —
D% (Ind(C)) is an eguivalence of triangulated categories.



14 CHAPTER 1. INDIZATION OF CATEGORIES: A REVIEW

Definition 1.5.2. — Let A € Ind(C). We say that A is quasi-injective if the functor
C® — Mod(Z),
X = A(X) (= Homp,y) (X, 4))

is exact.

Assuming that C has enough injectives, one proves easily that A is quasi-injective if
and only if there exist a small filtrant category I and a: I — C such that A ~ « li_n;” a

and «a(i) is injective in C for all 5 € I.

Definition 1.5.3. — Let C be an abelian category. A system of strict i/-generators

in C is a family {G,;a € A} of objects of C such that A is U-small and:

. . @©Hom (GG7X) .
(i) for all X € C and all a € A, the object G, exists,
Hom (Ga,X
(ii) for all X € C, there exists a € A such that the morphism Gf om! ) = X is

an epimorphism.

A system of strict i/-generators is a system of U-generators in the sense of Grothen-
dieck ([7])-

Theorem 1.5.4 ([13]). — Let C be an abelian category with a system of strict gen-
erators and let S C Ob(Ind(C)) be a small subset.

(a) There exists an essentially small full abelian subcategory Co of C such that S C
Ob(Ind(Co)) with the properties:

(i) Co is stable under sub-object, quotient and extension in C,

(ii) for any epimorphism X—>Y" with Y" € Cy and X € C, there exists a
morphism Y' — X with Y' € Cy such that the composition Y' — Y" is
an epimorphism,

(iii) Ind(Cy) is stable by sub-object, quotient and extension in Ind(C),

(iv) for any epimorphism X —Y" with Y" € Ind(Cy) and X € Ind(C), there
exists a morphism ' Y' — X with Y' € Ind(Cy) such that the composition
Y' = Y" is an epimorphism,

(v) Ind(Co) has enough injectives.

(b) Assume moreover that C has enough injectives. Then we may choose Cy having
the above properties and such that the injective objects of Ind(Co) are quasi-
injective in Ind(C).

Corollary 1.5.5. — Assume that C has enough injectives and a system of strict
generators. Then Ind(C) admits enough quasi-injectives.

We denote by Z, the category of quasi-injective objects in Ind(C).
As above, denote by F': C — C' a left exact functor, and by IF': Ind(C) — Ind(C’)
the associated left exact functor.
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Theorem 1.5.6. — Assume that C has enough injectives and a system of strict gen-
erators.

(i) The category Z, is IF-injective.

(ii) The diagram below commutes :

D*(C) __RF D*(C")

| |

D*(Ind(C)) £ D+ (Ind(C")).
(iii) The functor RFIF: Ind(C) — Ind(C') commutes with “lig”. In other words, if

I is small and filtrant and a: I — Ind(C), then
RkIF(“li_I];l” a) ~ “liﬂ”(RkIF ° a).

Corollary 1.5.7. — We keep the notations and the hypotheses of Theorem 1.5.6.
Let X € D®(C). Then there is a natural isomorphism

ligHomDJr(c) (X, a) =~ Hom p 1,4, (X “I'E” a).
Remark 1.5.8. — One can prove that if C denotes the category Mod(C) of vector
spaces over the field C, then Ind(C) does not have enough injectives.

Exercises to Chapter 1

Exercise 1.1. — Let k be a field and let C = Mod(k). Define 8: C — Ind(C) by

setting (V) = “ lim” W, where W ranges over the family of finite-dimensional vector
wcv
subspaces of V.

(i) Prove that k is projective in Ind(C).

(ii) Prove that the natural morphism 8(V) — V is a monomorphism.

(iii) Prove that if V is infinite-dimensional, then 3(V) is not representable in Mod (k).
In particular, (V) — V is not an isomorphism.

(iv) Prove that Homy, ¢ (k, V/B(V)) =0 for all V € C.






CHAPTER 2

GROTHENDIECK TOPOLOGIES: A REVIEW

In this chapter we briefly recall without proofs some classical constructions. Ref-
erences are made to [16].

2.1. Sites, presheaves and sheaves

The Grothendieck topology was introduced by A. Grothendieck in order to have
a cohomology theory on algebraic varieties. The idea underlying this construction is
that the notion of sheaves on a topological space X essentially relies on the category
Op(X) of open subsets of X and on the notion of open coverings, and nothing else.
Hence to construct the category of sheaves, we may start with an arbitrary category
and axiomatize the notion of a covering.

However, we shall not treat the most general case, and for simplicity we shall only
consider U-small categories admitting finite products and fiber products. If C is such
a category and U € C, one denotes by Cy the category of arrows V — U. Clearly, Cy
admits finite products and fiber products.

Note that if C admits a terminal object X, then C admits finite products and fiber
products if and only if C admits finite projective limits. Moreover the product is the
fiber product over X.

If V — U is amorphism and S C Ob(Cy), we denote by V xS the set {VxyW —
V;W e S} C Ob(Cy).

Definition 2.1.1. — If S;,5> C Ob(Cy), one says that S; is a refinement of Sy if
any V — U in S; factorizes as V — V' — U with V! — U € S5. In such a situation
one writes S; < Ss.

Definition 2.1.2. — A Grothendieck topology on C is the data associating to any
U € C a family Cov(U) of subsets of Ob(Cy) satisfying the axioms:

GT1 {U = U} belongs to Cov(U),
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GT2 if S; € Cov(U) is a refinement of S2 C Ob(Cy), then Sy € Cov(U),

GT3 if S € Cov(U), then V xy S € Cov(V) for any V — U,

GT4 if S1,S2 C Ob(Cy), S1 € Cov(U) and V xy S2 € Cov(V) for any V € S1, then
Ss € COV(U).

A subset S € Cov(U) is called a covering of U.

A site X is a category Cx which admits finite products and fiber products and endowed

with a Grothendieck topology.

In the case when Cx admits a terminal object, we denote it by the same letter X.
Let X and Y be two sites.

Definition 2.1.3. — (i) A functor f*: Cy — Cx is said to be continuous if it
commutes with fiber products and if for any V' € Cy and any S € Cov(V),
F4(8) € Cov(£4(V)).

(ii) A morphism of sites f: X — Y is a continuous functor ft: Cy — Cx.

Examples 2.1.4. — (i) Let X be a topological space. The set Op(X) of open
subsets of X ordered by inclusion defines a category, still denoted by Op(X).
Note that if U € Op(X), then Op(X)y = Op(U). We keep the same symbol X
to denote the site obtained by endowing Op(X) with the following topology: a
subset S C Op(U) is a covering of U if Uy, gV =U.

(ii) If f: X — Y is a continuous map of topological spaces, we shall denote by
ft: Op(Y) — Op(X) the functor V +— f~1(V) and by f: X — Y the associated
functor of sites. Hence, identifying a topological space with a site, one identifies
a continuous map with a functor of sites.

(iii) Let X be a topological space. We can also endow Op(X) with the following
topology: a subset S C Op(U) is a covering of U if there exists a finite subset
So C S such that Uy .5, V = U. We denote by X; the site so-obtained.

(iv) Assume that X is a locally compact topological space. We denote by X;; the
category Op(X) endowed with the following topology. A subset S C Op(U) is
a covering of U in Xjy if for any compact K of X, there exists a finite subset
So C S such that K N (Uyeg,V)=KNU.

If U € Op(X), we denote by Ux,, the category Op(U) endowed with the
topology induced by X;;: a covering of V' C U for the topology Ux,, is a
covering of V' in X;;. There is a natural morphism of sites U;y — Ux,, which
is not an isomorphism in general.

In these Notes, we shall restrict ourselves to the study of sheaves of k-modules.
(Recall that k denotes a commutative ring.)
Definition 2.1.5. — Let X be a site.

(i) A presheaf F' of k-modules on X is a functor C3¥ — Mod(k) and a morphism of
presheaves is a morphism of such functors.
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(ii) One denotes by Psh(kx) the abelian category of presheaves of k-modules on X .
(iii) If F is a presheaf of k-modules on X and S C Cy, one sets

FS)=ker([[ F(V)= [ F(V' xuV").
ves v, vies
(Recall that the kernel of the double arrow is the kernel of the difference of the
two arrows. Here the two arrows are associated to F(V') — F(V' xy V") and
FV"y = F(V' xyg V"))

(iv) We say that a presheaf F' of k-modules on X is separated (resp. is a sheaf) if for
any U € Cx and any covering S € Cov(U), the natural morphism F(U) — F(S)
is a monomorphism (resp. an isomorphism).

(v) One denotes by Mod(kx) the full additive subcategory of Psh(kx) consisting of
sheaves of k-modules on X. We shall often write Hom  instead of Hom ;.4

Notation 2.1.6. — Let F be a presheaf on Cx, let U € Cx, let V — U € Cy, and
let s € F(U). One sometimes writes s|y to denote the image of s in F(V) by the
morphism F(U) — F(V).

Let X be a site. In order to construct the sheaf associated with a presheaf, we need
some preparation. For U € Cx, notice first that the relation S; < S5 is a pre-order on
Cov(U). Hence, Cov(U) inherits a structure of a category: Hom ¢, (1) (51, S2)= {pt}
or & according whether S is a refinement of Ss or not, and Cov(U)°P is filtrant. Note
that for S1, 52 € Cov(U), {V1 xu Va;V; € S;i,i = 1,2} again belongs to Cov(U).

Let F' € Psh(kx), and let S; < Sa. For V1 € Sy, define first [[,, g, F(V) — F(V1)
by choosing V5 € S2 such that V3 — U factorizes through V2 — U. The composition
F(S2) = [lyes, F(V) — F(V1) does not depend on the choice of V> € S2, and
defines F(S2) — F(S1). Hence, F gives a functor Cov(U)°P — Mod(k). One defines
the presheaf F't by setting for all U € Cx:

(2.1.1) FrU)= 1l F(9).
SeCov(U)
Theorem 2.1.7. — (i) The functor T : Psh(kx) — Psh(kx) is left ezact.
(ii) For any F € Psh(kx), FT is a separated presheaf.
(iii) For any separated presheaf F, FT is a sheaf.
(iv) The functor *+: Psh(kx) — Mod(kx) is a left adjoint to the embedding functor
L: MOd(kx) — Psh(kx).

In the sequel, we shall often omit to write the symbol «. Hence, (iv) may be written
as
(2.1.2) Hom Psh(kx)(F, G) ~ HomMod(kX)(FH',G),

with F' € Psh(kx) and G € Mod(kx). If F is a presheaf on X, the sheaf F*1 is
called the sheaf associated with F'.
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Definition 2.1.8. — (i) Let M € Mod(k). One denotes by Mx the sheaf asso-
ciated with the presheaf U — M and calls Mx the constant sheaf with stalk
M.

(ii) For U € Cx, one defines kxy € Mod(kx) as the sheaf associated with the
presheaf V s k&Hom (V:U)

Proposition 2.1.9. — Let F € Mod(kx). There is a natural isomorphism
F(U) ~ Homkx (kXUa F)

Theorem 2.1.10. — (i) The category Mod(kx) admits projective limits. More
precisely, if {F;}ic1 is a projective system of sheaves, its projective limit in
Psh(kx) is a sheaf and is a projective limit in Mod(kx).

(ii) The category Mod(kx) admits inductive limits. More precisely, if {F;}icr is an
inductive system of sheaves, its inductive limit in Mod(kx) is the sheaf associ-
ated with its inductive limit in Psh(kx).

(iii) The category Mod(kx) is abelian.

(iv) The functor . : Mod(kx) — Psh(kx) is fully faithful and left exact. The functor
*++ : Psh(kx) — Mod(kx) is ezact.

(v) Filtrant inductive limits in Mod(kx) are ezact.

(vi) The U-category Mod(kx) admits enough injectives.

Notation 2.1.11. — Let U € Cx and let F' € Mod(kx). One sets
I(U;F) = F(U).

Proposition 2.1.12. — A morphism ¢ : F — G in Mod(kx) is an epimorphism if
and only if for any U € Cx and any t € G(U), there exists a covering S € Cov(U)
such that for each V € S there exists sy € F(V) with p(sv) = t|v.

2.2. Inverse and direct images

Consider a morphism of sites f: X — Y associated with f*: Cy — Cx. One defines
a functor
f«: Psh(kx) — Psh(ky)

by setting for V € Cy and F € Psh(kx), (f«F)(V) = F(f*(V)). This functor induces
a functor that one denotes by the same symbol:
f+: Mod(kx) — Mod(ky).
One defines a functor
If: Psh(ky) — PSh(kx)
by setting for G € Psh(ky), If(G)(U) = lim G(V).

U—f4(V)
One defines

F1: Mod(ky) — Mod(kx)
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by setting f1G = (If(G))*+.

Theorem 2.2.1. — (i) The functor f~': Mod(ky) — Mod(kx) is left adjoint to
f«: Mod(kx) — Mod(ky). In other words, we have for F € Mod(kx) and
G € Mod(ky):

Hom, (f'G,F) ~ Hom, (G, f.F).

(ii) The functor f. is left exact and commutes with projective limits.
(iii) The functor f=! is exact and commutes with inductive limits.

Notation 2.2.2. — (i) We denote by {pt} the category with one object {pt} and
one morphism, endowed with its natural topology for which Cov({pt}) consists
of {ld{pt}}

(ii) Let X be a site with a terminal object X. We denote by ax the morphism of
sites X — {pt} defined by a’ ({pt}) = X.

2.3. The functor i{,l

Definition 2.3.1. — Let U € Cx andlet V € Cy. A subset of Cy is called a covering
of V in Cy if it is a covering in Cx.

Clearly, the conditions of Definition 2.1.2 are satisfied and we get a site (with a
terminal object U) that we denote by U. We define the functor

z’fj Cx — Cu
iL(V) = UxV.
Since if; commutes with fiber products, it defines a functor of sites
iv: U — X.
Note that for F' € Mod(kx) and for a morphism W — U, we have
(2.3.1) (ig"F)(W) ~ F(W).
Notation 2.3.2. — (i) For F € Mod(kx) and U € Cx, one sets
Ty (F) = iv.ig'F € Mod(kx).
(ii) We sometimes write for short
Fly :=ij'F.
If F € Mod(ky) with U — V', we keep the same notation F|y.

Clearly, the functor 'y : Mod(kx) — Mod(kx) is left exact, there is a natural
morphism F — I'y (F), and I'(X;-) o Ty (-) =~ T'(U;-). Moreover we have for F,G €
MOd(kx):

Hom, (F,Ty(G))~ Hom, (F|u,G|v).
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Consider the functor
jfj Cv — Cx,
V » V.
This functor defines a functor of sites
ju: X = U.
We get functors:

) R
Mod(ky) === Mod(kx ) =—= Mod (k).
JU « U «

Definition 2.3.3. — One sets iy, = ju .

Proposition 2.3.4. — (i) One has ju, ~iy".
(i) i7" is ezact and commutes with projective limits.
(iii) gy := ju ' is a left adjoint to iy *. In other words, for F € Mod(ky) and
G € Mod(kx) one has
Hom, (it F,G) ~ Hom, (F,iy~'G).
(iv) iy, is exact and commutes with inductive limits.

(v) For F € Mod(ky), the sheaf iy F' is the sheaf associated with the presheaf
Cx3 Ve @DyyF(V-=TU).

Notation 2.3.5. — For F € Mod(kx) and U € Cx, one sets
Fy = iU!iuilF.
Note that the functor F' — Fy is exact and there is a natural morphism Fyy — F.

Moreover, if F' = kx, this definition agrees with Definition 2.1.8 (ii).
Consider the hypothesis for U € Cx:

(2.3.2) For any V € Cx, Hom,_(V,U) has at most one element.

Proposition 2.3.6. — Assume (2.3.2).
(i) One has iy' oiy, ~id and iy o iy, ~ id.
(ii) iy, and iy, are fully faithful.
(iii) The natural morphism Fy — F is a monomorphism.

Consider a morphism of sites f: X — Y and assume that Cx and Cy have terminal

objects X and Y and f{(Y) = X. Let V € Cy, U = f(V). The morphism f defines
a morphism f|y: U — V. Consider the commutative diagrams of sites

X—f>Y X—f>Y

TiU Tiv ljv ljv
flu flu

U——V U——=V.
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We deduce
(2.3.3) ivio(flu)™ = floiyy,
(2.3.4) (flo)ooig' = iy’ o fu
Using (2.3.3), we get the isomorphism
(2.3.5) (flv) tkyv ~ kxu.

2.4. Internal hom and tensor product

Definition 2.4.1. — Let X be a site and let F,G € Mod(kx).

(i) We denote by Hom, (F,G) the presheaf on X, U ~ Hom, (F|v,G|v) and
call it the “internal hom” of F' and G. If there is no risk of confusion, we write
Hom (F, Q) instead of Hom, (F,G).

(ii) We denote by F' ®, G the sheaf associated with the presheaf on X, U —
F(U) ®, G(U) and call it the tensor product of F' and G. If there is no risk of
confusion, we write F' ® G instead of F'®, G.

Proposition 2.4.2. — Let F,G,K € Mod(kx).
(i) The presheaf Hom (F,G) is a sheaf on X,
(i) for any U € Cx, iy Hom (F,G) ~ Hom (i;;' F,i;'G),
(iii) Hom (kx, F) ~ F,
(iv) kx ® F ~ F,
(v) Hom (F ® G, K) ~ Hom (F,Hom (G, K)).
Now consider a morphism of sites f: X — Y.

Proposition 2.4.3. — (a) Let F € Mod(kx) and let G € Mod(ky). There is a
natural isomorphism in Mod(ky)

(2.4.1) Hom, (G, foF) = fsHom, (f7'G,F).

(b) Let G1,G2 € Mod(ky). There is a natural isomorphism in Mod(kx)
(2.4.2) FHGL®G2) = f1G1® f1Ga.

As a corollary, we find that the functor iy, commutes with tensor product.

Proposition 2.4.4. — Let U € Cx, let F € Mod(ky) and let G € Mod(kx).

(a) There is a natural isomorphism
(2.4.3) in(F®i5'G) = iy F ®G.

(b) There is a natural isomorphism
(2.4.4) Hom (ip\F, G) ~ iy Hom (F,i;*G).
Proposition 2.4.5. — Let U € Cx and let F,G € Mod(kx). Then
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(i) Fv ® Gy ~ (F ® G)u,

(ii) Hom, (Fy,G) ~Hom, (Flv,G|v),
(iii) Fy ~ F®kXU,
(iV) Hom (kXU,F) =~ FU(F).

Exercises to Chapter 2

Ezercise 2.1. — Let X be a site.
(i) Prove that hypothesis (2.3.2) on U € Cx is equivalent to

for any morphisms V — U and W — U, onehas V xy W = V x W.
Assume hypothesis (2.3.2) is satisfied for every U € Cx.
(ii) Let U,V € Cx and set W = UxV. Denote by i}, : Cww — Cy the natural morphism
of sites, and similarly for Y. Prove the isomorphism ij;! o iy, ~ ¥, 04, .

(iii) Let F' € Mod(kx). Under the notations in (ii), prove the isomorphismsiy;' Fyr —
Z'ElFV and (FV)U ~ Fw.



CHAPTER 3

STACKS

In this chapter, we work in a fixed universe /. Hence, otherwise stated, a category
means a U-category and all sets are UU-small. We shall denote by X a topological
space and by k a commutative ring.

3.1. Definition of stacks

References are made to [6] (see also [9]).

Definition 3.1.1. — A prestack C on a topological space X is the data of:

(i) for each open subset U of X, a category C(U),
(ii) for each open inclusion V' C U, a functor (sometimes called the restriction
functor) pyu: C(U) — C(V),
(iii) for each open inclusions W C V' C U, an isomorphism of functors Awvuy: pwy o
pvu = pwu,

these data satisfying;:

(i) pvv =idewy,
(ii) for each open inclusions U; C Uy C U3 C Uy, the diagram below is commutative
(in this diagram, we shall write p;; instead of py,y; and A instead of Ay,v, v, ):

A234
P12 © P23 © P34 —— P12 © P24

\L/\lza \L/\lm

A134
P13 © P34 ———— > P14.

It follows from the axioms that A\yvyy =id and Ayyy =id for V C U.
A prestack of k-additive (resp. k-abelian) categories is a prestack such that for each
U, C(U) is k-additive (resp. k-abelian) and the functors pyy are k-linear.
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Notation 3.1.2. — (i) For F,G € C(X) one denotes by Hom . (F, G) the presheaf
of sets on X: U — HomC(U) (puxF, puxG) (U open). One sets Ende(F) =
Hom . (F, F).

(ii) For F € C(U) one often writes F|y instead of pyy (F') for short, and one calls it
the restriction of F'to V. Hence, for W C V' C U, A\wvy defines an isomorphism
Mwvu: (Flv)lw = Flw.

(iii) If C is a prestack on X, one defines in an obvious way the prestack C|y on U,
its restriction to U.

(iv) If {U;;i € I} is a family of open subsets, one writes U;; = U; N U;,Usjp =
Uz' n Uj n Uk, etc.

Definition 3.1.3. — We say that a prestack C satisfies the axiom ST1, if for any
open subset U of X and any F,G € C(U), the presheaf ’Homclu(F, G) is a sheaf on
U.

If C is a prestack of additive categories satisfying ST1 and F' € C(U), one defines
the support of F', denoted by supp F', as the complementary set in U of the union
of all open subsets V' C U such that F|y = 0. This coincides with the support of
idp € T'(X; Endc(F)). Note that if V = |J,.; Vi and F|y; = 0 for all ¢, then F|y = 0.
Definition 3.1.4. — We say that a prestack C satisfies the axiom ST2, if for any
open subset U C X, any open covering U = |J;; Ui, any family F; € C(U;), any
family of isomorphisms 6;: F|y,, — Fj|u,, such that:

(3.1.1) 0,

Ui © Ojklus = Oikluijns

there exist F' € C(U) and isomorphisms 6;: F'
Ui ) =0;

More precisely, (3.1.1) means that the diagram below (in which we do not write
explicitly the morphisms J\;;;) commutes:

v; — F; such that

Ui"

01

i ~
Fk|Ujk|Uijk > Fj|Ujk|Uijk > Fj|Uijk
Fk|Uijk Fj Uij |Uije
~ 6:;
Fy Ui Ui jx F; Uij|Uijk
Ok ~
F; Ui |Uijx F; Uijr
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and the equation (3.1.2) means that the diagram below commutes
F|Uj|Uij N—>F|Ui;‘ -~ F|Ui|Uz'j

- -

0;;
U;j EU,

F;

Definition 3.1.5. — (i) A separated prestack is a prestack which satisfies the
axiom STI.
(ii) A stack is a prestack which satisfies both the axioms ST1 and ST2.

Note that if C is a stack and if F' is defined as in ST2, then F' is unique up to
isomorphism. Indeed, if (F”,6}) is another candidate, the isomorphisms «; : 9;.—1 00; :
F|y, = F'|y, will glue as an isomorphism a: F' = F' by ST1.

Note also that for a stack of additive categories, C (&) is equivalent to 0, the category
consisting of the zero object.

Definition 3.1.6. — Let C and C’' be two prestacks on X. We shall denote by pyy,
Awvu (resp. pi s Ayve) the associated functors and morphisms of functors on C
(resp. C"). A functor of prestacks p: C — C' is the data of:

(i) for each open subset U, a functor ¢y : C(U) — C'(U),
(i) for each open inclusion V C U, an isomorphism of functors 8y : ¢y o pyy —
Pvu © $U,
such that for each open inclusions W C V C U, the diagram below commutes:

Awvu
PW O PWV O PYU ——— = PW © pwuU

9wvl

/
Pwv CPV °pvu Owu

9vul
Aw

! ] vu ]
Pwv O Pyyu YU — = Pwyu °¥U-

A functor of stacks is a functor of the underlying prestacks. One defines naturally
the notion of a functor of k-additive or k-abelian stacks.

Definition 3.1.7. — Let C and C' be two prestacks on X. We shall use the same
notations pyy and py,; as in the preceding Definition 3.1.6. Let ¢: C — C' and
¢': C = C' be two functors of prestacks. We denote by 8y (resp. 6,¢;) the associated
morphism to ¢ (resp. ¢'). A morphism f: ¢ — ¢’ of functors of prestacks is the data
which associate, to each open subset U, a morphism fy: ¢y — ¢y of functors from
C(U) to C'(U), such that for each open inclusion V' C U and F € C(U), the following
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diagram commutes:

fv(pvuF)
ov(pvuF) ——"2— &, (pvu F)
9VU(F)l \LGIVU(F)
pyu(fuF)
PIVU (puF) ve pIVU (‘PIUF) .

Hence, one has the notion of equivalence of stacks.

Ezamples 3.1.8. — (i) If C is a stack on X, then C|y is a stack on U.

(ii) Let A be a sheaf of k-algebras on X. Then U — Mod(A|y) is a stack of k-abelian
categories on X.

3.2. Proper stacks

From now on, we assume that the topological space X is Hausdorff and locally
compact. Recall that, for open subsets U and V of X, V CC U means that the
closure V of V is compact and contained in U. In this section, C is a prestack of
abelian categories on X.

Notation 3.2.1. — For an open subset U of X, we denote by iy the open embedding
U — X. We often write i{,l instead of pyx to denote the restriction functor C(X) —
C(U). Hence, for F' € C(X), we have three notations:

puxF = FlU = Z{IIF

Definition 3.2.2. — A proper stack C on X is a prestack C of abelian categories
satisfying the following axioms:

(i) C is a separated prestack,
(ii) for all open subsets V C U C X, the restriction functor pyy is exact,
(iii) for all open subset U C X, C(U) admits small filtrant inductive limits, and the
functor hﬂ is exact over such limits and commutes with pyy,

(iv) for all open subset U C X, C(U) admits small filtrant projective limits, and the
functor @ commutes with pyy,

(v) for all open subset U C X, the functor i;;' admits a left adjoint, and denoting
this functor by iy, it satisfies ide() — iy o vy

We shall prove later that a proper stack is actually a stack.
In the sequel let C be a proper stack.
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Lemma 3.2.3. — For any small filtrant inductive system {F;}; in C(X) and for any
small filtrant projective system {G;}; in C(X), we have

%omc(@Fi,@Gj) o~ @Homc(ﬂ,Gj).
i J 2%
Proof. — This immediately follows from the fact that inductive and projective limits
commute with the restriction functors. q.e.d.

Lemma 3.2.4. — For open subsets V. C V! C U and F € C(U), there exists a
canonical morphism

ivi(Flv) = iy (Flyr)-

Moreover, if V' N W C V, this morphism is an isomorphism.
Proof. — For any G € C(X), we have a chain of morphisms
Hom x) (iv1(F|y+), G) = Hom ) (F|vr, Glv)
s Homy, (Flv, Gly) = Homg x, (iv1(F|v), G)

Hence we have the desired morphism.

Assume V' Nsupp(F) C V. Then V' Nsupp(Hom¢, (F,G|v)) C V and hence
LV Home (F,Glv)) = (Vs Hom , (F,G|u)) is an isomorphism. It means that
[ is an isomorphism. q.e.d.

Lemma 3.2.5. — For any F € C(U), one has supp(iy, F') C supp F.

Proof. — It is enough to show
(3.2.1) (itnF)|[v =0 for any open subset V such that supp FNV = 2.
Set W =UUV, F = ioF and H = ’Homc(ﬁ’,ﬁ’). Then H|yny = 0. Define
¢ € End () (Flw) =T(W; H) by ¢l =0 and |y = idp, - Let G be the cokernel
of : Flw — Flw, and let G = iy, G € C(X). Then we have

G|y ~ G|y ~ coker(p|y) =0,

and similarly G|y ~ F.
Hence it is enough to show that G is isomorphic to iy, F. For any K € C(X), we
have

L(W;Hom, (G, K|w)) = T(U; Hom,, (G, K|w))

1

12

Here the third isomorphism follows from Homclw (G,K|w)|lv =0. q.e.d.

Lemma 3.2.6. — For F € C(U), we have iy F ~ lim ivi(F|v).
vccu
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Proof. — Let G € C(X). Then

Homx)( lim ivi(Flv),G @1 Hom x,(ivi(F|v), G)
vccu cU

Ve
~ l&n Homc(v)(F|V,zV G) @1 F(V;Hoqu(F,iE,lG))
vccu vccu

~T(U; Homg, (F, i G)) ~ Homc(U)(F,il}lG) ~ Hom (v F, G).
q.e.d.
Lemma 3.2.7. — Let F € C(X) with supp F C U. Then iyi;;' F = F.
Proof. — Apply Lemma 3.2.4 with V, V', U replaced by U, X, X. q.e.d.

Lemma 3.2.8. — Let G € C(X). If there is a monomorphism G—iy F with F €
C(U), then we have

iy G = G.
Proof. — Recall the isomorphism iy F' ~ lim ivi(F|v). Define Gy € C(X) by the

vccu
Cartesian square

Gv G
Lo
ivi(Fly) —— i, F.

Since the functor hj is exact, we get the isomorphism hﬂ Gy = G. Hence, we

vccu vccu
get the isomorphisms

iy G = iy lim Gy ~ lim iy Gy.
vccUu vccU

Indeed, i{,l commutes with h_n} by the axioms, and iy, commutes with h_n} since it

has a right adjoint. On the other hand, the monomorphism Gy —iy,(F|y) implies
that supp Gy is contained in V' C U. Applying Lemma, 3.2.7, we get the isomorphism

iU!iz,lGV =5 Gv, and then iU!ialG = ll_II}l Gv =5 G. q.e.d.
vccu

Lemma 3.2.9. — For F € C(X), the natural morphism iU!ialF — F is a mono-

morphism.

Proof. — Define N by the exact sequence 0 - N — iU!z'{,lF — F. Applying the
exact functor z'{,l and using the isomorphism z'{,liwi,;l ~ i,jl, we get i,le = 0.
Since N is a subobject of iU,iz,lF, we find N = 0 by Lemma 3.2.8. q.e.d.

Proposition 3.2.10. — The functor iy, is exact.
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Proof. — This functor is right exact since it admits a right adjoint. Consider a
monomorphism G— F in C(U), and define N by the exact sequence 0 =+ N = iy,G —
i1 F'. Applying the exact functor i{,l, we find z'{,lN = 0. Since N—iy G, we have
N ~iyyiy* N by Lemma 3.2.8. Hence N = 0. q.e.d.

Proposition 3.2.11. — Let U and V be open subsets, and let F € C(U). Then
iviiy i F = iuavi(Fluay).
Proof. — For U' cC U and V' CC V, set

Guryr = in!’L"_/,lZ'U'!(F|U’)7

G = 11_1];1 GUIVI.
v,
Then we have
(3.2.2) G ~iviy i) F.

Since supp Gpry: CU' NV CcUNV,
ivaviigny Guve = Gurve.
Taking the inductive limit with respect to (U', V'), we obtain
(3.2.3) ivnviighy G = G-
On the other hand, (3.2.2) implies i,}rle ~ Flunv, and we get
(3.2.4) ivnviigay G = tvovi(Fluny)-
Then the assertion follows from (3.2.2), (3.2.3) and (3.2.4). g-ed.

Proposition 3.2.12. — Let V C U C X be open inclusions. Then i{,liV! is a left
adjoint to pyuy:

Hom ;) (1 Yiv\G, F) ~ Hom (G, pvuF) for G € C(V) and F € C(U).
Proof. — Applying the preceding proposition, we have
iy iviG ~ivau(Glvov) = iv,G.

Hence we have

Hom ;) (i1 Yiv\G,F) ~ Hom ;) (1 Yiv G, igtio F)
~ HomC(X (zU,zU iv1G, i F)
~ Homg ) (iv\G, i\ F)
~ Homc(v)(G iyt F) ~ Homc(v)(G,pVUF).

q.e.d.

Proposition 3.2.13. — Let U C X. Then C|y is a proper stack.
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Proof. — By the preceding proposition, pyy admits a left adjoint ialivl. The axioms
are now easily checked. q.e.d.

Proposition 3.2.14. — Let F € C(U),G € C(X). Then
Hom (it F,G) ~ iU*Homclu(F,il_,lG).
Proof. — Let V C X. Then
L(V;Hom (it F, G)) =~ Hom ) (i ivn Fl iy, G) =~ Hom g ) (iviiy vy F, G)
~ Hom ) (ivnvi(Flunv),G) =~ Hom ;) (Fluav,ighyG)
~T(UNV;Hom (Fiy'G)) ~T(Viiv Homg, (Fig' G)).
Here the third isomorphism follows from Proposition 3.2.11. q.e.d.

Definition 3.2.15. — For F € C(X), we set Fyy := iyi; ' F.

The functor C(X) 3 G — I'(U; Hom (F, G)) is representable by Fy;.
Let V. C U. The morphism I'(U; Hom (F,G)) = I'(V;Hom(F,G)) defines a
morphism

Fy — Fy.

Now, consider an open covering U = |J;.; U;. The families of morphisms Fy,;, —
Fy, and Fy,; — Fy, define the two morphisms « and £:

a
(3.2.5) @i,jeIFUij 5 Drcrfu-

Here we have used the convention in Notation 3.1.2 (iv).

~

Lemma 3.2.16. — Let F € C(X). There is a natural isomorphism coker(a — §) —
Fy.

Proof. — Set for short Fy := @ Fu, and F1 := @,; Fu,,. Let G € C(X) and set
H := Hom(F,G). The two sequences

0—T(U;H) = [[ Tk H) = [] T(Wi;H) and
k i,jeT
0— HOIIIC(X)(FU,G) — HOmC(X)(Fo,G) — HOmc(X)(Fl,G)

are isomorphic. Since the first one is exact, the result follows. q.e.d.
Theorem 3.2.17. — Let C be a proper stack. Then C is a stack.

Proof. — Let U = |
let 0]‘,': F; Ui = F;
(3.1.1).

;c1 Ui be an open covering of U C X. Let F; € C(U;) and
u;;» and assume that these isomorphisms satisfy the condition
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Let us introduce the following notations:

. -1 —1
fi:Ui(_)X; fi!:zUih i :ZU,-’

. . -1 _ -1
f,'j H Uz'j — X, f,'j! = 'LU,-]-!a ij = ZU,-]-7

and define

Fyj = g;;'Fy = Fy|u,,.
Using Lemma 3.2.4, we have a morphism f;;, gz-;l — fi from which we deduce the
morphism

(3.2.6) aij ¢ fi By — fo IS
Denote by §;; the composition of the morphisms

FigiFg = fian Foi 2 finFe
Then:
(3.2.7) Bij : fij Fij = [ Fj-
We thus get two morphisms in C(U):

(o7
®i,je1 fij Fij —ﬂ? Ok fr1 Fr.

Set F' := coker(a — 8) and define 6;: F; — f; 'F by the natural morphism f;, F; —
@k fr Fr — F. It remains to show that 6;, is an isomorphism for any ig € 1.

We may assume from the beginning that U = U;,. Set F° = F; , F? = F°
F}y = F°|y,;. The isomorphisms ;,;: F; — F} define isomorphisms

Ui»

0% = @bk : BkfriFr = Orfr Fy
O = ®ibii : Difij Fig — i fij\ Fij-

Consider the diagram below where a® and 3° are defined as in (3.2.5) for Fy, so that
FO ~ coker(a® — 3°):

®ij fij  Fij S Ok fr1 Fi

Nlel Nl@o
a®—p°

®ij fij Fiy ————— @ fr Fy -
This diagram commutes, thanks to the commutativity of the diagrams

0;;
finFij —— fu By fij Fij —— [\ Fj

loioi loioi laioi laio_j

fij!Fz%' — fuF} fiJ'!Fig‘ _>f]-!F]9.
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Hence, F is isomorphic to F°. q.e.d.

We shall extend classical constructions in sheaf theory to proper stacks.
Let F € C(X). For an open subset U, we have already defined the object Fy €
C(X). For a closed subset S, we define the object Fs by the exact sequence

(3.2.8) 0= Fx\s =+ F = Fs — 0.

For any locally closed subset Z, one can find an open subset U and a closed subset
S such that Z = U N S. We shall see below that (Fy)s depends only on Z, and we
shall denote this object by Fz.

Proposition 3.2.18. — Let F' € C(X), and let Z be a locally closed subset of X.
Then

) the functor C(X) 3 G — T'z(X; Hom(F,G)) is representable by Fz,

) one has Hom (Fz,G) ~T zHom (F,G),

) the functor F'— Fz is exact and commutes with inductive limits,
(iv) if Z1 and Zy are two locally closed subsets, then (Fz,)z, ~ Fz,nz,,

) if Z' C Z is closed in Z, the sequence 0 — Fz\ 7z — Fz — Fz — 0 is exact,

) if U is open, then we have i;' (Fz) ~ (i;" F) znv i-e. C(U) 3 F = Fzqy € C(U)
is a functor of stacks,
(vii) supp(Fz) C Z Nsupp F.
Proof. — (i) The formula I'z(X; Hom(F,G)) = Hom ) (Fz,G) is true when Z is
open. Applying the left exact functor Hom X)( -, @) to the exact sequence (3.2.8),
we find that this formula remains true when Z is closed. Now let Z = UNS. Applying
Proposition 3.2.14, we get

Lz(X;Hom(F,G)) =~ Ts(Xjiv.ig'Hom(F,Q))
~ Ts(X;Hom (Fu,G)) ~ Hom, x)((Fu)s, G)-

(ii) The formula is true when Z is open. Since Hom, is left exact, this formula
remains true when Z is closed. Assume Z = U N S. Then the result follows from
FZ ~ FS o Fu.

(iii) Let us first show that F' — F is exact. The functor F' — Fy ~ iU!iZ,IF is exact.
Hence, we may assume that Z = S is closed. By the definition of Fs in (3.2.8), this
functor is exact.

The functor F' = I'z(X;Hom(F,G)) sends inductive limits to projective limits.
Therefore, the functor F' — Fz commutes with inductive limits.

(iv) For any G € C(X), one has
HomC(X)(leﬁzsz) ~ FZIQZZ(X;HO’ITLC(F, G)) ~ le (X;Fzﬂ-lomc(F, G))
= FZl(X;HomC(FZwG)) :HomC(X)((Fzz))Zl’G))'
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(v) We may assume Z' = SN Z, with S closed in X. Then the result follows from
the exact sequence (3.2.8) applied to Fz and (iv).

(vi) For any G € C(U), one has
Hom ¢, (i7" (Fz),G) =~ T(U;Hom(Fz,i1nG)) ~zny(U; Hom . (F, i, G))
T zau(U; Hom g, (i, F, G)) ~ Hom 1y (i F) z0w, G).-

12

Hence we have i;;' (Fz) ~ (ig' F) znv.
(vii) For any G € C(X), we have supp Hom (F,G) C supp F, and hence
supp Hom ;(Fz,G) = suppT'zHom .(F,G) C Z Nsupp F.
Hence setting G = Fz, one has supp F = supp(Endc(F)) C Z Nsupp F. q.e.d.
Proposition 3.2.19. — Let F € C(X). Then

Uccx K
As usual U is open, and K ranges through the family of compact subsets of X.

Proof. — Since C is a stack it is enough to show that they are isomorphisms on any
relatively compact open subset of X. This is obvious because inductive limits and
projective limits commute with the restriction functors. q.e.d.

Definition 3.2.20. — Let U be an open subset of X and let G € C(U). One sets

iv.G = lim iv1(Gk), K compact.
KCU

Proposition 3.2.21. — The functor iy, is a right adjoint to the functor i{,l.
Proof. — For F € C(X) and G € C(U), we have

HomC(X)(F, @ iwGk) =~ @ Homc(x)(F,iU!GK)
KcU KcU

lim T'(X; Hom (F,iv,GK)) -
Kcu

Since supp(Hom (F,iv1Gk)) C K C U we have
D(X;Hom(Fyiv/Gk)) =~ T(U;Hom(F,iy\Gk))

1R

1

Hence we have

Hom, . (F, lim tGk) lim Homc(U)(i[}lF, Gk)
KcU KcU

Hom(y, (i F, Im G) = Homey, iy F, ).
KcU

1

1R

q.e.d.
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Note that the morphisms G — Gk define the morphism
iU!G — iU*G.

If G has compact support in U, this morphism is an isomorphism.

Proposition 3.2.22. — Let Z be a locally closed subset of X. The functor F — Fy
admits a right adjoint.

We shall denote this adjoint functor by I'z(-). Hence, for F and G in C(X), one
has:

Hom () (Gz,F) ~ Hom; x)(G,T'z(F)).

Proof. — (i) If Z is open, iU*ial is a right adjoint to iU!ial.

(if) If Z = S is closed, set U = X \ S and define I's(F') by the exact sequence
0 = I's(F) = F = T'y(F). Since Hom; x (G, -) is left exact, the result follows in
this case.

(iii) Now assume that Z = SNU with S closed and U open. Set I'z =Ty oTl's. q.e.d.
As an immediate consequence of the properties of the functor F' — F'z, one gets:

Corollary 3.2.23. — (i) The functor T'z is left exact and commutes with projec-
tive limits,
(11) one has ].-‘Z1 ] FZZ ~ FZ10Z2:
(iii) if Z' is closed in Z, there is an exact sequence of functors 0 — I'zr — 'z —
FZ\Z’ ’
(iv) Tz (F) represents the contravariant functor G — T'z(X;Hom (G, F)).

3.3. Indization of proper stacks

We assume that X is a Hausdorff locally compact space with a countable base of
open sets. Let C be a proper stack of abelian categories on X. We define the full
abelian subcategory C.(X) of C(X) by

Ob(C.(X)) = {F € C(X); supp F is compact}.
We denote for short
IC(X) = Ind(C.(X)).

The reason why we consider the ind-objects of C.(X) is that the correspondence U —
IC(U) is a stack as we shall see later, contrarily to the correspondence U — Ind(C(U))
as we shall see now.
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Ezample 3.3.1. — Let X = R, and consider the stack Mod(kx) of sheaves of k-
modules on X. Let F' = kx, Gn = kjn,qoo[, G = “li_n;” G,. Then G|y = 0 in

n
Ind(Mod(ky)) for any relatively compact open subset U of X. On the other hand,
n
Lemma 3.3.2. — IC(X) admits small projective limits.

Proof. — By the general result in Theorem 1.3.1, it is enough to show that for a
small family {F; € C.(X)}, its product (which is well-defined in the category C.(X)"
of contravariant functors on C.(X)) belongs to IC(X). For G € C.(X) we have

HHomc(X)(G,Fi) « hj Homc(X)(G,H(F,-U))
i vccx i

~  Homyex (G, “lim” [[(Fiv))-
U i

Here the first arrow is an isomorphism because Hom (G, Fiv) — Hom (G, F)
is an isomorphism whenever supp(G) C U. Thus the product of the F;’s is represented

by “lim” [T,(Fiv)- q.ed.
U

We introduce the functor:
Lx C(X) - IC (X)
F = (C(X)> G~ Homg (G, F)).

This functor is well-defined by the lemma below.

(3.3.1)

Lemma 3.3.3. — For F € C(X) one has the isomorphisms:

LxFZ “li_ng”FU ~ @ FK,
vccx KCX

where U ranges through the family of relatively compact open subsets of X and K
through that of compact subsets.

Proof. — Let G € C.(X). Then:
U K

q.e.d.

Proposition 3.3.4. — The functor vx of (3.3.1) is fully faithful, exact, and com-
mautes with lim.

Proof. — Let F,G belong to C(X). One has the chain of isomorphisms:
Hom ¢ x, (txF,ixG) =~ @ HomIC(X)(FU, 1x Q)
Uccx

Uccx
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Hence, tx is fully faithful. It is exact since the functor F' — Fy is exact as well as
“1i_n>1”. Finally let us prove that :x commutes with projective limits. Let {F;}; be a
U

small projective system in C(X). Then we have for G € C.(X)
Hom x) (G, LX(1<ian)) ~ Homgy, (G,@Fi) =~ limHom (G, Fy)
~ @Homlc(x) (G,ux (F;)) ~ Homye 4 (G, @(LXF,))
q.e.d.

Notation 3.3.5. — In the sequel, we shall identify C(X) with a full subcategory of
IC(X) by vx and often write F' instead of tx F'.

Definition 3.3.6. — Let U be an open subset of X. We introduce the functor
pux: IC(X) = IC(U), also denoted by F — F|y, by the formula:

Hom (G, Flv) = Homye x) (ivhG, F)  for G € Cc(U).
This functor is well-defined by the following lemma.

Lemma 3.3.7. — Let F = “lig” F;, F; € Co(X). Then:
Fly ~ “li_n}l” (Fivlv) ~ @ “lig”(Fin) V open, K compact.
i,VccuU KcU i
Proof. — Let G € C.(U). Then iy)G € C.(X) and one has
Hom ¢ x,) (G, F) ~ li_n}HomC(X) (G, F;) ~ @Homc(v) (G, Fi|v)-
i i

Furthermore we have

li_n)lHomC(U)(G,F”U):li_n} lim Hom ;) (G, Fiv|v)
i i VCcU

and

li_p;HomC(U)(G,FAU) ~ ]_(iLnli_n;Homc(U)(G,FimU)

KCU i
~ Homye ) (G, lim “lig”FiﬂU).
KcU i
q.e.d.
Lemma 3.3.8. — For F € C(X), we have wy(F|y) ~ (txF)|u.
Proof. — For any G € C.(U) we have
HomIC(U)(G, w(Fly)) =~ Homc(U)(G,F|U) ~ Hom x, (oG, F)
~ Homye x (101G, 1x F) ~ Homye ) (G, (tx F)|v).
q.e.d.
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Lemma 3.3.9. — The correspondence U — IC(U) is a prestack of abelian categories
and vy : C(U) = IC(U) is a functor of prestacks.

The proof is obvious.

Proposition 3.3.10. — The functor pyx: IC(X) — IC(U) is exact and commutes

with “li_ng” and @

Proof. — The functor pyx commutes with @1 since the functor Hom . X)(iU!G, )
does. The exactness is obvious, and the commutativity with “lig” follows from

Lemma 3.3.7. q.e.d.

Recall that if F' and G belong to IC(X), the presheaf U — Hom ) (F|u, Glu) is
denoted by Hom ,(F,G).

Proposition 3.3.11. — Let F, G belong to IC(X).

(i) The presheaf Hom.(F,G) is a sheaf.
(ii) For F ~ “lig”Fi and G ~ “lig” G; with F;, G; € C.(X), one has
i J

Hom o (F,G) ~ @hﬂ)l%omc(ﬂ,Gj).
ig

Proof. — One has the chain of isomorphisms:

Homy¢ ) (Flu,Glu) = Homlc(U)(“liﬂ” F|u, “lim” Giw|v)
i, VCCU j,WCcU

im ( lim Homg ) (Fivly,Giwlv))

i, VCCU j,WCcU

lim  (limHom ) (Fiv |v, Gjlv))

i, VCCU j

lim 1i_n>11"(V;7-lomc(Fi,Gj)).

i, VccU j

1R

1R

1

On the other hand we have

im lim (V5 Hom(F;, Gj)) =~ lim  Lm (V5 Hom(F;, G;)pr)
vcau j v,V'ccU j

lim li_n;J‘(U; Hom o (F;, Gj)y)-

viccU j

1
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Finally we obtain
Homlc(U)(F|UaG|U) = L ligF(V;HomC(Fi,Gj))
i, VCCU j
im F(V;lig%omc(Fi,Gj))
i, VCCU j
@11‘ U;li_n}’r‘{omc(Fi,Gj))
i J

F(U;@@Homc(Fi,Gj)).

B

<
N

1

1

1R

q.e.d.
Corollary 3.3.12. — Let {F;} be a small filtrant inductive system in IC(X).
(i) For any G € IC(X), we have
'Homlc(“l'ﬂ” F;,,G) ~ m%omlc(Fi, G).
i i
(ii) For any G € C(X), we have
Hom (G, “lim” F) ~ l'ﬂﬂomw(G, F).
i i
Note that (ii) does not hold in general for G € IC(X) (see Exercise 3.5).
Lemma 3.3.13. — The functor i{,l admits a left adjoint. In other words, denoting

this adjoint by iyy, we have for F € IC(U) and G € IC(X):

Hom ¢ ) (ivn F, G) ~ Hom g ) (F iy ' G).
Moreover, if F = “liﬂ” F; with F; € C.(U), then

i

iU!! “liﬂ” E ~ “liﬂ” iU!-Fz'-
i i
Proof. — We may assume that F' = “liﬂ” F; with F; € C.(U) and G = “m” G,
i J

k3

with G; € C.(X). One defines iy F' € IC(X) as in the statement. Then

Homye ) (ivnF,G) =~ @@Homc(X)(iU,Fi,Gj):kjLnli_n;Homc(U)(Fi,ialGj)
i g i g

1

lim lim Hom ) (F, (ip'Gj)v) = Homye ) (F,ig' G).
i j,VCCU

q.e.d.

One shall be aware that the natural morphism iy F — vxignF for F € C(U) is
not an isomorphism in general. Here this morphism is defined by the morphisms

igpF ~ “lim” irn(Fv) = “lig”(iUlF)W
vccu WCex
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(we have not written the functors vy, tx for short). This is the reason why we employ
the different notation iyy. Of course, if supp F' is compact, then iyyF — ig F.

Theorem 3.3.14. — The prestack IC is a proper stack.

Proof. — By the preceding results, it remains to check properties (v) of Definition
3.2.2 for the functor iyy. Let F = “lim” F; € IC(U) with F; € C.(U). Since ij"

[
commutes with inductive limits, one has
’L'L_]]"I:U!!F ~ Z[—]l “1.1_11;1” iU!F‘i ~ “hﬂ” i{,liU!Fi ~ “lig” sz
[ i i
q.e.d.

Let Z be a locally closed subset of X and let F' € IC(X). Since IC is a proper
stack, the objects Fz and I'z(F) are well-defined in IC(X). For F € C(X), we have

(3.3.2) tx(Fz) 2 (tx(F))z in general, and 1x (T'z(F)) ~Tz(tx F),
as we shall see later. Therefore we shall use another notation z F' instead of Fz.

Definition 3.3.15. — For a locally closed subset Z and F € IC(X), let zF be an
object of IC(X) that represents the functor G — I'z(X; Hom (F,G)).

This functor is representable by Proposition 3.2.18, and the functor F' — z F shares
the properties in the same proposition. In particular we have
Hom o (zF,G) =~ TzHom(F,Q)),
Homo (2 F, G) Tz(X;Hom(F,G)).

12

Proposition 3.3.16. — Let Z be a locally closed subset and F € IC(X).

(i) If F = “lim” F; with F; € C(X) and if Z=UnNS for a closed subset S and an

open subsét U, then we have
ZF ~ “lig” (F)yaw V. W open.
VCccUwos
(ii) For G € C(X) and F € IC(X), we have the isomorphism
Hom (G, F)z ~ Hom (G, zF).

(iii) The functor Co(X) 3 G — I'(X;Hom (G, F)z) is representable by 7 F.
Proof. — (i) Since F' ~ “lim” Fyw, we may assume from the beginning F; € C.(X).

i, WccX
Assume first Z = U. Then

vF ~ iyyiy'F ~iyy “lim”(Fyv|v)
velu

“1i_n>1”iU!(FiV|U) ~ “li_I];I” Fiy.
vccu vccUu

12
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Hence we have the desired result. Now assume that Z = S is closed. For any
G="“lm”G; € IC(X) with G; € C.(X), we have a chain of isomorphisms

Hom ey (“lim” Fiy, G) ~ lim lim Hom x) (Fiyy, G;)

i WHS i, WoS j

~ lim lmDyA(X;Hom(F;,G;)) ~ lim limI'(X; (Hom (Fi, G))w)
i, Wos j L Wos ]

~ lim T(X;lim(Hom(F;, G;))w) ~ lm T(X;(Hom(Fi, G))w)
i, WDS 7 i, WDS

2

~ @FS(X;’HomIC(Fi,G)) ~ Is(X;Hom o (F,G)).

The general case follows from y(sF) ~ snuF.
(ii) First assume that Z = U is open. Then the formula follows from the isomorphisms

HOmIC(G’F)U =~ 113 HOmIC(G,Fi)VI ~ 113 HomIC(G7EV)V’

viccU,i V,V'CCU, i
~ 11_1];1 Hom (G, Fiv) ~ Hom (G, “li_n;” Fv).
Vccu,i vccu,i

Here the first and last isomorphisms follow from Corollary 3.3.12 (ii).
Next, assume that Z = S is closed. In this case, the formula follows from the
isomorphisms

%Omlc(GasF) o~ 113 HomIC(G,Fiw) ~ lig %omIC(G, FZW)W

WDS,i W, W' D8, i
~  lim Hom (G, F)yr = Hom (G, F)s.
W'DS,i

The general case follows, since ynsF ~ s(vF).
(iii) follows from (ii) by applying the functor I'(X; - ). q.e.d.

Lemma 3.3.17. — Let Z be a locally closed subset and F € C(X). Then we have
Lx(Fz(F)) ~ Fz(LxF).

Proof. — For any G € C.(X), we have

Hom o x)(G,ex(T'zF)) =~ Homgx)(G,T'zF) ~Tz(X;Hom (G, F))
~ Tz(X;Hom(G,uxF)) = Hom e x) (G, Tz (ex F)).

q.e.d.
We shall introduce new functors between the categories C(X) and IC(X).
Definition 3.3.18. — One defines the functor ax: IC(X) — C(X) by

OAX(“I.I_I'I}” Fz) = 11_1]}’11:'z
i i
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Hence, we have the chain of functors
C(X) —IC(X) — C(X)
154 ax
and

ax olx ~ idC(X)y

since for F' € C(X), one has F' ~ lim Fy.
Uccx

Proposition 3.3.19. — The functor vx is a right adjoint to ax, that is, for F €
C(X) and G € IC(X) one has the isomorphism:

Hom, y)(axG, F) ~ Homy x(G,ux F).

Proof. — Let G ~ “lim” Gj. then
J

Hom, x(axG,F) =~ Homc(X)(liQGj,F):@Homc(x)(Gj,F)
J J

1R

lim Hom ¢ x (Gj,1xF) ~ HomIc(X)(“lig” Gj,.xF).
J J

q.e.d.
Corollary 3.3.20. — For any open subset U, we have
ay o 1;51 ~ 7;51 owx,
or equivalently, a: IC — C is a functor of stacks.
Proof. — If F = “lig” F; with F; € C.(X) then
i
awig'F = au( “liy” (Fv)lv) = lim (Fv)lo
i, VccuU i, vccu
>~ 113 ((aXF)V)|U':ial(aXF).
vccu
q.e.d.

Corollary 3.3.21. — For F € C(X) and G € IC(X), one has the isomorphism
Hom(axG,F) ~ Hom(G,.x F).

It follows from Proposition 3.3.19 that there is a natural morphism of functors
id = tx o ax. Recall that the natural morphism ax o tx — id is an isomorphism.

Proposition 3.3.22. — The functor ax is exact and commutes with small h_n} and

small @1
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Proof. — (i) Let 0 - F' — F — F" — 0 be an exact sequence in IC(X). There
exists an inductive system of exact sequences 0 — F] — F; — F!' — 0, whose “ @”

is the above exact sequence. Then the sequence 0 — lim F; — lim F; — lim ' — 0
i i i
is exact.

(ii) Since ax admits a right adjoint, it commutes with 113

(iii) Let us show that ax commutes with @ Since this functor is exact, it is enough

to show that it commutes with products. Let A be a small set and let F,, € IC(X),a €
A. For each a € A, there exists a small filtrant category I, such that F, ~ “li_ng” F,;
€1,
with Fj, ; € C(X). Define the small set
B:={p: A— |_|Ia;(p(a) €l,}.

Then [] (“liﬂ” F, ;) ~ “lim” I ex(Fai) ~ “lim” (Il Fa,4(a))u holds, and we
a€A el peB a€A UCCX,peB a€EA
obtain the chain of isomorphisms

Otx(H Fa) ~ 11_I]>l (H Fa,ap(a))U: H li_I];Fa,iZ Hax(F
acA UCCX,p€B qcA acAi€l, acA
q.e.d.
Corollary 3.3.23. — Assume that F € C(X) is injective. Then 1xF € IC(X) is
injective.
Proof. — By Proposition 3.3.22, the functor
is exact. q.e.d.

In order to construct a left adjoint to the functor ax, we need a hypothesis.

Definition 3.3.24. — (i) Let F € C(X). We say that F is light on U C X if,
for any small filtrant inductive system ¢ — G; in C(X), the natural morphism
1_n>17-lomc(F Gi)lu = Hom(F, l_n>1G )|v is an isomorphism. This condition

is equlvalent to saying that Hom . (F Q)lu = Hom(F,axG)|v is an isomor-
phism for any G € IC(X).

(ii) We denote by £(X) the full additive subcategory of C(X) whose objects are the
direct sums @, ;(Fi)v, with I small and F; light on U;, U; open in X.

(iii) If £(X) is generating in C(X) (i.e. for any F' € C(X), there exists an epimor-
phism G—F with G € £(X)), we say that C(X) has enough light objects.

Ezample 3.3.25. — If A is a sheaf of rings on X and C(X) = Mod(A), the sheaf
Ay is light on U, and the category C(X) has enough light objects.
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Theorem 3.3.26. — Assume that C(X) has enough light objects. Then the functor
ax admits a left adjoint Bx:

Hom o (Bx F, G) ~ Hom((F,axG).

Moreover, if F is light on U, then Bx(Fy) ~ uF ~ “liﬂ” Fy.
vccu

Proof. — Tt is equivalent to saying that the object Sx F € IC(X)V defined by
(Bx F)(G) = Hom x)(F,axG), G € IC(X)

is representable.

Now remark that if F4 — F; — F — 0 is an exact sequence and SxFi, Bx Fo
are representable, then Sx F' is representable by coker(8x Fi — BxFy). Similarly, if
{F;} is a small family of objects of C(X) such that each SxF; is representable, then
Bx (®;F;) is representable by “@” fx F;. Hence, it is enough to prove the result for

K]
Fy when F is light on U. For any G € IC(X), one has
Hom o (vF,G) =~ T(U;Homy(F,G))

— T(U;Hom(F,axG)) ~ Homy ) (Fu,axG) .

Here the first isomorphism follows from by Definition 3.3.15 and the second isomor-
phism from the fact that F is light on U. q.e.d.

Until the end of this section, we assume that C(X) has enough light objects. The
functor Bx has the following properties.

Proposition 3.3.27. — (i) Bx commutes with 113 (i.e. Bx oliﬂ ~ “lig” oBx),

(ii) Bx s right exact,
(iil) ax o fBx ~id,
(iv) Bx is fully faithful.

Proof. — (i) and (ii) follows from the fact that Sx has a right adjoint.
(iii) For F' and G in C(X), we have
Hom, x (axBxF,G) =~ Hom y (BxF,ixG)
~ Homg x)(F,axtxG) ~Hom x)(F,G).
(iv) For F and G in C(X), we have
Hom x)(F,G) ~ Hom x)(F,ax o BxG) ~ Hom, x (Bx F, Bx G).
q.e.d.

Lemma 3.3.28. — For any open subset U, one has ial,BX ~ ,BUit_,l, that is, B: C —
IC is a functor of stacks.
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Proof. — By Corollary 3.3.20 we have i,}l ~ ialaxﬂx ~ ozUialﬂx. By adjunction
we obtain ﬂm’{,l — z'{,lﬁx.

Let us show that ﬁUz'{,lF — i{,l,BXF is an isomorphism for any F' € C(X). Since
both sides are right exact and commute with inductive limits, it is enough to prove
the result when F' = Ly for L light on V. In this case the assertion follows from
Proposition 3.2.18 (vi). q.e.d.

This lemma along with Corollary 3.3.20 implies the following result.
Lemma 3.3.29. — For F € C(X) and G € IC(X), we have
Hom . (Bx F,G) =~ Hom (F,axG).
Remark 3.3.30. — The morphism of functors Sx o ax — id defines
Bx ~Bxoaxoix = Lx.

This morphism is not an isomorphism in general, even when X = {pt} and C =
Mod(kx). Indeed, if F is a k-vector space, Sx F' = “lig” F;, where F; ranges through
i

the family of finite-dimensional subspaces of F'.

Exercises to Chapter 3

Ezercise 3.1. — Let X = J;; U; be an open covering and let C; be a stack on U;.
Assume to be given equivalences of stacks ¢;;: Ci|y;; = Cj|v,; and isomorphisms of

functors Aijx: @ij © ik — ir from C;
the diagram below commutes:

Ui 0 Ciluy;, - Assume that for any i, j, k, 1,

Ajkl
Pij © Qik © Phl —— Pij © Py

l&'jk l&jl
A

Pik © Pri — > Py
Prove that there exists a stack C on X and equivalence of stacks ¢;: Cly, — C;
satisfying the natural conditions (i.e. @;; o @; ~ @;, etc.).
Prove that C is unique up to equivalence.
Ezercise 3.2. — Give an example of F' € C(X) such that BxF — txF is not a
monomorphism (resp. epimorphism).
Ezxercise 3.3. — Let C be a proper stack on X, and let K/ — K ? K" be a
%)
complex in IC(X). Prove that this complex is exact as soon as the sequence of sheaves
Hom(F,K') = Hom,(F, K) — Hom.(F,K")
is exact for any F € C.(X).
(Hint: prove that Hom ,(F,im¢) — Hom ,(F,ker1)) is an isomorphism.)
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Ezercise 3.4. — Let C denote a proper stack. By definition, End (id¢) is the ring
of endomorphisms of the functor id¢ : C — C. Clearly, the presheaf U + End (id¢/,)
is a sheaf of commutative rings. One denotes this sheaf by End(idc).

Let B be a sheaf of commutative rings on X. Let us say that C is a B-stack if one
is given a morphism of rings B — &nd(idc).

Let A be a sheaf of (not necessarily commutative) rings. One defines the stack
Mod(A,C) by

Ob(Mod(A,C)(V)) = {(F,&r); F € C(U),
¢r 2 Alu — &nde, (F) is a ring morphism},

Hom ;044,01 (F,€F), (G, &) = {f € Hom ) (F,G);€c(a) o f = f o &r(a)
forall V. C U,a € A(V)}.

(i) Prove that Mod(A4,C) is a proper stack of abelian categories, and if A is com-
mutative, it is an A-stack.

(ii) Prove that the natural functor of abelian categories Mod(A,C)(X) — C(X) is
exact and faithful.

(iii) Let A be a sheaf of rings on X. Show that the stack Mod(A4, Mod(Zx)) is
equivalent to Mod(.A).

Ezxercise 3.5. — Let F € IC(X).

(i) Prove that the functor IC(X) 3 G — Hom(F,G) € Mod(Z x) commutes with
filtrant inductive limits if and only if F' € C(X).

(ii) Prove that the functor IC(X) 3 G — Hom,.(F,G) € Mod(Z) commutes with
filtrant inductive limits if and only if F € C.(X).

Exercise 3.6. — Let C and C' be two stacks on X. For an open subset U of X,
denote by S(U) the category of functors of stacks on U from C|y to C'|y. Prove that
U~ S(U) is a stack on X.






CHAPTER 4

IND-SHEAVES

As in the preceding chapter, we work in a given universe U/. Hence, otherwise
specified, a category means a UU-category and all sets are U-small. Moreover, all
topological spaces are assumed to be Hausdorff, locally compact, and with a countable
base of open sets. We denote by £ a commutative ring.

4.1. The stack of ind-sheaves

In this chapter, A will be a sheaf of k-algebras on a topological space X (with the
image of kx contained in the center of A).

We denote by Mod(.A) the abelian category of .A-modules, and by Mod®(A) its
full abelian subcategory consisting of sheaves with compact support. Recall that
Mod(.A) and Mod°(.A) have enough injectives and also have systems of strict genera-
tors. Moreover, the injective objects of Mod®(.A) are injective in Mod(.A). Also recall
that U — Mod(A|y) is a proper stack.

Notation 4.1.1. — We shall use the functors Hom 4 and ® , on Mod(A). When
A = kx we shall simply denote these functors by Hom and ®. Moreover, we write
as usual Hom 4 instead of Hom a(A)"

Definition 4.1.2. — We call an object of Ind(Mod®(.A)) an ind-sheaf of A-modules
on X.

We set for short:
I(A) := Ind(Mod®(A)).

Hence, denoting by C the proper stack U — Mod(A|y), I(A) is nothing but the
category IC(X), and we may apply the preceding results. In particular,

U — I(A|y) is a proper stack.
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Let us denote by F(.A) the full additive subcategory of Mod(.A4) consisting of objects
isomorphic to ;.; Au, with I small and U; open in X. Then F(A) is generating.
Since A is light on X, F(A) is contained in £(X) (see Definition 3.3.24). Applying
the constructions in §3.3, we get the functors

tx : Mod(A) — I(A),
ax : I(A) = Mod(A),
Ba : Mod(A) — I(A).
See Remark 4.1.4 for the reason why we write 54 instead of Sx as in Chapter 3.
These functors satisfy the following properties:
(i) vx is exact, fully faithful, and commutes with @,

(ii) ax is exact and commutes with lim and lim,

(iii) B4 is right exact, fully faithful and commutes with liﬂ,

(v) ax is right adjoint to B4,
(vi) ax oux = idmod(a) and ax o B4 = idmod(4)-

We have also defined the functor F' — F|y from I(A) to I(A|y), as well as the
functor (F,G) — Homy 4 (F,G) from I(A)°" x I(A) to Mod(kx). Recall that if
i — F; is a small filtrant inductive system with F; € Mod®(A) and F ~ “liﬂ” F;,

i

)
)
)
(iv) ax is left adjoint to ¢x,
)
)

then
Fly ~ “lim” (Fv|v),
i,Vccu
and if j — G is a small filtrant inductive system with G; € Mod®(.A), then
Homy ) (“lim” F, “lim” G;) = limlim Hom 4(F, G).

7 J 1 J
Note that we have

Ba(Av) ~y A~ “lim” Ay .

vccu

Notation 4.1.3. — (i) If A = kx, we shall often simply denote by Hom the functor
Homy .-
(ii) We shall often identify a sheaf F' € Mod(A) and its image tx F' € I(.A), and we
shall not write ¢x.
(iii) When A = kx, we write Sx instead of O, .

Remark 4.1.4. — Denote for a while by for one of the natural functors Mod(A4) —
Mod(kx) or I(A) — I(kx). Then, clearly, ax and tx commute with for. One shall
be aware that for o 84 # Bx o for.
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The functor Sx. — In Chapter 3, we have introduced the functor Sx. This functor
has no counterpart in classical sheaf theory, and we shall study here some of its
properties.

Proposition 4.1.5. — Let F and G be in Mod(A).

(i) There is a canonical morphism
(4.1.1) Hom 4(G, A) @4 F — Homy( 4)(G, BaF).

(ii) The canonical morphism Hom 4(G, A) ®4 F — Hom 4(G, F) factors as
(4.1.2) Hom 4(G, A) ®a F — Homy( 4)(G,BaF) = Hom 4(G, F),

where the first arrow is given by (4.1.1) and the second arrow is induced by
,3 AF — F.
(iii) For F € F(A), the morphism (4.1.1) is an isomorphism.

Proof. — (i) (ii) Let U be an open subset of X. For ¢ € Hom 4 (G|v,Alv) and
s € F(U) ~Hom 4 (Alu, Flv), we define ¢ € Hom; 4 (G|v, Ba(F)|u) by

Glo 2 Aly < Badly 2285 B4(F)|o.

(Here, we write §4 instead of §4),, for short in view of Lemma 3.3.28.)
Then p®s + ¢ defines Hom 4 (G|u, Alv)®aw) F(U) = Homy 4, (Glu, BaF|v).

(iii) Since both sides of (4.1.1) commute with direct sums with respect to F', we may
assume that F' = Ay for some open subset U. In this case the assertion follows from
Proposition 3.3.16. q.e.d.

Lemma 4.1.6. — Let F € F(A), G € Mod(A).
(i) Let vy € HomI(A) (G,BAF). For each x € X, there exist an open neighborhood
Uofz, g: Glu = A™v and f: A%u — F|u such that Y|y factorizes as

Glu = Ay <= Ba(A"|v) —— Ba(F|v).
9 Bal(f)

(ii) Assume that g: G — A™ and f: A" — F satisfy fa(f) og =0 in I(A). Then
for any x € X, there exist an open neighborhood V of x and a commutative
diagram

Ak A
Sl

GV—9>A7‘}—]¢>FV

such that bo ¢ = 0.
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Proof. — (i) follows from Proposition 4.1.5 (iii).

(ii) Let }°, 9: ® fi € Hom 4(G, A)s ® 4 F,, and assume this section vanishes. There
exist p; € Hom 4(G, A)z, hy € F, and ayj, b € A, with

g9i = thjaﬁ for all 7,
J

ijkhk = Zajif,- for allj,
k %

> by = 0 for all k.
J

Proposition 4.1.7. — Let F' be an A-module.

(i) BaF — F is an epimorphism if and only if F is locally of finite type.
(ii) BaF — F is an isomorphism if and only if F is locally of finite presentation.

Proof. — (i) (a) Assume that B4 F — F' is an epimorphism. Let us choose an epi-

morphism L = @®;c; Ay, »F. Let s; € F(U;) be the image of 1y, € I'(U;; Ay;).

Since f4L — Ba4F and B4F — F are epimorphisms, S4L =~ “@;’ v;A— Fis an
i€

epimorphism. Hence there locally exist a finite subset J of I and V; CC U; such
that ®;cs Ay, — F is an epimorphism. Hence F' = ), _; Ay;s;. For any z € X, set
J(z) = {i € J;z € Ui}. Then W = ;e s,y Ui \ (Uie\ s(s) Vi) 18 an open neighbor-
hood of z. Since V; "W = & for any i € J \ J(z), we have Flw = 3 ,c ;) (Alw)si.

(i) (b) Conversely, assume that F is locally of finite type. There locally exists

an epimorphism g: A"—+F. This morphism factors through A" <= B4(A") B—())
ne;
BaF — F. Hence f4F — F'is an epimorphism.

(ii) (a) Assume that S4F — F is an isomorphism. By (i), F' is locally of finite
type. Hence there locally exists an exact sequence 0 - N — A™ — F' — 0. Consider
the commutative exact diagram

BAN —— BpA" —— BaF —0

S s

0 N A" F 0.

It shows that 4N — N is an epimorphism, and hence N is locally of finite type.
This implies that F is locally of finite presentation.

(ii) (b) Conversely, assume that F' is locally of finite presentation and let us show
that S4F — F' is an isomorphism. There locally exists an exact sequence A™ —
A™ — F — 0. Then the assertion is obvious by the following diagram with exact
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TOws
BAAT —— Bp A" BaF 0
A™ A™ F 0

q.e.d.

Corollary 4.1.8. — F € Mod(A) is light if and only if F is locally of finite presen-
tation.

Proposition 4.1.9. — The following two conditions are equivalent:

(i) the functor B4: Mod(A) — I(A) is ezact,
(ii) the sheaf of rings A is left coherent.

Proof. — (i) = (ii). Consider an exact sequence 0 — F — A™ — A. Applying
the exact functor 34, we find the isomorphism S4F = F. Then Proposition 4.1.7
implies that F is locally of finite type.

In order to prove (ii) = (i), we need a lemma.

Lemma 4.1.10. — Assume that A is coherent and consider an exact sequence 0 —
F 7) Ly — Lo in Mod(A) with L1 and Lo in F(A). Then the sequence B4 F B_?
9 A

Bali —— BaLg is exact.
Bag
Proof. — By the result of Exercise 3.3, it is enough to show that for any G € Mod(A),
the sequence below is exact:
(4.1.3) Homy 4y (G, BaF) = Homy 4 (G, BaLlr) — Homy 4 (G, BaLo).

Let z € X. In a neighborhood of z, take u: G — B4L1 such that the composition
G — BaLli — BaLg vanishes. Applying Lemma 4.1.6, there is a commutative diagram

Ak A™
| l
G—= Ar 2> —L > I,

such that bo ¢ = 0 and u is the composition

G— A" ~ BAA" —— BaLl,.
v Ba(w)
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Set K = ker(b) and consider the diagram:

Hence, we get the commutative diagram

Therefore, the morphism u : G — 4L, factorizes through S4F'. q.e.d.

We can now complete the proof of Proposition 4.1.9.
Consider an exact sequence 0 - F' — F — F” — 0 in Mod(.4). We can find an
exact commutative diagram as below such that the sheaves L!, L;, L/ (j = 0,1) are
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in F(A), and moreover such that the second and third rows split:

0 0 0

N’ N N 0

0 L L L{ 0

0 L, Lo LY 0

0 F' F F" 0
0 0 0

Let us apply the right exact functor 84 to the diagram. The second and third rows
being split exact, they will remain exact. The columns remain exact by Lemma 4.1.10.
Hence, the bottom row remains exact after applying 5.4. q.e.d.

4.2. Internal operations

Definition 4.2.1. — We define the internal tensor product, denoted by ® 4, and
the internal hom, denoted by Zhom ,:
® 4 : I(AP) x I(A) = I(kx)
Zhom 4 : I(A)°P x I(A) — I(kx)
by the formulas:
(“lm” F) @, (“li" G) = “lim"(F; 9, G)),
i J 2]

IhOmA(“l'ﬂ” F‘i, “lig” G]) — @“rﬂ” %OmA(Fz,G])-

i J

Similarly we define ® and Zhom using ®, and Hom,_. Then those functors ®
and Zhom induce

®: I(kx) x I(A) — I(A),
®:I(A) x I(kx) — I(A),

Thom : I(kx)°P x I(A) — I(A),
Zhom : I(A°P)°P x I(kx) — I(A).
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Proposition 4.2.2. — (i) The functor ® , commutes with “lig” and is right ez-

act. Moreover, AQ, F ~ F.
(ii) The functor Thom 4 is left exact. Moreover, Thom 4(A, F) ~ F.

The proof is obvious.

Proposition 4.2.3. — The diagram below commutes:

®
Mod(A°) x Mod(A) —2> Mod(kx)

leXLx ll‘x
®

I(A°P) x I(A) A > I(kx)

ax Xax ax
®
Mod(.A°) x Mod(A) —2> Mod(kx).
Proof. — Let F' € Mod(A°P) and G € Mod(A). Then:

“li_I];”(F ®.A G)U ~ “liﬂ”(FU ®A GU)
U U

1

“lig”(FU ®A GU’) ~ (“liﬂ” FU) ®A (“1i_>77 GU’) .
U, U U U’

Let F'= “lim” F; and G = “lim” Gj. Then
i J

ax((“lim” F) ®, (“lim” G;)) = ax(“lm”(F ®,G;))
i J 2%}
~ lin(F; 8, Gy) = (im F) @4 (im G) .
i,J i J
q.e.d.

Proposition 4.2.4. — The diagram below commutes:

Mod(.A)°P x Mod(A) — Mod(kx)

Hom
A

leXLx Lx
I(A)°P x [(A) ———I(kx)

_—
A
\ lax
’HomI(A)

Mod(kx).

Proof. — (i) Let F,G € Mod(.A). Then

Thom 4(1xF,1xG) =~ Liﬂl“lig” Hom 4(Fy,Gvy)
U v
~ @HomA(FU,G) ~1x(Hom 4(F,G)).
U
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(ii) Let F = “lim” F;, G = “lim” G;. Since ax commutes with lim, we get the chain
@ J
of isomorphisms

ax (Zhom 4(F,G))

1

ax (im “lim” Hom 4(F, G5))

i J

@hﬂ.?{omA(Fi,Gj) ~ Homy 4 (F, G).
i

12

q.e.d.
Proposition 4.2.5. — Let K € I(kx) and F, G € I(A). Then:
Homy 4 (K ® F,G) =~ Homy, ,(K,Thom 4(F,G))
~ Homy 4 (F,Zhom (K, G)).
In particular, the functors K ® - is a left adjoint of Thom (K, -).
Proof. — One has the chain of isomorphisms:
HomI(A)(“li_n}” Kk ® “liﬂ” Fi , ‘lli_n}” Gj)
k i j
~ HomI(A)(“liE”(Kk ®E), “].iﬂ” GJ)
ik J
~ kiﬂlliﬂHomA(Kk ® F;,G;)
ik j
=~ lim lim Hom (Ky, Hom 4(F3,Gj))
ik j
=~ lim Hom;, (“lim” Ky, “lim” Hom 4 (F}, G;))
i k J
~ Homl(kx)(“lig” K, lim “lim Hom 4(F;, Gj))
k ik
i j
The second isomorphism is proved similarly. q.e.d.

Corollary 4.2.6. — For F,G € 1(A) there is a canonical morphism
F ®Zhom 4(F,G) = G.
Corollary 4.2.7. — For F, G € I(A) and K € I(kx), there is a canonical morphism
Thom 4(F,G) ® K — Thom 4(F,G ® K).

Proof. — By the preceding corollary there is a morphism F' ® ZThom 4(F,G) ® K —
G ® K, and we obtain the desired morphism by adjunction (Proposition 4.2.5). q.e.d.

Corollary 4.2.8. — Let K € I{(A) and let i — F; € I(A) be a small filtrant inductive
system of ind-sheaves, and j — G; € I(A) a small projective system of ind-sheaves.
Then we have the isomorphisms
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(1) IhomA(K,@Gj) ~ %irnthodeK, G,),
(ii) IhomA(“ligj”Fi,K) N lim Thom (F, K).
(iii) If K € Modi(A), then oneihas Zhom 4(K, “lig” F) ~ “lig” Thom 4(K, F;),
Proof. — (i) Let S € Mod‘(kx). Then
Homl(kx)(S,IhomA(K,@Gj)) ~ HomI(A)(S®K,@Gj)
J = @Homl(m(s‘g’f]{a Gj)
~ énHomI(kx)(S,IhomA(K,Gj))
J

~ Homl(kx)(s,@IhomA(K,Gj)).
J

(ii) Let S € Mod®(kx). Then
Homy, (S, Zhom 4(“lim” F, K)) = Homy (S ® “lim” F;, K)

~ @Homl(kx)(s,lhomA(Fi,K)) ~ Homl(kx)(S,@ZhomA(E,K)).

(iii) Let S € Mod°(kx). Then
Homy ;. (S, Thom 4(K, “lim” F;)) ~ Homy 4 (S ® K, “lim” Fy)

= lim Hom,( 4 (S®K,F;) ~ 1i_n>1HomI(kx)(S,IhomA(K,Fi))

~ Homy;, (S, “lig” Thom 4(K, F})).

Corollary 4.2.9. — Let K € I(kx) and F, G € I(A). Then:
Thom 4(K ® F,G) ~ ZIhom(K,Thom 4(F,G))
~ ZThom 4(F,Zhom (K,G)).
Proof. — For S € Mod®(kx) we have
Homy;, (S, Zhom 4(K ® F,G)) =~ Hom; 4 (S® K ®F,G)
Hom, (S ® K,Zhom 4(F,G))
~ Homy, (S, Zhom (K,Zhom 4(F,G))).

1R

This shows the first isomorphism. The proof of the second isomorphism is similar.
q.e.d.
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Remark 4.2.10. — Tt follows from Corollary 4.2.8 that, for F' € I(A) and K €
Mod(.A), the natural morphism Zhom ,(F,K) — Hom 4 (F, K) is an isomorphism.

We shall now study the relations among the functors ®, ZThom and Bx. Here Bx
is the functor Mod(kx) — I(kx).

Proposition 4.2.11. — Let K € Mod(kx) and F, G € I{(A). Then:
Hom, (K,Hom 4(F,G)) =~ Hom; 4, (BxK ®F,G),
Hom (K, Hom 4(F,G)) ~ Hom ,(BxK ®F,G).

2

Proof. — Consider the chain of isomorphisms:
Hom, (K,Hom 4(F,G)) =~ Homy, (K,ax(ZThom 4(F,G)))
~ Homy, ,(BxK,Thom 4(F,Q))
Homl(kx)(ﬂxK@JF, G).

1

The second formula follows. q.e.d.

Proposition 4.2.12. — Let F and G be in Mod(kx). Then:
BxF ® BxG ~ Bx(F ®G).
Proof. — Let K € I(kx). Consider the chain of isomorphisms:
Hom .\ (8x F ® BxG, K) ~ Homy, _,(Bx F,Zhom (BxG, K))
~ Hom, (F,Hom (BxG,K))~Hom, (F,Hom (G,axK))
~Hom, (F®G,axK) ~Hom;, (Bx(F ®G), K).

Here the third isomorphism follows from Lemma 3.3.29. q.e.d.

Remark 4.2.13. — For F € I(A), Hom 4(F, -) and Thom 4(F, -) commute with
filtrant inductive limits if and only if ' € Mod(A). Moreover Hom 4(F, -) com-
mutes with filtrant inductive limits if and only if F' € Mod®(A). See Exercise 3.5.

Sheaves associated with locally closed subsets. — In this subsection, the base

ring is the sheaf kx. Recall that if Z is a locally closed subset and F' € I(kx), we

have constructed the ind-sheaf zF' in Definition 3.3.15, by setting, for F' = liﬂ” F;,
i

Z=UnNS, U open, S closed:
sF= “lin”  (F)ya
i, VCCU,WDS

When there is no risk of confusion, we often write kz and zk instead of (kx)z and
z(kx), respectively.

If Z = {«} with ¢ € X, we shall write ;k and k, instead of {1k and k.3,
respectively.
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Proposition 4.2.14. — (i) One has the isomorphisms
zk ~ Bxkz, zF ~ FQ zk for F € I(kx).
(ii) Let U be open and let F,G € I(kx). Then
Homl(ku)(F|U,G|U) ~ Homl(kx)(F Quk, ).
(iii) Let Z1 and Zs be two locally closed subsets. Then
7102k = 7,k ® z,k.
(iv) Assume that Z' is closed in Z. Then there is an exact sequence
0= nzk— zk— 2k —0.

(v) Let Z be a locally closed subset. Then for G € Mod(kx) and F € I(kx), one
has

Hom (G, F ® zk) ~ Hom (G, F) @ kz.

Proof. —
(ii) By Proposition 4.2.11, one has Homy ,(F ® vk, G) ~ Hom, _(ku,Hom (F,G)).
(v) is a particular case of Proposition 3.3.16.

The other results are obvious. q.e.d.
Corollary 4.2.15. — (i) If U is open, the morphism vk — ky is a monomorph-
sm.

(ii) If S is closed, the morphism sk — ks is an epimorphism.

Proposition 4.2.16. — For any locally closed subset Z and F € I(kx), one has
TzF ~ Thom (zk, F).

Proof. — For any G € I(kx), one has
Homy; (G,TzF) =~ Tz(X;Hom(G,F))~Homy, ,(GzF)
~ Homy, (zk ® G, F) ~ Homy (G,Thom (zk, F)).
q.e.d.

Example 4.2.17. — Let X be a real manifold of dimension n > 1 and let z € X.
Define N € I(kx) by the exact sequence

(4.2.1) 0> N—zk—k;—0.
Since Hom (k, ,k) ~ li_ngHom (kg, ky7), where V ranges through a neighborhood sys-
tem of z, we find Hom (k;, ;k) = 0, hence N # 0. On the other hand,

Hom (ky,N) =0

for any open neighborhood U of z.
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Ezxample 4.2.18. — By Exercise 1.1, we get a non-zero ind-sheaf F' over X = {pt}
such that

(4.2.2) Homy;, ) (kxv, F') = 0 for all open set U C X.

In fact, one can construct ind-sheaves with such a property on every non-empty space
X (see Exercise 4.8).

Quasi-injective ind-sheaves. — In this subsection, the base ring is the sheaf kx.

Recall that an ind-sheaf K € I(kx) is called quasi-injective if the functor G —

HomI(kX)(G,K) is exact on Mod®(kx), or equivalently, if K ~ “@” K; with K; €
7

Mod®(kx) and K; injective in Mod®(kx).

Proposition 4.2.19. — Let K € I(kx) and consider the following properties:
(i) K is quasi-injective,
(il) K ~ “lig” K; with K; € Mod(kx) and K; injective,

)
(iii) the funcztor Homy;, (-, K) is ezact on Mod(kx),
(iv) the functor Hom (-, K) is exact on Mod(kx), and the sheaf Hom (F, K) is soft
for any F € Mod(kx),
(v) the functor Thom (-, K) is ezact on Mod(kx).

Then (i) < (i) & (iii) © (iv) = (v).

Proof. — (i) = (ii) is obvious.

(ii) = (i). One has the isomorphism K ~ “lim” I z(K;), where Z ranges over the
7,

family of compact subsets of X. Since I'z(Kj;) is injective in Mod®(kx), the result
follows.

(ii) = (v) follows from the isomorphism Zhom (F, K) ~ “lim” Hom (F, K;), and the

fact that Hom (-, K;) is exact on Mod(kx).

(ii)+(v) = (iv). By applying the exact functor ax to Zhom(-,K), the functor
Hom .y (-, K) is exact. Since Hom (F, K;) is a flabby sheaf, Hom, \(F, K) ~
lgﬁom (F, K;) is a soft sheaf.

(iv) = (iii) follows from Hom (-, K) = I'(X;Hom (-, K)).
(iii) = (i) is obvious. q-e.d.

Corollary 4.2.20. — Let 0 - K' — K — K" — 0 be an ezxact sequence in I(kx),
and assume that K' is quasi-injective. Then for any F' € Mod(kx) the following
sequences are exact:
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0 — Zhom (F,K') — Thom (F,K) — Thom (F,K") — 0,
0— Hom (F,K') = Hom (F,K) — Hom (F,K") — 0,
0 — Homy, (F, K') - Hom;, (F,K) — Homy; (F, K") = 0.

Proof. — There exists a filtrant inductive system of exact sequences 0 - K| — K; —
K} - 0in Mod(kx) such that every K] is injective and its inductive limit gives 0 —
K' - K - K" — 0. Then 0 - Hom (F, K}) - Hom (F, K;) = Hom (F,K]) = 0
is exact. Hence we obtain the exactness of the first and second sequences. Since
Hom (F, K') is soft by the preceding proposition, the last sequence is exact by apply-
ing T'(X; -) to the second one. q.e.d.

Proposition 4.2.21. — Assume that k is a field. Let K € I(kx) be quasi-injective.
Let F € Mod(kx). Then BxF ® K is quasi-injective.

Proof. — (i) Let us first prove the result when F' = kz for a locally closed set Z. By
the result of Proposition 4.2.14 (v), we have for any G € Mod®(kx):

Hom; (G,Bxkz ® K) =~ T(X;kz ®Hom (G, K)),
and this functor is exact with respect to G.

(i) Let F € Mod(kx). There exists an epimorphism @, _; ky,—~F. For a finite
subset J of I, denote by F; the image of @, ; kv,- Then fxF =~ “m,,(ﬂXFJ),

and it is enough to prove the result with F' replaced by F;. If |J| = lJ, then F is
isomorphic to kz for some locally closed subset Z, and the result follows by (i). Then
the proof goes by induction on the cardinal of J. Indeed, if one has an exact sequence
0> F — F—5F"—50then0 - xF' QK - fxF QK — BxF"® K — 0is
exact, and if BxF' ® K and BxF" ® K are quasi-injective then SxF ® K will be
quasi-injective. q.e.d.

Proposition 4.2.22. — Assume that k is a field. Let F, G € Mod(kx) and let
K € I(kx). Then there are natural isomorphisms
Thom (G,K)®BxF — ZThom(G,K ®BxF),
Hom (G, K)®F = Hom(G,K ®BxF),
[(X;F ®@Hom (G, kx)) — Hom,;, (G,BxF).
Note that the third formula gives an alternative definition of the ind-object Sx F
when A = kx.

Proof. — The first morphism is obtained by Corollary 4.2.7, the second one by ap-

plying a to the first one, and the last one by applying I'(X; -) to the second one.
First let us prove that the second morphism is an isomorphism. Remark that both

sides are left exact with respect to K. Hence we may assume that K is quasi-injective.
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Since the functor Hom (G, - ) sends exact sequence of quasi-injective objects to exact
sequences, we get by Proposition 4.2.21 that both sides are exact with respect to F'.
Since both sides commute with h_n>1 with respect to F', we may assume F' = ky for an

open subset U. Then the second formula follows from Proposition 4.2.14.

The third formula follows from the second one by applying the functor I'(X; - ) with
K =kFkx.

Finally let us prove the first formula. For any S € Mod®(kx), one has

1

Homy, (S, Thom (G, K) ® Bx F) I‘(X; Hom (8, Thom (G, K) ® ,BXF))

1R

(
I‘(X; Hom (S, Zhom (G, K)) ®F)

1R

I‘(X,’Hom S@G,K)@F)

(
(X Hom (S®G, K ® 5XF))

1R

1

F(X ; Hom (S, Thom (G, K ® BXF)))
~ Hom; (S, Zhom (G, K & BxF)).

q.e.d.

4.3. External operations

Recall that all spaces are Hausdorff, locally compact and with a countable base of
open sets. Let f: X — Y be a continuous map.

From now on, for the sake of simplicity, we assume that k is a field, and we consider
only the base rings kx, ky, etc. The case of sheaves of rings will be treated in the
next chapter.

Inverse image. — Let G € I(ky). We define f G € I(kx) as follows. If G =
“lim” G; for G; € Mod‘(ky), we set:

f—lG — “liﬂ” (f_lGi)U-
LUCCX
Note that one also has f~1G = “ling” f1G;, where f1G; € Mod(kx).
i

Ifiy: U — X is an open inclusion, and F' € I(kx), then i,}lF ~ F|y, by Lemma
3.3.7.
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Proposition 4.3.1. — The diagram below commutes:
-1
Mod(ky) —1—> Mod (kx)

Lyl Lxl/
f—1

I(ky) —— I(kx)

ayl axl
Mod(ky) ——> Mod(kx).
Proof. — (i) Let G € Mod(ky). Then 1y (G) = “lim” Gy and

VCccy
fﬁlLY(G) ~ “liﬂ” (filGV)U
VCcCy,uccx
~ “liﬂ” (f_lG)f—l(V)ﬂU ~ “li_ng”(f_lG)U.
Vccy,uccx vccx

(11) Let G = “liﬂ” G; € I(ky) Then ay(G) = llgGl and
flay(@) = flimGi~limf G ax(“lim” f1Gy).
q.e.d.
Proposition 4.3.2. — The functor f1: I(ky) — I(kx) is exact and commutes with

“lim” and ®.

Proof. — Recall that f~'G = “lim” (f~'G;)v, and the functors “lim”, f~! and
i, UCCX
(-)u are exact and commute with “lig” and Q. q.e.d.

Proposition 4.3.3. — For f: X Y andg: Y — Z, one has (gof)™! ~ f~log™™.

The proof is straightforward.
We shall prove later (Corollary 4.3.7) that the functors f~! and 3 commute.

Direct image. — Let F' = “lim” F; € I(kx) for F; € Mod®(kx). One defines
i
f+F € I(ky) by the formula:
Fo(“lim” Fy) = lim “lim” fu(Fie) = lim “lim” £,(Ty (F)).
L A M ’

Here, K (resp. U) ranges through the family of compact (resp. relatively compact
open) subsets of X. The isomorphism above is described by the morphisms

lim“lim” f,(Fix) 5 lim “lim” £.(CoFo)x < lim “lim” £, (T Fy).
K,U i U i

K [
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Proposition 4.3.4. — The two functors f~! and f. are adjoint. More precisely, let
F eI(kx) and let G € I(ky). Then

Homl(kx)(f’lG, F)~ Homl(ky)(G,f*F)_
Proof. — Let F = “lij” F;and G = “lig” G;. One has the chain of isomorphisms
i J
Homl(kx)(f_1G7F) jad Homl(kx)( “li_n;]” (f_lGj)U, uliﬂnﬂ)
7, UCCcX i

>~ lim  limHomyq ) ((f7G))u, F)

HUCCX i

~  lim limHomy (/7 G5, TuFy)
5 UCCX i

=~ lm limHomyyy,)(Gj, fuTv Fi)
5 UCCX i

~ limHomy,, ) (G;, lm “lim” LTy F)
J vccx i

1

Hom (G, fu F).

q.e.d.
Corollary 4.3.5. — The functor f.: I(kx) — I(ky) is left exact and commutes with
Yo

Proposition 4.3.6. — The diagram below commutes:

Mod(kx ) —> Mod(ky)

Lxl/ Lyl
Fx

I(kx) ———I(ky)
Mod(kx ) —Z> Mod(ky ).

Proof. — (i) fetx =~ ty f« follows from ax f~! ~ f~lay and the fact that f. and ¢
are right adjoint of f~! and a.

(i) Let F ~ “lim” F; with F; € Mod®(kx). Then
filaxF) =~ limf,((ax F)k) ~ lim f.(lim F;x)
K K i

~ lim f(lim F; ) ~ limlim f,(F;x)

K i K i
limay (“lim” /i) = ay (i “lig” 7. Fixe) = ay (£.F).
K i

K i

1R

q.e.d.
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Corollary 4.3.7. — The diagram below commutes:

Mod(ky) - Mod (kx)

|

I(ky) L I(kx).
Proof. — By adjunction, using Proposition 4.3.6. q.e.d.

Proposition 4.3.8. — Let F € I(kx) and G € I(ky). Then

Thom (G, f.F) =~ f.Zhom(f™'G,F),
Hom (G, fF) ~ fHom(f 'G,F).

Z

Proof. — The second formula follows from the first one by applying the functor ay .
To prove the first formula, consider K € I(ky). Then

Homl(ky)(K,Ihom (G, f+F)) = HomI(ky)(K ®G, f+F)
~ Homl(kx)(f_l(K ®QG),F) ~ Homl(kx)(f_lK ® f'G,F)
~Homy, \(f 7' K,Zhom (f'G, F)) ~ Homy, (K, fZhom (f~'G, F)).

q.e.d.
Proposition 4.3.9. — For f: X =Y and g: Y — Z, one has (go f), = g« 0 f«.

By adjunction, this follows from Proposition 4.3.3.

Note that f, does not commute with 5 in general.

Proposition 4.3.10. — Assume that f: X — Y is the embedding of a locally closed
subset. Then f~1f. = id.

Proof. — First, that assume f is an open embedding. Let F' € I(kx) and let G €
Mod®(kx). One has the isomorphisms:

Homy ;.. (G, fTHF) > Homy;, \(fuG, f..F)
~ Homyy (f " fuG,F)
~ Homy; (G, F).
Here, the first and second isomorphisms follow from Theorem 3.3.14.

If f is a closed embedding the result follows from the classical one for sheaves since
both f~! and f. commute with inductive limits in this case. q.e.d.
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Proper direct image. — Let F' = “lim” F; € I(kx) for F; € Mod®(kx). One
i
defines fuF € I(ky) by the formula
f!! “lm” F. = “lim” le
% i _zn;l i

If iy: U — X is an open embedding, ¢y, coincides with the previous construction of
section 3.3.

Note that the natural morphism fitx F — ¢y fiF' is not an isomorphism for F' €
Mod(kx), in general. Here, this morphism is described by the morphisms (we do not
write the functors ¢x, ¢y for short)

(4.3.1) fuF ~“lm” fi(Fy)~ “lim”  (fi(Fy))v = “Lm”(fiF)v.
Uuccx UCCX,VCCY VCCY

To avoid any confusion, we use the different notation fi .

Lemma 4.3.11. — If the support of F € Mod(kx) is proper over Y, then futx F —
vy fiF.

Proof. — In this case it is obvious that the last morphism in (4.3.1) is an isomorphism.
q.e.d.

Proposition 4.3.12. — The functor fu is left exact and commutes with “li_n)'l”.

The proof is evident.

Proposition 4.3.13. — The diagram below commutes:

I(kx) — I(ky)

o

Mod(kx ) —> Mod(ky ).

Proof. — One has the chain of isomorphisms

ay fu(“lig” Fi) = ay(“liy” fiFy) = lim fiF}

1R

fillim F) = frax (“lim” F;).

Theorem 4.3.14. — For G € I(ky) and let F € I(kx), one has
GR fuF ~ f”(f_lG ®F)
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Proof. — Let G = “lim” G, for G; € Mod®(ky) and F = “Lm” F; for F; €
J i
Mod®(kx). Then we have
f_1G®F ~ “hj”(f_lGj) ®E .

2]

Since the F}’s have compact support, (f1G;) ® F; € Mod‘(kx), and
MUTGRF) = “lim” (i(f7'G; 8 F) ~ “lim” G, ® AF,
i) ]

1

1

(“li_n;” G]) ®(“li3” f'-Fz) ~ G®fHF
j %

Corollary 4.3.15. — Let G € I(ky) and let F € I(kx).

(i) There are natural morphisms

fuZhom (f'G,F) — ZThom (G, fuF),
fiHom (f7'G,F) — Hom(G, fuF).

(il) If G € Mod(ky), these morphisms are isomorphisms.

Proof. — Since the assertions for the second morphism follows from the first one by
applying «, we shall prove the assertion for the first morphism.

(i) Applying Corollary 4.2.6, we have a natural morphism
f'G®Zhom(f 'G,F) = F.
Hence, by Theorem 4.3.14, we get the morphism
G ® fuZhom (f'G,F) ~ fu(f G @ Thom (f *G,F)) = fuF.
Applying Proposition 4.2.5, we get the desired morphism.
(ii) Let F ~ lim” Fj with the Fi’s in Mod®(kx). One has the chain of isomorphisms
i

Thom (G, fuF) ~ ZThom (G, fu “lig” F)

~ Thom (G, “lim” hE;) ~ “lim” Hom (G, f.F)

1R

“liﬂ” f*Hom (filG, Fz) ~ “liﬂ” f!’HOTTL (filG,.Fi)

1R

fu “liﬂ” Hom (f G, F) ~ fuZhom (f ‘G, F).

Note that we have used the fact that Zhom (K, -) commutes with “lim” when K is
a sheaf, and this does not hold when K is an ind-sheaf. q.e.d.
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Proposition 4.3.16. — There is a natural morphism of functors from I(kx) to
(4.3.2) fu = fa

If F € I(kx) has proper support over Y, this morphism induces an isomorphism
fuF = f,F.

Proof. — Let F = “lij” F; with F; € Mod®(kx). We have the morphisms
i

(4.3.3) foF = “lim” fiF; > lim “lim” fi(F)k = f.F.

KCcCcX i

Here, K ranges over the family of compact subsets of X.

Assume that supp F' is proper over Y. Let S be a closed subset of X proper over
Y such that supp F is contained in the interior of S. We may replace F; with (F3)s.
Then the arrow in (4.3.3) is an isomorphism. q.e.d.

In general fy; and 8 do not commute. However:

Proposition 4.3.17. — (i) There is a natural morphism of functors
(434) ﬂy o f” — f” o ,BX.

(ii) If f is an open embedding, (4.3.4) is an isomorphism.

Proof. — (i) There is a chain of morphisms
fu = fueaxofx ~ay o fuofx.

The result follows by adjunction.
(ii) The functor f) o Bx is left adjoint to ax o f~! ~ f~! o ay which is right adjoint
to By o fi. q.e.d.

Consider now a Cartesian square of topological spaces

X’LYI

X —Y.

Theorem 4.3.18. — There is a natural isomorphism of functors from I(kx) to
I(ky):
flug' " g7 fu.
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Proof. — Let F = “li_n;” F; with F; € Mod®(kx). Since supp F; is compact, the map
i

f': supp(¢’""F;) — Y' is proper. Hence f',g' ' F; ~ f',g' ' F;, and we get
flugT'F

1

fI!!(“lig” gl_lFi) ~ “h_l];l” fl!g/—lF,i
i i

1

“lig” g_lf!Fi ~ g—l “hﬂ” f‘E ~ g_lqu-
q.e.d.

Corollary 4.3.19. — Let V be an open subset of Y. Set U = f~Y(V), fv := flv :
U — V, and recall that iy (resp. iy) denotes the open inclusion V. — Y, (resp.
U< X). Let F € I(kx). Then

iy foF = fv,ig'F.
Proof. — Let G € Mod®(ky). Then
Homl(kv)(G,iﬁlf*F) ~ Homy, (ivuG, f.F) ~ Homl(kx)(ffliV”G,F)
~ Homy, ,(ivufy G, F) ~ Homy, (G, fv.iy'F).
q.e.d.

Ind-stalk. — Let z € X, and denote by j, the embedding {z} — X . For F €
I(kx), it is natural to define its stalk at z by setting F, = j ! F. However, there exist
non-zero ind-sheaves on X whose stalk at every z € X vanishes.

Ezxzample 4.3.20. — We keep the same notation as in Example 4.2.17, that is, we
define the ind-sheaf N by the exact sequence 0 — N — ,k — k; — 0. Since j,*
commutes with inductive limits, we get that j,° IN=0forally € X.

Hence, we define the ind-stalk of F' at = as , F'. This is an ind-sheaf whose support
is contained in {z}. By Proposition 3.3.16, for F' € Mod(kx) and K € I(kx) one has
the isomorphism:

Hom (F, K); ~ Homy, (F, - K).

The functor which associates with F' the family of its ind-stalks is faithful:

Proposition 4.3.21. — Let f: F — G be a morphism in I(kx), and assume that
for each x € X the induced morphism f: ,F — G is the zero morphism. Then f
is the zero morphism.

Proof. — One has the chain of equivalences

f =0 & for all K € Mod(kx), the induced morphism Hom,, (K, F) —
Hom (K,G) is zero < for all z € X and all K, Hom (K, F), — Hom (K, G), is
zero <> for all z € X and all K, Homy; (K, ,F) — Hom (K, ,G) is zero < for
allz € X, ,F — .G is zero. q.e.d.
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Exercises to Chapter 4

Ezercise 4.1. — LetY = R, X = {0} and denote by f: X — Y the embedding. Let

Gn =k__1 1| € Mod(ky). Prove that f~'(]] Gn) =~ kSN and [] f~Y(Gn) ~

R neN neN

k%. Hence, f~! does not commute with lim.

Ezercise 4.2. — Let f: X — Y be as in Exercise 4.1. By choosing F = kx €
Mod(kx), prove that both f, and fi do not commute with 3.

Emercz'se 4.3 — Let X =] - 1,1, Y = R and f: X — Y the embedding. Let
=k_1421_1(€ Mod(kx). Show that “13”17’ ~ kx, “13” f+F, ~ x(ky) and

Fe(“ l_ng n) =~ (ky )%, Hence, f. does not cornrnute with “l_ng

Ezercise 4.4. — Let f: X — Y be as in Exercise 4.3. Prove that fukx ~ x(ky)
and fikx ~ (ky)x. Hence, futx % vy fi in general.
Ezercise 4.5. — Let X = {pt}, F,, = k. Prove that Sx( ][ F,) is not isomorphic
neL
to [ Bx(F,). Hence, Bx does not commute with lim.
neEL
Ezercise 4.6. — Let X = R, Y = {0}, and denote by f: X — Y the projection.

Let F,, = k{,} € Mod(kx). Prove that [[ F,, ~ @ F,, ~ “@’ F,,. Deduce that
neN neN neN

(Il Fn) ~k¥Nand [] fuF, ~ k. Hence, fi does not commute with lim.
neN neN

Egzxercise 4.7. — Assume that k is a field. Let K € Mod(kx) be a soft sheaf. Prove

that F' ® K is soft for any sheaf F' € Mod(kx).
(Hint: adapt the proof of Proposition 4.2.21.)

Exercise 4.8. — Assume that k is a field. Let W = k", let ¥ denote the the family

of subspaces of W with countable dimension and let G = “lim” V.
Ves
(i) Let U be a relatively compact open subset of X. Prove that

Hom ;) (kxv, Wx) = lim Homy, (kxu,Vx)
ves

(ii) Define FF = (W/G) x ~ “lim” Wx /Vx. Prove that for any open subset U of X
v

one has

(Hint: in (i) remark that any open coverlng of U admits a countable subcovering.)






CHAPTER 5

DERIVED CATEGORIES OF IND-SHEAVES

In this chapter as in the preceding one, we work in a given universe /. All topo-
logical spaces (denoted by X, Y, etc.) are assumed to be Hausdorff, locally compact,
and with a countable base of open subsets. Moreover k is a field.

Notation 5.0.1. — If ¢: C — (' is an additive functor of abelian categories, we
shall usually still denote by ¢ instead of K+ () the associated functor from K+ (C)
to K*(C'), and similarly with bifunctors. For example, we still denote by Zhom the
functor K~ (I(kx))°? x Kt(I(kx)) — K+(I(kx)) associated with Zhom .

5.1. Internal operations

Recall that the categories Mod(kx) and Mod°(kx) have enough injectives and
systems of strict generators.

As usual, we denote by D(kx) the derived category of the category Mod(kx) of
sheaves of k-vector spaces on X. More generally, if A is a sheaf of rings on X we
write D(A) instead of D(Mod(A)).

We denote by D(I(kx)) the derived category of the category I(kx) of ind-objects
of Mod®(kx).

Proposition 5.1.1. — The natural functor D(kx) — D(I(kx)) induced by vx 1s
fully faithful. In particular, D(kx) is equivalent to the full triangulated subcategory
of D(I(kx)) consisting of objects F such that H’ (F) € Mod(kx) for all j.
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Proof. — Let F,G € K(Mod(kx)). We have

Hom p g )y (tx Gy ex F) > lim Hom g (4,1, (G',:x F), G € K(I(kx))
o—ha
~ lim Hom y (ppoqqiy ) (@x G, F), G’ € K(I(kx))
e
~ lim Hom y (\oq(iy)) (G F), G € K(Mod(kx))
G”ql—vs>G

~ Hom (G, F).

Here, we have used the fact that the category {axG' — G} is cofinal in the category
{G" = G}.

Let us prove that if F € D(I(kx)) satisfies H’(F) € Mod(kx) for any j, then
F € D(kx). There is a natural morphism F' — txaxF, and it is an isomorphism
because it induces isomorphisms in cohomologies. q.e.d.

We introduce the categories

P(kx) = {9 Gj; G; € Mod(kx)},
J
(5.1.1) Pe(kx) = {9 Gj;G; € Mod®(kx)},
J
Iy(kx) := {F €I(kx); F is quasi-injective}.

If there is no risk of confusion, we shall write P, P, and Z, instead of P(kx), Pc(kx)
and Z,(kx), respectively. Note that P and P, are generating and Z, is cogenerating.

Lemma 5.1.2. — (i) The category P is stable by ® and the category I, is stable

by I,
(ii) if G € P and F € I,, then Thom (G, F) € I,
(iii) if G € P and F € 1,, then Hom (G, F) is soft.

Proof. — (i) is obvious.

(ii) Since Zhom (-, F) sends direct sums to direct products, we may assume by (i)
that G € Mod(kx). In this case, Hom;, (+,Zhom (G, F)) ~ Homy (- ®G, F) is
an exact functor on Mod‘(kx).

(iii) follows from (ii) and Proposition 4.2.19. Note that
Hom (G, F) ~ Hom (kx,Thom (F,G)).
q.e.d.

Theorem 5.1.3. — (a) The category P°P x I, is injective with respect to the func-
tors Homy, ., Thom, Hom.
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(b) The functors below are well-defined:
RHomy, ) : D™ (I(kx))? x D*(I(kx)) — D*(Mod(k))
RThom : D~ (I(kx))® x D*(I(kx)) — D*(I(kx))
RHom : D~ (I(kx))°® x DT (I(kx)) = D (kx).
Proof. — (b) follows from (a) by Proposition 1.4.6.
(al) We shall show first that PP x Z, is injective with respect to Homy, .
(i) Let G = “EJ_B” G; € P.. In order to see that Z, is injective with respect to the

functor HomI(kX)(G, -), we shall apply Corollary 1.4.4. Consider an exact sequence
0— F' 7) F — F" —» 0in I(kx) with F', F, F" in Z,. Let us prove that the functor
9

HomI( kx)(G , - ) applied to this exact sequence gives an exact sequence. We have
(5.1.2) Hom,, \(G,F) ~ [[Hom, ,(G;,F)
J

and similarly with F' replaced by F" or F". Since the functor [[; Hom (G;, -) is exact
on quasi-injective sheaves by Corollary 4.2.20, the result follows.

(ii) Let F € Z;. In order to see that P. is injective with respect to the functor
Homl(kx)( -, F), we shall apply Theorem 1.4.3. Consider an epimorphism H—+»G" in
I(kx) with G" = “@” G/ € P.. By Proposition 1.3.2, for each j, there exist G; €
Mod®(kx) and an eiaimorphism G j—GY such that the composition G; — G — G"
factors through H. Let G’; = ker(G; — G7). We get an exact sequence

(513) 0— “@” G; - “@” G] N u@n G;I =0
J J 7
such that the morphism “@” G; — G" factors through H. By (5.1.2), the sequence

j
(5.1.3) will remain exact after applying the functor Homy;, (-, F).

(a2) Next let us show that P°P x Z, is injective with respect to the functor Zhom .
For G € P, let us prove that ZThom (G,I*) is an exact sequence if I* is an exact
sequence in Z, bounded from below. It is enough to prove that for any S € Mod‘(kx),
H* :=Homy (S,Zhom (G,I°)) is exact. We have the isomorphism

H* ~Homy; (5 ®G,I*.

Since S ® G € P,, (al) implies the exactness of H*.
The exactness in G is similarly proved.

(a3) The case of the functor Hom follows from (a2) by applying the exact functor
ax.
(a4) Finally let us prove that P°P x 7, is injective with respect to Hom, . Note that

Hom (F,G) is soft for G € P and F € I, by Lemma 5.1.2 (iii). Hence the assertion
follows from (a3) and the isomorphism Hom, (G, F) ~ I'(X ; Hom (G, F)). q.e.d.
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Proposition 5.1.4. — Let G,K € D (I(kx)) and let F € D*(I(kx)). Then

(i) axRZhom (G,F) ~ RHom (G, F),

(i) RZhom (G ® K, F) ~ RZhom (G, RZhom (K, F)).
Proof. — (i) follows from the isomorphism ax o Zhom ~ Hom and the exactness of
ax.
(ii) We may assume G,K € K~ (P) and F € K+(Z,). Since G ® K € K~(P), and
Thom (K,F) € K*(Z,), we get the isomorphisms

RThom (G K,F) ~ Zhom(GQK,F)

~ Thom (G,Zhom (K,F)) ~ RThom (G, RZhom (K, F)).

q.e.d.
Proposition 5.1.5. — Let G € D~ (I(kx)) and F € DT (I(kx)). Then
RHom,, (G, F) ~ RT'(X; RHom (G, F)).
Proof. — We may assume that G € K (P) and F € K*(Z;). Then
RHom;, (G, F) =~ Homy, (G,F)
~ T(X;Hom (G, F)) ~RINX; RHom (G, F)).
Note that the last isomorphism follows since Hom (G, F) is soft. q.e.d.

One difficulty of the theory of ind-sheaves is that the category I(kx) does not have
enough injectives. This difficulty is partly overcome by the use of Theorem 1.5.4.

Theorem 5.1.6. — Let S be a small set contained in Ob(I(kx)). Then there exists
a small full abelian subcategory Co of Mod®(kx) with the properties below.
(i) S C Ind(Cy).
(ii) Co satisfies the properties in (a) of Theorem 1.5.4. In particular, Co as well as
Ind(Cq) are stable by sub-objects and quotients,
(iii) Ind(Co) has enough injectives and such objects are quasi-injective in I(kx).
(iv) Co is stable by ®, Hom . Moreover, ky € Co for all open U CC X.
(v) If F € S, then Thom (F, -) sends Ind(Cq) to Ind(Cy).
(vi) Let K € Ind(Co) and assume K is injective in this category.
(a) If F € S, then Thom (F, K) is quasi-injective in I(kx).
(b) If F € S, then H* RThom (F,K) = 0 for k # 0.
(¢) If F € Ind(Cy), then Hom (F, K) is injective in Mod(kx).-
(d) If F € Ind(Co), then H*RHom (F,K) = 0 and H*RHom,, ,(F,K) =0
for k #0.

Proof. — (i)—(iv) There exists a small set B contained in Ob(Mod®(kx)) such that

S consists of Fy’s and F, ~ “lig” F,; with I; small and filtrant and F,; € B. Set
icl,
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I =|],I;. We may assume from the beginning that S contains the sheaves ky, for
all open subsets U CC X.
With slight modifications of the proof of Theorem 1.5.4 (see [13]), we may construct
a small full subcategory Cq satisfying conditions (a) and (b) of this theorem and such
that Co contains B and is stable by ®, Hom. Moreover, we may assume that Cq is
stable by products indexed by I of sheaves in Cy with supports contained in a fixed
compact subset. Then (i)—(iv) follow from this statement.
(v) Let F = F, ~ “lim” F; and G ~ “lim” G; with G, F; € Co. Then Thom (F,Q)
i€l, jeJ
is a sub-object of [[;c;, “lim” Hom (Fzz G;). One has
jed

[ “lim” Hom (Fi, G;) ~ “lim” (] | Hom (Fi, Gy(iy)v),

iel, J€J e U el
where ¢ ranges over the set of maps J — I; and U over the family of open subsets
UccX.
Then (v) follows since Cy is stable by Hom and by product indexed by I.

(vi) (a) Let G € Ind(Cy). Then
Homlnd(co)(G,Ihom (F,K)) ~ Homl(kx)(G,Ihom(F,K))
~ Homy,; (G ®F,K) ~Homp, ., (G ® F, K).

and this functor is exact with respect to G since G ® F € Ind(Cy). Therefore,
Thom (F, K) is injective in Ind(Cy), hence quasi-injective in I(kx).

(vi) (b) Let Fo — F be a resolution of F' with the components of F, in P. We may
assume from the beginning that the F}’s belong to S. We may also assume that S is
stable by kernels and cokernels.

Since K is quasi-injective, RZhom (F, K) is represented by Zhom (F,, K). Hence, it
is enough to prove that this complex is qis to Zhom (F, K). By standard arguments,
it is enough to show that Zhom (-, K) is exact on S. This follows from the fact that
Homy, ¢,y (G, Zhom (H, K)) ~ Hom, 4 ¢, (G ® H, K) is exact with respect to H € S
for any G € Cy.

(vi) (¢) It is enough to prove that Hom (F, K) is flabby. Let U be an open subset
of X. The monomorphism F' ® yk— F' gives rise to the epimorphism
I'(X;Hom (F, K)) ~ Hom ¢ (F, K)
—~Homy, 4, (F ® vk, K) ~ I(U; Hom (F, K)).
(vi) (d) Consider a resolution F, — F' with the components of F, in P, N Ind(Cp).

Then RHom (F, K) is represented by the complex Hom (F,, K). Hence, it is enough
to show that Hom (-, K) is exact on Ind(Cy). This follows from the formula

(5.1.4) L(U; Hom (F, K)) ~ Homy, 4, (vk ® F, K).
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The case of RHomy;, ) (F, K) is similar. q.e.d.

Definition 5.1.7. — Let S be a small subset of Ob(I(kx)). We denote by J(.5) the
subcategory of I(kx) consisting of objects F' with the following properties:

(i) for any G € S, Thom (G, F) is in T, (kx),
(i) H*RThom (G, F) =0, H*RHom (G,F) = 0 and H"*RHom,, (G, F) = 0 for
any G € S and any k # 0,
(iii) Hom (G, F) is an injective sheaf for any G € S.
Applying Theorem 5.1.6, we get the following result.

Corollary 5.1.8. — For any small subset S of Ob(I(kx)), the category J(S) is
cogenerating in I(kx).

Proof. — Let F' € I(kx). Let us take Co as in Theorem 5.1.6 replacing S with SU{F'}.
Since Ind(Cp) has enough injectives, F' is embedded into an injective object in Ind(Cp).
The assertion follows from the fact that any injective objects in Ind(Cp) is contained
in J(S5). q.e.d.
Corollary 5.1.9. — Let F € DY (I(kx)) and G € D~ (I(kx)). Then

(i) RZhom (G,F) ~ “lim” Thom (G, F") in Ind(D* (I(kx))),

F—SF
(ii) RHom (G, F) ~ “lim” Hom (G, F') in Ind(D™* (kx)),
F—SF
(iii) RHom; (G, F) ~ “lim” Homy, ,(G,F') in Ind(D+(Mod(k))).
F—SF

Here F qu) F' ranges over the family of quasi-isomorphisms in KT (I(kx)).
Proof. — (i) Choose a qis G' — G with G' € K~ (P) and a qis F — F' with F' €
K*(Z,). By Theorem 5.1.3, RZhom (G, F) ~ Thom (G', F'). Hence it is enough to
prove that, given a qis G’ — G as above, there exists a qis F — F' with F' € KT(Z,)
such that the morphism Zhom (G, F') — Zhom (G', F") is a qis. Let G" denote the
mapping cone of G' — G. We choose a small set S in Ob(I(kx)) such that S contains
all objects of the complexes F, G" and is stable by kernels and cokernels. Let us
apply Corollary 5.1.8. There exists a qis ' — F' with F' € K*(J(S)). By Corollary
5.1.8 (ii), Zhom (G", F') is qis to 0.

(ii) (iii) The proof is similar. qg.e.d.

This corollary means that, for a fixed G € K~ (I(kx)), the functor Zhom (G, -) is

right derivable, and its right derived functor coincides with the right derived functor
RZhom(-, -) of the bifunctor Zhom (-, ).

Proposition 5.1.10. — Let K € D~ (kx), K' € Dt(kx), G € D~(I(kx)) and
F e D*(I(kx)). Then
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Proof. — (i) By Corollary 5.1.8, we can find a quasi-injective F' € K*(I(kx))
and a quasi-isomorphism F' — F' such that RHom (Bx K, F) is represented by
Hom (Bx K, F') ~ Hom (K,ax F'). Moreover since ax (F') ~ Hom (kx, F'), we may
assume that ax (F") is injective. Hence Hom (K, ax F') represents RHom (K, ax F).

(ii) By (i) we have

RHom (BxK  G,F) ~ RHom (BxK,RThom (G,F))
RHom (K,axRThom (G, F))
RHom (K,RHom (G, F)).

1

1

(iii) follows from (ii) by applying RT'(X; -).

(iv) We may assume that K € P and F € Z;. Then the result follows from Proposition
4.2.22 since F' ® Bx K € 1, by Proposition 4.2.21.

(v) follows from (iv) by applying the functor ax. q.e.d.

Proposition 5.1.11. — Let G € D~ (kx). Let {F;}; be a small filtrant inductive
system in I(kx). Then we have
“lim” H¥*RThom (G,F;) = H*RThom (G, “lim” Fy) ,
li_n}HkR?-lom (G,F;) = HFRHom (G, “lim” F7) .

Moreover, if G has compact support, then

Proof. — We may assume that G € Mod(kx). Then the assertion follows from
Theorem 1.5.6 and Corollary 5.1.9. q.e.d.

5.2. External operations

Let f: X — Y be a continuous map. Recall that X and Y are assumed to be
Hausdorf, locally compact and with a countable base of open subsets.
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Direct images. —

Proposition 5.2.1. — (i) The category I,(kx) is f.-injective.
(i) If F € Zy(kx), then f.F € I,(ky).

Proof. — (i) Consider an exact sequence 0 — F' — F — F" — 0 in I(kx), with F’
quasi-injective. In order to prove that the sequence obtained by applying the functor
[+ remains exact, it is enough to prove that for H € Mod®(ky ), the sequence

0 — Homy, (H, fu F') — Homy, (H, f. F) — Homy, (H, f.F") — 0

is exact. This follows immediately from the adjunction formula of Proposition 4.3.4
and Corollary 4.2.20.

(i) A similar argument proves the exactness of the functor Hom;, (-, f«F) on the
category Mod®(ky) by Proposition 4.2.19. q.e.d.

Recall that if C is an abelian category with enough injectives, its cohomological di-
mension is the smallest n € N U oo such that any object F' € C has an injective
resolution of length < n.

Corollary 5.2.2. — (i) The derived functor Rf,: DY (I(kx)) — D*(I(ky)) is
well-defined.
(ii) If Mod(kx) has finite cohomological dimension, then Rf, induced a functor
Rf,: D*(I(kx)) = D*(I(ky))-
(iii) If 9: Y — Z 1is another continuous map, then R(go f), ~ Rg, o Rf,.

Proposition 5.2.3. — For G € D= (I(ky)) and F € D*(I(kx)), one has the iso-
morphisms
RHom, (G,Rf.F) =~ RHom, (f7'G,F),
RHom (G,Rf,F) =~ Rf,RHom(f'G,F),
RThom (G,Rf,F) ~ Rf,RThom(f 'G,F).

Proof. — We may assume that G € K~ (P(ky)). We can take a quasi-isomorphism
F — F' with a quasi-injective F'. Then applying Theorem 5.1.3, the result follows
from the non derived case. q.e.d.

Theorem 5.2.4. — The functors Rf, and f~! are adjoint. More precisely, for F €
D*(I(kx)) and G € D*(I(ky)) one has the isomorphism

HOmD+(I(ky))(G, Rf*F) ~ HOmD+(I(kX)) (filG, F)
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Proof. — We have the chain of isomorphisms

HomD+(1(ky))(GaRf*F) h_n>1 HomK+(I(ky))(Glaf*Fl)
F—F',G'—G

qis qis

li HomK+(I(kX))(f’1G', F)
F—F',G'——G

HomD+(I(kX))(f_1G, F).

1

1

1

Proposition 5.2.5. — There are natural isomorphisms and morphisms
(1) Lny* l) Rf*LX’
(11) aYRf* l> Rf*aX’

(iii) By Rf, — Rf.Bx.

Proof. — (i) To prove that for F € D (kx), wwRf,F ~ Rf,.xF, we may assume
that F € K*t(Mod(kx)) and that F is injective. Then 1xF € K*(Z,(kx)), and the
result follows.

(ii) To prove that for F' € D¥(I(kx)), ayRf,F ~ Rf,axF, we may assume that
F e K*(Z,(kx)). Then axF is soft, hence f.-acyclic and the result follows.

(iii) We have f~'8yRf, ~ Bxf 1Rf, — Bx, and the result follows by adjunction
(i-e. by Theorem 5.2.4). q.e.d.

Proper direct images. —

Proposition 5.2.6. — (i) The category I,(kx) is injective with respect to fi , and
the functor fu admits a right derived functor Rfy : DY (I(kx)) — D+ (I(ky)).
Moreover, for each k, the functor RF fy: I(kx) — I(ky) commutes with “lig”.

(ii) There is a natural morphism of functors Rfy — Rf,. If F € D*(I(kx)) has
proper support over Y, then this morphism induces an isomorphism RfyF =
Rf.F.

(iii) If K € Mod(kx) is soft, then R*fy(F ® K) =0 for k # 0 and F € I(kx).

(iv) If F € DY (kx) and f is proper on supp F, then RfuF ~ Rf,F.

(v) The functor fu sends T,(kx) to I,(ky). Moreover, if g: Y — Z is another
continuous map, then R(go f), ~ Rgn o Rfu.

(vi) One has the isomorphism ay o Rfy — Rfioax.

(vii) One has a natural morphism By Rf, — RfuBx, and this morphism is an iso-
morphism when f is an open embedding.

Proof. — (i) The functor fy: I(kx) — I(ky) is of the type Ifi, where one denotes
again by fi: Mod®(kx) — Mod°(ky) the restriction of the usual functor f,. Hence we
can apply Theorem 1.5.6.
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(i) Let F € K™ (I(kx)). Proposition 4.3.16 implies the existence of a morphism
fuF — f.F functorial with respect to F'. Therefore, we obtain the morphism Rfy —
Rf,. If the support of ' € DT (I(kx)) is proper over Y, then we can choose its
representative in K+(Z,(kx)) whose support is proper over Y. Then Proposition
4.3.16 implies that RfuF — Rf,F is an isomorphism.

(iii) Let F = “lim” F; € I(kx) with F; € Mod®(kx). One has
REfu(FOK) = “lim” R*fi(F; ® K) =0 for k #0.
Here, the first isomorphism follows from (i) and (ii). The vanishing result follows

from the fact that F; ® K is soft by Exercise 4.7.

(iv) By (ii) and the corresponding result in sheaf theory, one has RfyF = Rf, F <
Rf!F-

(v) Let F = “liﬂ” F; with the F}’s injective with compact support. Then fyF ~

K3
“lig” f+«F;, and the sheaves f.F; are injective.
i

(vi) If F € Z,(kx), then axF' is soft, hence fi-acyclic.

(vii) The isomorphism id = axfBx defines Rf, — Rf,axBx ~ ayRfuBx, and the
result follows by adjunction (i.e. by Theorem 3.3.26). When f is an open embedding,
fi and fi are exact, and the isomorphism follows from Proposition 4.3.17 (ii). q.e.d.

Theorem 5.2.7. — Let F € DT (I(kx)) and G € DY (I(ky)). Then
GRRfuF ~ ng!(f_lG ®F).
Proof. — We may assume that F' is quasi-injective. In this case, the left hand side

is isomorphic to G ® fuF. By Proposition 4.3.14, G ® fuF ~ fu(f G ® F). On the
other hand, fi(f '!G ® F) represents Rf)(f G ® F) by Proposition 5.2.6 (iii). q.e.d.

The next result has no counterpart in classical sheaf theory.

Lemma 5.2.8. — (i) For G € D (I(ky)) and F € D*(I(kx)), there are natural
morphisms

RfunRZhom (f_lG, F) — RIhom(G,RfuF),
RfiRHom (f~'G,F) — RHom(G,RfuF).
(ii) If G € D~ (ky), these morphisms are isomorphisms.

Proof. — The second morphism being obtained from the first one by applying a, we
shall prove the assertions for the first morphism. We have a chain of morphisms:

G ® RfuRTZhom (f 'G,F) ~ Rfu(f 'G ® RZThom (f 'G,F)) = RfuF.

Then by the adjunction, we obtain the first morphism.
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In order to see (ii), we may assume G € Mod(ky ) and F' € Z,(kx ). In this case, the
morphisms above reduce to fuZhom (f 1G,F) — Zhom (G, fuF). This morphism is
an isomorphism by Corollary 4.3.15. q.e.d.

Consider now a Cartesian square of topological spaces

X'LY'

X —Y.

Theorem 5.2.9. — There is a natural isomorphism of functors from DT (1(kx)) to
D+(I(kyl)).'

Rfllzgl_l ~g 'Rfu.

Proof. — By Proposition 4.3.18, there is an isomorphism f’,,g' " ~ g fi. The right
hand side admits a right derived functor, and R(g~'fi) ~ g 'Rfy. Hence we get
the morphism of functors g~ Rfiy — (Rf'y)g' ‘. Then it is enough to prove that for
each k and each F € I(kx), it induces an isomorphism g 1R fyF — R*f',g' 'F.
Since both sides commute with “lim” in view of Proposition 5.2.6 (i), we may assume
that F' € Mod®(kx). In this case, the result follows from the corresponding one for
sheaves.

q.e.d.

5.3. Duality

As in the preceding section, consider a continuous map f: X — Y. We shall
extend the classical Poincaré-Verdier duality to ind-sheaves and construct a right
adjoint functor to fi. We refer to [10] Chapter III for an exposition of the classical
case.

Recall that the cohomological dimension of the functor fi is the smallest d € NI oo
such that R7fiFF = 0 if j > d for all F € Mod(kx). A sheaf F on X is called f-
soft if for any € X, the sheaf F'|;-1(,) is c-soft. The functor f, has cohomological
dimension < d if and only if any sheaf on X has an f-soft resolution of length < d.

From now on, we shall make the following hypothesis:

(5.3.1) the functor f; has finite cohomological dimension.

Lemma 5.3.1. — The two functors fu and fi have the same cohomological dimen-
ston.
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Proof. — Denote by d the cohomological dimension of f;. Let F' ~ “lig” F;, with
i
F; € Mod®(kx). Then R*fyF ~ “li_n;” R fiF; = 0 for j > d. Hence, the cohomolog-

1
ical dimension of fy is less than or equal to that of fi.
The other estimate follows from R*fiF ~ ay RF fyF for F € Mod(kx). q.e.d.

Let K be an f-soft sheaf on X and let G € Mod(ky). One introduces the presheaf
on X:

fxG:U — Hom, (fiKu,G).

Proposition 5.3.2. — (i) For F € Mod(kx), F ® K is f-soft. In particular, the
functor F — fi(F ® Ky) is ezact,
(ii) if G is injective, the presheaf f3.G is an injective sheaf,
(iii) if G is injective and F' € Mod®(kx), then

Hom, (F,fxG)~Hom, (fi(K ®F),G).

We refer to Exercise 4.7 and to loc. cit. for a proof.
We shall extend the functor f} to ind-sheaves. Let G € I(ky). We define f},G €
Mod®(kx)"?% by the formula:

fxG(F) =Hom, ,(fi(K ®F),G) for F € Mod*(kx).

Lemma 5.3.3. — (i) fiG belongs to I(kx).
(ii) The functor fi : I(ky) — I(kx) commutes with filtrant inductive limits and with
projective limits (in particular, it is left exact).
(iii) If G is quasi-injective, then fi G is quasi-injective.
(iv) The category Z,(ky) is fi-injective.
(v) For F € I(kx) and G € I(ky), one has

Hom,, (F, fxG) ~Hom,, ,(fu(K ® F),G).

Proof. — (i) Clearly, the functor f} : I(ky) — Mod®(kx)"2%? commutes with filtrant
inductive limits and with projective limits. Hence, to prove (i), we may assume that
G is an injective sheaf. Then the result follows from Proposition 5.3.2.

(ii) is obvious.
(iii) follows from the fact that the functor F — fi(K ® F) is exact.

(iv) Consider an exact sequence 0 -+ G' -+ G — G" — 0 of quasi-injective sheaves,
and let us apply the functor f} to this sequence. To check that the sequence we have
obtained is exact, it is enough to prove that it is exact after applying the functor
Homl(kx)(S, -), with § € Mod®(kx). This is clear by the definition of f},.
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(v) Let F ~ “Lim” F; with F; € Mod®(kx). One has the chain of isomorphisms
i

HomI(kX)(F,f}{G) = I'&HHomI(kx)(Fi,f}{G):@Homl(ky)(f!(K(X)Fi),G)

~ Homl(ky)(“lig” MK ® Fi),G) ~ Homy,  (fu(K ® F),G).
q.e.d.

Theorem 5.3.4. — The functor Rfy: DY (I(kx)) — DT (I(ky)) admits a right ad-
joint, denoted by f', that is:

Hom p 14y y) (RfuF, G) = Hom py1 (15, y) (F f'G).

Moreover, tx f' ~ f'ty. (In other words, the restriction of this new functor to the
derived category of sheaves coincides with the classical functor f'.)

Proof. — There exists a complex of f-soft sheaves K € K°(Mod(kx)) qis to the
sheaf kx. By Lemma 5.3.3, for F € Kt(I(kx)) and G € KT (I(ky)) one has the
isomorphism

HomK+(I(kX))(F,f}{G) = HomK+(I(ky))(f”(F®K),G).

Let G € KT (I(ky)) and assume that all components of the complex G are quasi-
injective. Let us prove that f} G represents f'G. We have the chain of isomorphisms

HomD+(I(ky))(Rqu, G) ~ 11_1];1 HomK+(1(kY))(f!!(F' ®K),GI)
F’T)F,G:)G’
= llj HomK+(I(kx))(F', f}{GI)

FI—F,G—G'
!
~ Hom py gy )) (F, [k G)-
Here, we have used the fact that fi(F’' ® K) represents R fy(F ® K) and the fact that
fiG' is qis to f},G if G' is quasi-injective.
By its construction the new functor f' coincides with the classical one when re-
stricted to the derived category of sheaves. q.e.d.

Corollary 5.3.5. — Let F € D*(I(kx)) and G € D*(I(ky)). Then

(i) RZhom (RfuF,G) ~ Rf,RThom (F, f'G),
(ii) RHom (RfuF,G) ~ Rf . RHom (F, f'G).
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Proof. — Let S € D*(I(ky)). One has the chain of isomorphisms
Hom py+ 14y (S, RZhom (R fuF, G)) Hom p1 (1,1, (S ® RfuF,G)

1R

Hom py+ (4 y) (Rfu(f IS ® F), G)
~ Hompy ) (f'S®F, f'G)
HomD+(I(kX))(f_1S, RZhom (F, f'G))
~ Hom 14y (S, Rf RZhom (F, f'G)).

The second formula follows by applying ax. q.e.d.

Proposition 5.3.6. — Let {G;}; be a small filtrant inductive system in I(ky). Then
for k € Z one has

Hk(f!(“l.gn Gz)) ~ “lig” Hk(f|(Gz))

Proof. — Since each G; is a small inductive limit of sheaves, we may assume from the
beginning that all G;’s are sheaves. Denote by G¢ the canonical injective resolution of
G;. Then {G}}; is an inductive system of complexes of injective sheaves. Denote by
K a bounded f-soft resolution of the constant sheaf kx, as in the proof of Theorem
5.3.4. Then

HY(f/(“lig” Go) = HM(f'(“lim” GF)) = H¥(fle(“lim” GY))
“limy” B4 (fie(G1)) = “limy” HX(£' ().

1R

Here we have used the fact that if G is quasi-injective then f} (G) represents f'(G),
and fi, commutes with “lim”. q.e.d.

Proposition 5.3.7. — (i) Let G1,Gs € DY (I(ky)). There is a natural morphism
flGL® f1Gy — f(G1 ®Ga).

(ii) Assume that, locally on X, f is isomorphic to the projection Y xR™ — Y. Then
for G € DT(I(ky)), we have the isomorphism

e fley = f'G.

In particular, if f: X =Y is an open embedding, then f'~ f~1.
(iii) Assume that f: X =Y is a closed embedding. Then

'~ f 'RThom ((ky)x, - )-
Moreover, id = f'Rfy.
Proof. — (i) Consider the morphisms

Rf(f'G1® f'G2) =~ Rfuf'G1®G:
— G1®Gs.
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By adjunction, we get the desired morphism.

(ii) The morphism is constructed in (i) and it is known that it is an isomorphism when
G € D(ky). To check that it is an isomorphism for a general G, by “dévissage”, we
may assume that G € I(ky). Let G ~ “lim” G;, with G; € Mod(ky ). We have

i

Hk(f_lG(X)f!ky) ~ Hk((f—l “lig” Gz) ®f!ky) ~ “lig” Hk(f_lGi ®f!ky)

~ “1-13” Hk(f‘G,) ~ Hk(f! “li_n;l” Gz)

(iii) By Corollary 5.3.5, we have for G € D®(I(ky))
Rf.f'G ~ Rf,RThom (kx,f'G)~ RThom (f.kx,G).

Hence, f'G ~ f~'Rf,.f'G ~ f~*RThom (f.kx,G).
Now, let F € D*(I(kx)). We get
f'Rf.F =~ f'RThom(f.kx,Rf.F)~ f 'Rf,RThom(f ' f.kx,F)
~ f'Rf,F~F.

e

q.e.d.

Proposition 5.3.8. — Let K € D~ (I(ky)) and G € D¥(I(ky)). Then
RZhom (f 'K, f'G) = f'RThom (K,G).
Proof. — For any F € D*(I(kx)), one has the chain of isomorphisms
Hom p,., (4 o y) (Fs f' RZhom (K, G)) ~ Hom . 1. (RfuF, RThom (K, G))
~ Hom py+ 1, 1) (K ® RfuF,G) ~ Hom 14y (Rfu(f 'K ® F),G)
~ Hom pyy 1) (f 'K @ F, f'G) ~ Hom 4 ;. (F, RZhom (f ' K, f'G)).
q.e.d.

Proposition 5.3.9. — There are a morphism and an isomorphism of functors

(i) axf' = flay,

(ii) 78y () ® f'ky = f'Bv(-).
Proof. — (i) By Theorem 5.3.4, there is a natural morphism Rfy f* — id. This defines
Rfiax f' ~ ayRfuf' — ay, and the result follows by adjunction.

(ii) Let G € D*(ky). Using the morphism Rfif'ky — ky we have the chain of
morphisms
Rfn(f'ByG® f'ky) =~ PByGRRfuf'ky
- ByGQky.
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We get the morphism f'8yG ® f'ky — f'ByG by adjunction. To prove it is an
isomorphism, we take S € D?(Mod®(kx)) and check the chain of isomorphisms

Hom py. 1401, (S, F 7By G ® f'ky)

1

HORT (X; RHom (5,x /"G ® f'kv))

1

HORT(X; RHom (S, f'ky) @ f~ 1G)

1R

HORT(Y; Rf,(RHom (S, f'ky) ® f~ 10))

1

1

HRT(Y; Rf,RHom (S, fky)@G)

12

(
(
HORF(Y Rf,RHom (S, fky)®G)
(
(

HRT(Y; RHom (RfyS, ky) ®G)

1

HORT (Y; RHom (RfuS, BYG))
Hom p1 11y ) (Rf1S, By G)

~ HomD+(I(kX)) (S, f!,BYG)-

q.e.d.

Consider a Cartesian square of topological spaces

(5.3.2) X' A Y!
g l O lg
f
X —Y.
Theorem 5.3.10. — There is a natural isomorphism of functors

Rf'.¢" = ¢'R..
Proof. — 1t is enough to prove the isomorphism
RHom, (K, R f.9"F) ~ RHom,, (K,g'Rf,F)
for K € DT¥(I(ky')) and F € D*(I(kx)). By adjunction, this follows from the

isomorphism Rg',, f' 'K ~ f~'RgyK given by Theorem 5.2.9. q.e.d.
Theorem 5.3.11. — There is a natural isomorphism of functors
RflugI! = Q!Rf!!-

Note that this isomorphism has no counterpart in sheaf theory.

Proof. — The morphism is constructed by the chain of morphisms RgnRf’) g’ P
RfwRg',g' ' Rfy and by adjunction. Hence, it is enough to prove the isomorphism

RHom,, (K, Rf'yg" F) = RHomy, ,(K,g'RfuF)
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for K € Mod®(ky) and F € D*(I(kx)). Since K has compact support, one has the
isomorphisms

RHom,, (K, Rf'yg"F) =~ RI(Y';RHom (K,Rf'yg'"F))
~ RI(Y;Rg,RHom (K,Rf',g"F)).

Now, using Lemma, 5.2.8 and the fact that ¢’ is proper on supp(f'_lK), we find
the chain of isomorphisms

1

Rg,Rf'\RHom (f' "K,g'"'F)
~ Rf,Rg\RHom (' K,g"F)
~ Rf,Rg ,RHom (f 'K, g'F)
~ Rf,RHom(Rg',f' 'K,F)
~ Rf,RHom (f *RguK,F)

~ RHom (RgnK,RfnF)

~ Rg,RMHom (K,g'RfvF).

Rg,RHom (K, Rf'yg" F)

Therefore we get

RHom,, \(K,Rf'wg"F) ~ RI(Y;RgRHom (K,Rf'yg'"F))
RI(Y; Rg,RHom (K, g'RfuF))
RI(Y'; RHom (K, g'RfuF))

~ RHomI(kY,)(K,g!Rf!!F).

1

1

q.e.d.

We may summarize the commutativity of the various functors we have introduced
in the table below. Here, “o” means that the functors commute, and “x” they do
not. Examples showing that the functors do not commute are given in Exercises 4.2,
4.3,4.4,4.5,4.6,5.1, 5.2.

cle|f| i) m
® o| oo o X
f_l o| oo ) X
fx oo | x| X o
f!! X o X o X
f! o | X | X o
lig X | o] o
@ o| o | X
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5.4. Ring action I

For the reader’s convenience, we define the standard notions of a ring or a module
in the case of the category I(kx), although such constructions make sense and are
classical in the more general framework of tensor categories. Recall that k is assumed
to be a field.

Definition 5.4.1. — (i) A ring in I(kx) (or “an ind-kx-algebra”, or simply “an
ind-ring”) is the data of an object A € I(kx) and morphisms p4: A ® A — A and
ea: kx — A, such that the diagrams below are commutative.

A—=kx®A A—> ARkx

idAl lu@fl idAl lA®EA

A< A0 A A< A9 A

nAQA
AARA A A
A®uAl lNA
A® A — A.

(i) A left A-module (or simply, an A-module or “an ind-module”) is the data of an
object M € I(kx) and a morphism pp: A ® M — M such that the diagrams below
are commutative.

nA®M

ARAQ M AM M -—"s>kxQ®M

A®HMl lNM idAl/ lEA®M

A M i M M AeM

Notation 5.4.2. — (i) One denotes by var: M — Zhom (A, M) the morphism
deduced from pps by the isomorphism

(5.4.1) Hom; (A® M, M) ~ Homy, ,(M,Thom (A, M)).
(ii) One denotes by epr: M — A®M the composition M = kx @ M —®1\7 AQM.
€A
(iii) One denotes by e%,: Thom (A, M) — M the composition

Thom (A,M) ——— Thom (kx, M) ~ M.
Thom (e 4,M)
Remark 5.4.3. — In the classical case of a module M over a ring A, the analogous
morphisms of upr, v, enm and e, are the morphisms a ® m — am, m — (a — am),
m — 1 ®m and ¢ — (1), respectively.
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Definition 5.4.4. — A morphism of A4-modules from M to N is a morphism u €
Homy;, (M, N) such that the diagram below commutes

AQRu
AIM — ~ AQN
lHM lﬂN
M———=N.

If w is such a morphism, we shall say that “u is A-linear”.

By considering the .A-modules and the morphisms of A-modules, one gets a cate-
gory, which we denote by I(A).

Lemma 5.4.5. — (i) The correspondence U — I(Aly) is a proper stack of k-
abelian categories.
(ii) The natural functor I(A) — I(kx) is ezact and faithful.

The proof is left as an exercise.
As usual, one denotes by

Homy 4 : I(A)*® x I(A) = Mod(kx)
Hom;( 4 : I(A)°® x I(A) — Mod(k)
the natural functors.
Definition 5.4.6. — (a) One denotes by A°P the object A endowed with the mor-
phisms € gop := €4 and pgor := pg0v, where v: AQA - ARA is the morphism

corresponding to a ® b — b ® a.
(b) An A°P-module is called a right .A-module.

Note that A is both a left and right .4-module.

Ezxzample 5.4.7. — (i) If A is a sheaf of kx-algebras, then I(.4) ~ Ind(Mod®(A))
(see Exercise 5.3).

(ii) If A is a sheaf of kx-algebras, then Bx.A is a ring in I(kx), and if M is a
sheaf of A-modules, then Sx M is a Sx.A-module. This follows immediately from the
fact that fx commutes with ®. Note that, with the notations of Exercise 3.4, one
has the equivalence Mod(A,I(kx)) ~ I(6x.A), because Hom,_ (A, Hom (M,M)) =
Hom (BA® M, M).

Consider the two sequences of morphisms
(5.4.2)A®A®M7A®MM—M>M—>O whered=ps @M — AQ un,
(5.4.3)0 - M = Zhom (A, M) e Thom (A ® A, M) ~ Thom (A,Thom (A, M)),

where d = Thom (pa, M) — Thom (A, vy).
Clearly, pps od =0 in (5.4.2), and do vy =0 in (5.4.3).



92 CHAPTER 5. DERIVED CATEGORIES OF IND-SHEAVES

Lemma 5.4.8. — The two complezes (5.4.2) and (5.4.3) are exact.
Proof. — (i) The exactness of the complex (5.4.2) follows from the existence of e;.
In fact,
prmoey =idy, doesgm +em o py =idagm -
(Here, we regard A ® M as an A-module via the A-module structure of 4.)
(ii) Similarly,

ey ovm =iduy, ejgyod+vmoey = idzhom (4,M) -

q.e.d.
Definition 5.4.9. — (i) One defines the bifunctor
“®y - ¢ I(A%) x I(A) = I(kx)
M®,N := coker(M®A®N;>M®N)

where d = upy @ N — M ® un .
(ii) One defines the bifunctor
Zhom 4(-,-) : I(A)P xI(A) = I(kx)
Thom 4(M,N) := ker(Zhom (M, N) ?Ihom (A® M,N))
where d = Zhom (up, N) — Zhom (M, vy).
Remark 5.4.10. — One shall not confuse the functor Zhom ,: I(A)°? x I(A) —

I(kx) and the functor Homy 4y : I(A)°P xI(A) — Mod(kx). Recall that when A = kx
we simply write Zhom and Hom instead of Zhom ,  and Homl( kx)"

Note that the functor ® 4 is right exact, the functor Zhom 4 is left exact, and by
Lemma 5.4.8, one has the isomorphisms

A M ~ M,
Thom 4(A, M) ~ M.

Proposition 5.4.11. — One has the isomorphism
axZhom 4(M,N) ~ ”HomI(A)(M, N).

Proof. — The left hand side is isomorphic to ker(Hom (M, N) - Hom (A® M, N))

where d = Hom (urr, N)—Hom (M, vn). Let A: Hom 4,(M,N) = Hom (M, N). It is
enough to check that A induces an isomorphism I'(U; Hom 4 (M, N)) — ker(d|v) on
each open U C X. We may assume U = X. In this case, one checks the isomorphism

HomI(A)(M, N) ~ ker(HomI(kX)(M, N) — Homl(kx)(,A@M, N)).
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Indeed, d is the morphism u — (upm o u — u o vy), and u is A-linear if and only if
uovy = uyn oidg Qu. This is better visualized by the diagram

HOmI(kX)(A®M, N)

/

\

Homy;, (M, Zhom (A, N)).
q.e.d.
Sometimes, one has to consider various rings in I(kx).

Proposition 5.4.12. — Let Ay, As, As be three rings in I(kx).

(i) The functor ® 4, induces a functor
I(A; @ AP) x I(A2 ® A3”) — I(A1 ® A3P).
(ii) The functor Thom 4 induces a functor
I(A1 ® A3)°P x I(A1 ® A3) — I(A5° ® A3).
The proof is straightforward.

Proposition 5.4.13. — Let A be a ring in I(kx), let M € I(A) and let N €
Mod(a.A). There are natural isomorphisms in I(kx):

Hom , 4(aM, N) =~ Homy( 4 (M,uN) = Thom 4(M,cN).
The proof is straightforward.

Proposition 5.4.14. — Let Ay, A2, A3, Ay be four rings in I(kx). There is a
natural isomorphism in I(A; ® AgP):

(1 M2 ®y, 2M3) Qy, 3Ms >~ 1Mz Qy, (2 M3 ® 4, 3 My).
where ;M; means that M is an A; ® A?p—module.
The proof is straightforward.

Proposition 5.4.15. — Let Ay, As, Az, As be four rings in I(kx). There is a nat-
ural isomorphism in 1(A; ® AJP):

IhomAz (2M3,Ihom_Al (1M2, 1M4)) ~ IhomAl (1M2 ®A2 o M3, 1M4).
Here, ;M; € 1(A; ® AS").

The proof is straightforward.

We shall now construct the derived functors of ® , and Zhom 4.
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Definition 5.4.16. — (i) Fr(A) is the full subcategory of I(.A) consisting of the
objects isomorphic to A ® F for some F € I(kx).
(ii) For a small subset S of I(kx), let Z,(A, S) be the full subcategory of I(.A)
consisting of the objects isomorphic to Zhom (A, I) for some I € J(S).

Recall that J7(5) is given in Definition 5.1.7. We saw in Corollary 5.1.8 that J(.5)
is cogenerating in I(kx).

Lemma 5.4.17. — (i) The category Fr(A) is generating in I(A).
(ii) For a small subset S of I(kx), the category Z,(.A,S) is cogenerating in I(A).

Proof. — (i) Let M € I(A). Then AQ M — M is an A-linear epimorphism.

121374
(i) Let M € I(A). Since J(S) is cogenerating, there exists a monomorphism M—T
in I(kx) with I € J(S). Then the composition M — Zhom (A, M) — Thom (A, 1) is
an A-linear monomorphism. q.e.d.

Lemma 5.4.18. — For an A-linear epimorphism M—+»A Q@ F" with M € I(A) and
F" € I(kx), there exists an exact sequence 0 — F' — F — F" — 0 in I(kx) such
that the morphism AQ@ F — A® F" factors through M in I(A).

Proof. — The morphism ¢4 defines the morphism F" — A ® F". Let F be the
fiber product of M and F" over A® F". Then F—F" is an epimorphism in I(kx)
and the composition F — F" — A ® F" factors through M in I(kx). Setting
F' =ker(F — F"), we get the result. q-e.d.

Theorem 5.4.19. — (a) For any M € I(A; ® AP), the family Fr(A; ® AJP) is
projective with respect to the functor M ® 4 - : I(As @ A3") = I(A1 ® A3").
(b) The functor below is well-defined:
L
©: D7 (I(A1 ® A7) x D™ (I(A2 ® A5")) = D™ (I(Ar ® A57))-

(c) For four ind-rings A, (v = 1,...,4), we have a canonical isomorphism in

D~ (I(A; ® AZP)):
L L L L
(1Mo @ 2M3) @ 3My ~ 1 M> Q@ (2 M3 ® 3My).
Az Az Az A3z
Here iM; € D~ (I(A: ® AJ")).
Proof. — (a) Let N = A> ® A3 ® F with F € I(kx). Then M®, N ~ A1 @ A" ®F

is exact in F' € I(kx). Hence the assertion follows from the preceding lemma and
Theorem 1.4.3.

(b) follows from (a).
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To prove (c) we may assume M3 € Fr(Az2 ® A3"). Then the assertion follows from
Proposition 5.4.14. q.e.d.

Lemma 5.4.20. — Let S be a small subset in I(kx). For any A-linear mono-
morphism Zhom (A, I'Y—M with M € I(A) and I' € J(S), there exists an ez-
act sequence 0 — I' — I — I" — 0 in I(kx) with I, I" € J(S) such that
Zhom (A,I') — Thom (A, I) factors through M in I(A).

Proof. — The proof is dual to that of Lemma 5.4.18. The morphism €4 defines

the morphism Zhom (A,I') — I'. Let N be the fiber coproduct of I' and M over

Zhom (A,I'). Then I' — N is a monomorphism in I(kx). Since J(S) is cogen-

erating, there is a monomorphism N — I with I € J(S). The cokernel I" of

the monomorphism I' — I belongs to J(S). On the other hand, the composition

AM P M — N — I gives a morphism M — Zhom (A, I) in I(A). We can easily
M

see that the morphism Zhom (A, I') — Thom (A, I) coincides with the composition
of Thom (A,I') - M and M — Thom (A,I) in I(A). q.e.d.
Theorem 5.4.21. — Let A;, A2, As be three rings in I(kx).

(a) For any small subset T of K~ (A1 ® ASY), there exists a small subset S of I(kx)
such that, for any 1M> € T, the category T,(A1 ® A3, S) is injective with respect
to the functors:

IhomAl (1M2, ) : I(Al ® Agp) — I(Az ® Agp)’
%OmI(Al)(lMQ, ‘) . I(Al ® Agp) — MOd(aX (A2 ® Agp)),
HomI(Al)(1M2’ ) : I(Al ®Agp) — MOd(k)
(b) The functors below are well-defined:
RIhom 4, : D~ (I(A; ® AP))°P x D (I(A; ® A3P)) — DH(I(A: ® A3P)),
RHomy 4,y D™ (I(A ® A3P))P x DH(I(Ar ® A37))
— D+(M0d(ax (A2 ® Agp)))
RHomy( 4,y D~ (I(A ® A3P))°P x DH(I(A; ® A3%)) — DT (Mod(k)).
(c) For M € K—(I(A; ® A3")), we have
RZhom 4 (M, N)

1R

“liﬂ”IhomAl(M,N'),

R’HomI(Al)(M, N)

1R

« liﬂ” HomI(Al) (M, NI),

Z

RHomy 4, (M,N) ~ “lim” Homy (M, N").

Here the inductive limits are taken in the category of ind-objects in the derived
categories, and N — N’ ranges over the family of gis in K+(I(A; ® A3P)).
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Proof. — We shall only treat the functor Zhom , , the other cases being similar.
(a) We shall take S such that

- A ®@AP €S,

- A? @ 1M, € S for any 1 M> € T.
By Theorem 1.4.3 and the preceding lemma, it is enough to show that for an exact
sequence 0 = I' = T — I" — 0 in J(95),

0 — Thom 4 (1 M2, Thom (A; ® A", I')) = Thom 4 (1 M2, Thom (A; ® A", T))
— Thom 4 (1M, Thom (A, ® A3°, 1")) = 0

is exact for any 1M, € T. This follows from Thom 4 (1Ma,Thom (A; ® A3, I)) ~
Thom (A3® ® 1M>,I) and H'(RZhom (A® ® 1 M,,I')) = 0.
(b) It remains to show that for any 1 M> € K~ (A; ® AP) quasi-isomorphic to 0,
Thom 4 (1 M2, N) is also quasi-isomorphic to 0 for any N € K*(Z,(A ® A", S))
if we take S big enough. By standard arguments, it is enough to show that for any
exact sequence 0 — 1 Mj — 1 M> — 1 M3 — 0, the sequence 0 — Zhom 4 (1 M3, N) —
Thom 4 (1M3,N) — Thom 4, (1M3,N) — 0 is exact for any N € Z,(A; ® A3", S).
Writing N ~ Thom (A1 ®A3", I) with I € J(S), this follows from Zhom 4, (1 Mz, N) ~
Thom (A3? ® 1 M>, I) and H(RZThom (A ® 1 MY, I)) = 0. q.e.d.

In order to show the relations between ® and Zhom, let us prove the following
lemma.

Lemma 5.4.22. — Let Ay, A2, As be three rings in I(kx), and let Si2 and Sa3
be small subsets of I(kx). Then there exists a small subset Sis of I(kx) such that
Thom 4 (M, N) belongs to I,(Az ® A3°, Sa3) for any M € 1(A; ® A3®) of the form
A1 @ AP @ K with K € S13 and any N € T,(A; ® AP, S13).

Proof. — Take S13 such that A; ® A3 € Si3, S12 C S13, and FF ® K € S;3 for any
F € S33 and K € S12. Write N = Thom (A; ® A3, I) with I € J(S13). Then we
have

Thom 4 (M, N) ~ Thom (A; ® As® ® K, I) ~ Thom (A; ® A3”, Thom (K, I)).

Hence it is enough to show that Zhom (K, I) belongs to J(S23). Since K € S15 C S13,
we have RZhom (K, I) ~ Thom (K, I), and we conclude, for any F' € Sa3

RZhom (F,Zhom (K,I)) ~ RThom (F ® K,I) ~ Thom (F ® K, I).
q.e.d.

Theorem 5.4.23. — Let Ai, Az, As, A4 be four rings in I(kx). Then there is a
natural isomorphism in D+ (I(A3; ® AJP))

L
RIhomAz (2M3,RIhomAl (1M2,1N4)) ~ RIhomAl (1M2 % 2M3,1N4).
2

Here, ;M; € D~ (I(A; ® AjP)) and 1Ny € DT (I(A1 ® AP)).
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Proof. — We may assume that 1 M> is a complex in Fr(A4; ® A3"). Then, tak-
ing S24 big enough, we have RZhom 4 (2M3,I) ~ Thom 4 (2M3,I) for any I €
T,(A2 ® AP, S24). Taking Si4 big enough and assuming 1 Ny € Z,(A; ® AJ®, S14),
RThom 4, (1 Mz,1N,) is represented by Zhom 4 (1Ma,1N4). Furthermore, by the last
lemma, we may assume that the last term belongs to Z;(A> ® Aj3P, S>4). Hence we
have

12,.7:}107’7’),.'42 (2M3, RIhomAl (1M2, 1N4)) >~ Iho’l‘)’b_A2 (2M3,IhomA1 (1M2, 1N4)).
On the other hand, RZhom 4, (1 M, ® 4, 2Ms3, 1N,) is represented by Zhom A (1 M, ®4,
L
oM3,1Ny4) and 1 M» % 2 M3 is represented by ; M> R4, 2M3. Then it is enough to apply
2
Proposition 5.4.15. q.e.d.

5.5. Ring action II

In this section we shall extend some results of section 5.2, replacing the base ring
k by ind-rings.

Since the formalism is similar to that developed previously, we shall not give any
proof.

We consider the following situation: f : X — Y is a continuous map and B is an
ind-ring on Y. We shall assume for simplicity:

(5.5.1) the cohomological dimension of Mod(kx) is finite.

Theorem 5.5.1. — In (i)—(iii) below, D' is D, D®*, D* or D~.

(i) The functor f~1: I(ky) = I(kx) induces a functor f~ : DY(I(B)) — DY (I(f 'B)),
(ii) The functor f.: I(kx) — I(ky) induces a functor Rf,: DY (I(f~'B)) = D'(1(B)),
(iii) The functor fu: I(kx) — I(ky) induces a functor Rfy: DY (I(f~1B)) — D'(I(B)).

Theorem 5.5.2. — For G € D~ (I(B)) and F € DT (I(f~'B)), one has the isomor-
phisms
RHom, 4 (G, Rf,F) =~ RHom; 15 /(f 'G,F),
RHMom 5 (G,Rf,F) =~ Rf.RHom; .5(f'G,F),
RThom (G, Rf,F) ~ Rf,RThom; .5z(f™'G,F).
Theorem 5.5.3. — The functors f~1 and Rf, are adjoint. More precisely, for F €
DT (I(f~'B)) and G € D*(I(B)), one has the isomorphism
HomD+(I(f_1B))(f_1G,F) ~ HomD+(I(B))(G,Rf*F).
Theorem 5.5.4. — For F € D~ (I(f 'B)) and G € D (I(B°P)), one has the iso-
morphism

L L
G%)Rqu: Rfu(f_lG i@iBF)

f
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Theorem 5.5.5. — Consider the Cartesian square (5.8.2). There is a natural iso-
morphism of functors from D¥(I(f 1B)) to DT (I(g 1B)):

Rf'ngl_l ~g 'Rfu.

Theorem 5.5.6. — The functor Rfy: DY (I(fB)) — DT (I(B)) admits a right ad-
joint, denoted by f'. More precisely, for F € DY(I(f*B)) and G € D+(I(B)) one
has:

5.6. Action of S A

In this section we give some formulas in the particular case where the ind-ring is of
the type 8.A with A a sheaf of k-algebras as in Example 5.4.7 (ii). We shall assume

the cohomological dimension of Mod(kx) is finite,

the flat dimension of A is finite.

In the sequel we shall write 3 instead of Bx: Mod(kx) — I(kx), for short. Note
that I(8.A) ~ Mod(A,I(kx)) and 8 induces an exact functor (still denoted by f3)

B: Mod(A) — I(BA).

Theorem 5.6.1. — Let A be a sheaf of kx -algebras, let F € D*(kx), let K € D?(A),
let M € D*(I(BA°P)) and let N € D°(I(3.A)). Then one has the isomorphisms:

L L
) a(M & N) ~ a(M)®a(N
(i) o 5?4 ) = of )%a( ),
(i) RThom (F, M) Bé BK = RThom (F,M /é BK),
L. L
(iii) RHom (F, M)%K — RHom (F,MgaﬂK).

Proof. — (i) For M € I(BA°°) and N € I(B.A), one checks easily the formula
a(M ®;4 N) ~aM ®, aN. Hence

L
aMEN) ~  “lm” oM &, N
BA M'—, M,N'—N

1

L
“im”  (aM'®, aN') ~aM @aN.

M'—M, N'—N A

Here the projective limits range over the family of quasi-isomorphisms M’ — M and

N' = N. . .

(ii) There is a canonical morphism RZhom (F, M) ® SK — RThom (F,M ® BK).
BA BA

In order to prove that it is an isomorphism, it is enough to check that it induces an

isomorphism on the cohomology objects. Since cohomology commutes with inductive
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limits, we may reduce to the case where K = Ay for an open subset U of X. We
then have the chain of isomorphisms

L
RZhom (F, M)ga,@AU ~ RZhom(F,M)®, vk
~ RThom (F,M ®, _uvk)
L
~ RThom (F,M ® BAy).
BA
(iii) The third isomorphism follows by applying ax. q.e.d.

Theorem 5.6.2. — Let A be a sheaf of kx-algebras, let N € D?(A°P), let M €
DP(A) and let K € D*(I(3.A)). There are natural isomorphisms

(i) RHom 4(aK, M) ~ RIhomg 4(K, M) ~ RHomy g 4 (K, M),

(i) RHomyg4)(BM, K) ~ RHom 4(M,aK),

(iii) 5(N§>M) ~ BN ﬂé;‘ BM.

Proof. — (i) Let us denote by Znj(.A) the category of injective .A-modules. Then

vx sends Znj(A) to the set of injective objects in I(8.4), and the result follows from

Proposition 5.4.13.

(ii) The isomorphism

(5.6.1) Homyg 4)(BM, K) ~ Hom 4(M,aK)

follows immediately from Hom (BM,K) ~ Hom (M,aK). Taking S C I(kx) big

enough and assuming that the components of K belong to Z,(8.A, S), we have
RHomyg4)(BM,K) =~ Homyg 4 (BM, K)

~ Hom 4(M,aK).

e

Then the results follows since aK is a complex of injective .A-modules.
(iii) Let K € D*(I(kx)). Using the result of (i), we get the chain of isomorphisms

L L
Home(I(kX))(ﬁ(NﬁM),K) ~ Home(kX)(NgM, aK)
~ Hom p, 4) (M, RHom (N, aK)) ~ Hom s 4 (M, a(RZhom (BN, K)))
L
~ Hom ps (15 4y (BM, RZhom (BN, K)) =~ Home(I(kX))(,BMgiﬂN, K).
q.e.d.

Theorem 5.6.3. — Let B be a sheaf of ky-algebras, let L € D*(I(8B°P)) and N €
D®(B). Then we have the isomorphism

L®BN)~fL & BN
BB Bf—B
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Proof. — We have the morphisms

Rfo(f'L & Bf 'N)~Rfuf'L®AN L& BN
Bf~'B BB BB

L L
By adjunction, we get the morphism f'L ® BfIN — f’(Lg%ﬁN). Let K €
Bf~'B

Mod‘(kx). We have the chain of isomorphisms

Rf.RHom (K, f'L & Bf'N) ~ Rf,(RHom (K, f'L) ® f7'N)
Bf B f1B
~ Rf,RHom (K, f’L)(%N ~ RHom (RfuK, L)%N

~ RHom (Rf,!K,LgL%ﬂN) ~ Rf,RHom (K, f'(L & BN)).

=
o]

This implies the isomorphism
L L
Hom ps 14 1)) (K, f’(Lg%BN)) =~ Hom py (g4, ) (K, f!Lﬁf@IBBf—lN),

whence the result. q.e.d.

Exercises to Chapter 5

Ezercise 5.1. — Let Y = R, X = {0} and denote by f: X — Y the embedding.
Let G = {oy(ky) € I(ky). Prove that f'G ~ kx[-1] and flayG ~ kx. Hence, f'
does not commute with a.

Ezxercise 5.2. — Let f: X =Y be as in Exercise 5.1 and let G = kyo; € Mod(ky).
Prove that f'ByG ~ kx[—1] and Bx f'G ~ kx. Hence, f' does not commute with /3.

Ezxercise 5.3. — Let A denote a sheaf of kx-algebras. We also regard A as a ring
in I(kx), and we denote by ¢: Ind(Mod®(A)) — I(A) the canonical functor. Prove
that ¢ is an equivalence of categories as follows.

(i) Construct the functor 7: I(kx) — Ind(Mod®(.A)) such that ¢ o 7(F) ~ AQ F for
Fe I(kx)

(ii) For M € I(A), construct a morphism d(M): 7(A® M) — 7(M) in Ind(Mod®(A))
such that ¢(d(M)) coincides with d in (5.4.2).

(iii) Define ¥: I(A) — Ind(Mod®(.A)) as ¢ = cokerd. Prove that the two functors ¢

and 1 are a quasi-inverse to each other.



CHAPTER 6

CONSTRUCTION OF IND-SHEAVES

In this chapter we use Grothendieck topologies in order to construct ind-sheaves.
We shall assume that % is a field and that X is a Hausdorff locally compact space
with a countable base of open subsets.

6.1. 7-topology

We consider a family 7 of open subsets of X. We set

Te = {U € T; U is relatively compact},
To = {U €T U is connected}.

We shall consider some of the hypotheses (6.1.1) and (6.1.2) below.

(i) U,VeTimpliessUNV €T,
6.1.1) (ii) U and V belong to T if and only if UNV and U UV belong to T,
o (iii) U \ 'V has finitely many connected components for every U,V € T,
(iv) 7. is a covering of X, and &, X € 7.
(6.1.2) for any z € X, {U € T;z € U} is a neighborhood system of z,

(i-e. T is a basis of the topology).

Note that assuming (6.1.1), every U € 7. has finitely many connected components,
each of which belongs to 7.

We regard 7 as a subcategory of Op(X). Assuming (6.1.1) (i), 7 admits products
and fiber products. Moreover hypothesis (2.3.2) of Chapter 2 is clearly satisfied.

Definition 6.1.1. — Assume (6.1.1) (i).
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(i) We denote by X7 the category 7 endowed with the topology induced by X;¢ (see
Example 2.1.4). Hence S C TNOp(U) is a covering of U € T if for any compact
K of X, there exists a finite subset So C S such that K N (Uyes,V) =K NU.

(ii) For U € Op(X), weset TNU :={VNU;V € T}

(iii) For U € Op(X), we denote by U7 the category T NU endowed with the topology
induced by Ujy. We denote by iy, : Ur — X7 the natural functor of sites
associated with T3V -V NU e TNU.

(iv) For U € T, we denote by Ux 7 the category 7 NU endowed with the topology
induced by X7. A covering of V in Uxt is a covering in X7. We denote by
tuxs: UxT — X7 the natural morphism of sites 7 3 V — V NU and by
Juxs: X7 — Ux7 the morphism of sitess TNU 3V —»V € T.

Notation 6.1.2. — (i) We shall often write k7 instead of kx. and hence Mod(kT)
instead of Mod(kx.).
(ii) We denote by p: X — X7 the natural morphism of sites.

As already mentioned in Chapter 2, if U € T, then jy,,, =~ i{,}lﬁ. Hence, we set
forU eT:

iUxr) = Juxr +: Mod(kuy,) = Mod(kx,)-
If F € Mod(kx., ), we also write for short

Fluy, = iUXT_lF € Mod(kux, ),
Fyy, = iUXT!iUXTilF’
Fly, = iUTilF € Mod(ku, ),

and we keep the same notation F|y,, or F|y, if F € Mod(ky,,) withU C V.
IfU, X € T, we have

kr = kx, = a}lkpt where ar: X7 — {pt},
kruv = iUXT!kUXT = (kT)UXT € MOd(kT)'

Note that the natural morphism k7y — k7 is a monomorphism.

6.2. T-coherent sheaves

In this section, we assume that 7 satisfies (6.1.1).

Notation 6.2.1. — If Z is a locally closed subset of X, we shall often write kz
instead of kx z.

We introduce the category IC(7) by setting
Ob(K(T)) {(I,{Ui}ic1); I finite ,U; € T\ {@}}.
Hom,c(T)((I, {Ui}s), (J,{V;})) {(aji)jericr; aji € kyaj; #0 = U; C V;}
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The composition is defined as follows. Let ¢ = (aji)jericr: (I,{Ui}i) = (J,{V;};)
and ¢ = (bkj)rex jes : (J,{V;};) = (K,{Wi}r). Then ¢ o ¢ = (ci)rek,ic1, With

ki = ) brji-
J

We define naturally the full subcategories KC(7.) and K(7g) of X(T).

The functor (7)) — Mod(kx) which associates the sheaf @, ku;, to (I,{U;};) is
faithful and we shall identify (7)) with a subcategory of Mod(kx). Note that this
functor is not fully faithful in general since the open sets which belong to 7 are not
necessarily connected. This functor is fully faithful when restricted to K(7p).

Now recall that if C is an abelian category, J an additive subcategory, and F' € C,
one says that:

(i) F is J-finite if there exists an epimorphism G—F with G € 7,

(ii) F is J-pseudo-coherent if if for any morphism G — F with G € J, keryp is
J-finite, ’
(iii) F' is J-coherent if F' is both J-finite and J-pseudo-coherent.
Note that (ii) is equivalent to the same condition with “G € J” replaced by “G is
J-finite”.

One denotes by Coh(7) the full subcategory of C consisting of J-coherent objects.

Then one easily proves that the category Coh(7) is additive and stable by kernels
(see [13]).

We apply these constructions with C = Mod(kx) and J = K(7.). We shall say that
a sheaf F' is T -finite (resp. pseudo-coherent, resp. coherent) instead of /C(7.)-finite
(resp. pseudo-coherent, resp. coherent).

One denotes by Coh(7;) the full subcategory of Mod(kx) consisting of T.-coherent
objects. Note that Coh(7:) = Coh(7p).

Theorem 6.2.2. — The subcategory Coh(T,) is stable by kernels, cokernels and fi-
nite direct sums. In other words, it is abelian and the natural functor Coh(T.) —
Mod(kx) is exact. Moreover Coh(T;) contains K(T).

We know that Coh(7.) is stable by kernels and finite direct sums. The proof that
it is stable by cokernels is given in Lemmas 6.2.3-6.2.8 below.

Lemma 6.2.3. — Let 0 — F' — F — F" be an exact sequence and assume that F'
and F" are T,-pseudo-coherent. Then F is T,-pseudo-coherent.

Proof. — We shall show that for any morphism ¢: G — F with a T -finite G, ker(yp)
is T.-finite. It follows easily from ker(y) = ker(ker(G — F") — F'). q-e.d.

Notation 6.2.4. — Let Z and Z' be a pair of locally closed subsets such that ZNZ’
is closed in Z and open in Z'. The morphism kz — kz defined as the composition
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kz — kznz — kz will be denoted by 17— /. Note that 1z szrolz—z = 1z5zn
does not hold in general.

Lemma 6.2.5. — Consider a morphism ¢: ky — kx\v with U,V € T.. Then there
exists a finite open covering U = |J, U; with U; € T. and a commutative diagram

@i kUi

| X
ku —cp> kX\V

where the vertical arrow is given by ly,—u and ¢ 1s given by a;ly,—x\v for some
a; € k.

Proof. — Let U\ V = ||;c; Z; be the decomposition into connected components.
Then I is finite by (6.1.1) (iii), and the Z;’s are connected and closed in U. Set
Ui=UnNV)UZ =U\(NjzZ;). Hence U; is open, U; UU,,;U; = U and
UiN(U;2Uj) = UNV. Therefore U; € 7. for all i by (6.1.1) (ii). Consider the
composition ky, = ky — kx\y. Since U; \ V = Z;, it factors through kz,. Since Z;
is connected, it is given by a;1y,— x\v for some a; € k. q.e.d.

Lemma 6.2.6. — Let F be a subsheaf of ky with U € T, and assume that F is
Te-finite. Then there exists V € T., V C U such that F ~ ky.

Proof. — By the hypothesis, there exists an epimorphism @, ky, »F with U; € T,
and we may assume each U; connected. The composition ky, — F' — ky is given by
a;ly,—y with a; € k. Let V = Ui,aﬁéo U;. Then V belongs to 7; and F' ~ ky. q.e.d.

Lemma 6.2.7. — Let V and W belong to T.. Then ky\w is T.-coherent.

Proof. — Clearly ky\w is 7Tc-finite. Let S € K(7;) and ¢: S — ky\w. Let us show
that ker ¢ is 7.-finite. By Lemma 6.2.5, there exist S’ = @,; kv, with a finite index
set I and U; € 7, and an epimorphism f: §'—=S§ such that ¢ = po f: §' = ky\w
is given by a;1y,—v\w for a; € k. As kerty) — ker ¢ is an epimorphism, in order to
see that ker ¢ is 7.-finite, it is enough to show that kert is T -finite. Set Jy = {i €
I; a; = 0}. We define the morphism
g: @ ku, @ @kUimW ® @ kUinU]' -9
icJo icl i#jel
as follows: g|,, is the natural morphism ky, — S’ for i € Jo, glky,w is given by
ly,nw—u; for i € I, and g|kUint is the composition of ky,~y;, = ku, © ky, given by
(ajly,nv;—uss —@ilu,nu;—u;) and ky, @ ky; = S'.
Clearly the image of g coincides with ker 1. Therefore, ker 1) is 7.-finite. q.e.d.

Lemma 6.2.8. — Let F be the quotient of a T.-coherent sheaf by a T.-coherent
subsheaf. Then F' is T.-coherent.
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Proof. — It is enough to show that F' is 7.-pseudo-coherent. Let us consider an
exact sequence 0 - N — L — F — 0 with 7.-coherent N and L. There exists an
epimorphism Ly = @ ky, — L with U; € 7T;. Since the kernel Ny of Ly — F' is
the image of ker(N @ Ly — L), Ny is T-finite and hence 7;-coherent. Hence we may
assume L = @, ky, with U; € 7. from the beginning. We shall argue by induction
on n.

Case n = 1. N is of the form ky for some V € 7. by Lemma 6.2.6 and hence
F ~ ky,\v is T.-coherent by Lemma 6.2.7.

Casen > 1. Set Ly = ky, C L and Ly = L/L; ~ &7 ,ky,. Let F; be the image of
L; — F. Then we have a commutative diagram with exact rows and columns:

0 0 0
0 N N N, 0
0 L, L L, 0
0 Fy F B 0
0 0 0

Since N; is the kernel of Ly ® N — L, N; is T.-coherent. The sheaf N5 is 7 -finite
because it is a quotient of IV, and it is 7.-pseudo-coherent because it is a submodule
of L,. Hence N is also 7.-coherent. Therefore F; and F, are 7T.-pseudo-coherent
by the induction hypothesis, and Lemma, 6.2.3 implies that F' is T .-pseudo-coherent.

q.e.d.

This completes the proof of Theorem 6.2.2.

6.3. 7-sheaves I
In this section, we assume that 7 satisfies (6.1.1).
Proposition 6.3.1. — Let U € T. Then kry — pikxvu and p~ kv — kxu.

Proof. — (i) The isomorphism p~'ksy — kxy follows from (2.3.5).
(ii) Let us first prove the isomorphism k7 ~ p.kx. Denote by F' the presheaf on T
defined by F(@) = 0 and F(U) = k for U # @, U € T. One has a monomorphism
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of presheaves F' — p.kx. Hence F is separated, k7 ~ F* and F* < p,kx. Let
U # @,U € T with U connected. We have the sequence of arrows

k=F(U) < F*(U) = px(U) ~ kx(U) = k.

Therefore k7(U) =~ p.kx (U) for any connected U, and the result follows since 7Ty is a
covering of X.

(iii) We can now prove that the natural morphism k7y — p«kxy is an isomorphism.
Consider the diagram

kry —— pskxu

L

kr —— kx.

Since both vertical arrows are monomorphisms, k7y is a subsheaf of p.kxy. Let
VeTe BV CU,then kry(V) =~ kr(V) ~ pikx (V) = pkxu(V). If V is not
contained in U, pskxy (V) = 0, which implies k7¢ (V) = 0. q.e.d.

Proposition 6.3.2. — Denote by p., : Coh(T.) = Mod(ky) the restriction of the
functor p. to Coh(T;). Then p., is exact and fully faithful, and p~'p., is isomorphic
to the canonical functor Coh(7;) — Mod(kx).

Proof. — (i) Let us prove that p., is exact. Consider an exact sequence 0 - G —
S 7 F — 0 in Coh(7.) and let us apply the functor p,. We already know that this

functor is left exact. Hence it remains to show that p.(S) — p«(F) is an epimorphism.

Let U € 7; and let s € T(U; p F) ~ Homkx(kXU,F). Set 8’ = S xr kxuvu.
Then S’ € Coh(7;) and moreover, S’ — kxy is an epimorphism. Since S’ is K(7¢)-
finite, there exists an epimorphism ¢ : ®;crkxv, S’ with I finite. We may assume
further that U; € Ty. The composition kxy, — S’ — kxy is given by a;1y,—u, with
a; € k. Let Iy = {i € I;a; # 0}. Then we may assume that a; = 1 for ¢ € Iy, and
U = Ui, U;. We get the commutative diagram

Bickxu;

|

S'ZSXFkXU—»kXU

| ls

S——>F

P

The composition kxy, — S’ — S defines t; € Hom (kxuv,,S) = T'(U;; S). Since
the diagram above commutes, we have ¥(t;) = s|y,. It remains to apply Proposition
2.1.12.




6.3. T-SHEAVES 1 107

(ii) it is enough to prove the isomorphism p~'p,F = F for any F' € Coh(7.). Since
p 1pe, is exact, we may reduce to the case where F' = kxy. Then apply Proposition
6.3.1. q.e.d.

Proposition 6.3.3. — Let G € Coh(T7.) and let {F;} be an inductive system in
Mod(kt) indezxed by a small filtrant category I. Then the natural morphism

ligHoka(p*G, F)— Hoka(p*G,li_n;Fi)
i i
is an isomorphism.

Proof. — (i) First we assume that G = kxy with U € 7,. By Proposition 6.3.1, we
are reduced to prove the isomorphism hQ(FZ(U )) = (hﬂ F) ().

Denote by F the inductive limit in PSﬁ(kT). Then F ié a separated presheaf on X 7.
Hence it is enough to prove that F(U) — F*(U) is an isomorphism. Let S € Cov(U).
For each i € I we have isomorphisms F;(U) — F;(S). If S is finite, we deduce the
isomorphism F(U) = F(S). Since the family of finite covering is cofinal in Cov(U)°P,
we obtain F(U) = F*(U).

(ii) There exists an exact sequence G; — Gg — G — 0, with each G; (i = 0,1) a
finite direct sum of sheaves of the type kxy. Since p. is exact on Coh(7;) and Hom
is left exact, the result follows. q.e.d.

Proposition 6.3.4. — Let F € Mod(k7). There exist a small and filtrant category
I and a functor I — Coh(T.),1 — F; such that F ~ h_n;p*FZ
i

Proof. — Let F € Mod(ky). Define
In={(U,s);U€eT.,se FU)}
Go = ®w,s)er kU

Since F(U) ~ Hom,_(k7vu, F'), s € F(U) defines a morphism ¢y,; : kyy — F. Let
© = ®w,s)er,PU,s- Since T is a covering of X, we find that ¢ : Go — F is an
epimorphism. Replacing F' by ker ¢, we find an object G1 = ®(v,¢)cr,k7v and an
exact sequence G; — Go — F — 0. For Jy C I, set for short G, = Sw,s)es,kTU
and define similarly G ;,. Define

J = {(J1,Jo); . C I, Jy is finite, im¢p|g, C Gy}
Then J is filtrant and

F~  lim coker(Gj, — Gy,).
(J1,Jo)EJ
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Let us write I(Coh(7:)) instead of Ind(Coh(7.)) for short.
We shall extend the functor p.,: Coh(7.) — Mod(kT) by setting:

(6.3.1) A: I(Coh(Ty)) — Mod(kr)
NElim” ) = lim g, (F).

By Proposition 6.3.3 it is equivalent to define A\(F) (with F' € I(Coh(7;))) by the
formula

Theorem 6.3.5. — The functor A in (6.3.1) is an equivalence of abelian categories.
Proof. — The functor ) is essentially surjective by Proposition 6.3.4. Let us prove

that it is fully faithful. Let F,G € I(Coh(7:)). We may assume F = “lim” F;,
i
G = “li_ng” G;, with F;,G; € Coh(7:). Applying Proposition 6.3.3 and the fact that

J
Pe, is fully faithful, we get the chain of isomorphisms

Homy (7. (F,G) =~ @h_l_‘}Hochh(n)(Gj,E’)

J K3

@mHOka (pc*Gj7 pC*Fz)
ki i

1

1

@Hoka (pC*GJ’ li_n>lpC*Fl)
J i
~ Hom, (ligpc*Gj, liﬂpc*Fi).
j i
q.e.d.

Remark 6.3.6. — Note that the natural functor for : Mod(k7) — Mod(k7.) is an
equivalence of categories. Indeed, for F € Mod(k7.) and V € T set

F(V) = lim FUNV).
UeTe

Then F € Mod(k7) and the functor F' — F is quasi-inverse to the functor for.
Moreover, since Coh(7;) is small, there is an equivalence of categories I(Coh(7;)) ~
(Coh(T,))Nk—addi where the term on the right hand side stands for the category
of k-additive left exact contravariant functors on Coh(7.) with values in Mod(k).
Therefore we get the equivalences

(6.3.3) Mod(k7) ~ Mod(ks.) ~ I(Coh(7;)) ~ (Coh(T,))"*—edd:t,
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6.4. Construction of ind-sheaves
In this section, we assume that 7 satisfies (6.1.1).

Proposition 6.4.1. — Let F € Psh(ky,). Assume:
(i) F(2)=0,
(ii) for any U andV in T, the sequence 0 — F(UUV) — F(U)oF(V) —» F(UNV)
1s ezxact.

Then F € Mod(k7.) and there is a unique F' € Mod(kt) which satisfies F(U) ~ F(U)
for allU € 7T..

Proof. — By Remark 6.3.6, it is enough to prove the first assertion. Let {U;;1 < j <
n} be a finite family in 7.. We shall show that the sequence below is exact:

0=F({J U= D FU) > D FUi)

1<k<n 1<k<n 1<i<j<n

Here, the morphism %) sends (Sk)lgkgn to (tij)1§i<j§n by ti]' = 8; Uij — Sj Uij -
For n < 1 this is trivial, and for n = 2 this is the hypothesis. For n > 2 assume
the result is proved for j <n —1. Setting U’ = Ui <x<, Uy, the commutative diagram

below is exact by the induction hypothesis.

0 0

|

0—= F({U'UU,) — F(U") & F(U,) — F(U'NT,)

l

(©icn(F(U:)) @ F(Up) — ®i<nF (Uin)

@i<j<nF(Ui )
The assertion follows. q.e.d.

Proposition 6.4.2. — Let F € Mod(kt.) and assume that for any U, V in T, with
U C V, the sequence F(V) — F(U) — 0 is exact. Then F is quasi-injective in
I(Coh(7c)), i.e., the functor Hom, _ (-, F) is ezact on Coh(T).

Proof. — If G € Coh(T7;), we shall write F'(G) instead of Hom,_ (G, F') for short.
Let G'—@G be a monomorphism in Coh(7;) and let us prove that F(G) — F(G')
is an epimorphism. There exists an epimorphism @], ky, »G, with U; € T;. Define
G} »=im (G’EB( g:l ku,) — G). This is an increasing sequence of subobjects of G. It
is enough to prove that the monomorphisms G;- >—>G;- 41 give rise to the epimorphisms
F(G,,) — F(G}). Hence, we may assume from the beginning that there exists
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U € 7. and a morphism ¢: ky — G such that G' ® ky — G is an epimorphism.
Consider the commutative exact diagram

Then G" is T.-coherent, as well as K. Since K is a sub-object of ky, it is isomorphic
to ky for some V' € 7.. Applying the left exact functor Hom, (-, F') to this diagram,
the middle column will remain split exact, and the rows will remain exact in view of
the hypothesis. Hence, the whole diagram will remain exact. q.e.d.

Let us denote by ¢t7: Coh(7;) — Mod(kx) the natural functor. It gives rise to a
functor I(Coh(7:;)) — I(kx) and hence a functor I7: Mod(k7) — I(kx). This functor
is exact and commutes with inductive limits.

Since I(Coh(7:)) is equivalent to the category of left exact functors from Coh(7.)°P
to Mod(k), we may also define a functor J7: I(kx) — I(Coh(7;)) = Mod(k7) by set-
ting for F' € I(kx) and K € Coh(7c), Homy g, (7, (K, J7F) = Homy, \ (ex 7K, F),
or equivalently, I'(U; J7(F)) = Homy,, (kxuv, F) for U € T. The functor J7 com-
mutes with filtrant inductive limits.

Proposition 6.4.3. — The functor Jy is right adjoint to Iy. In other words, for
F € I(kx) and G € I(Coh(T.)) ~ Mod(kt) one has

Hom, (G,JrF)~Hom,, (IrG,F).

Proof. — Let G ~ li_n}pc*Ki with K; € Coh(7.). Using the isomorphism I o p., ~

(2
tx o t7 and the fact that I+ commutes with inductive limits, we get the chain of
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isomorphisms

Hom, (G,JrF) =~ @Hoka(pc*Ki,JTF)
i
~ @Homl(kx)(LxLTKi,F)
= I—Izoml(kx)(“li_n;l” ITpC*K’L’F)
i
~ Homy, ,(ITG,F).
q.e.d.

We shall now compare those functors.

Note that the functors tx, pc,,t7, 7 are fully faithful and exact, the functors

pfl, ax are exact and commute with inductive limits, and p, is left exact. Moreover

—1
LT~ PO ey,

Pcx = pP«OlT,
lLx ol = IT O Pcys
pil =~ axo IT7
Jrowx =~ ps,
Jrolr =~ idmod(kr)-
One shall be aware that the formula tx ~ I7 o p, is false in general.
We may represent these isomorphisms by the commutative diagrams below.
Coh(T:) —Z>Mod(kx) Coh(7z) —I= Mod(kx)

g
Pey l \be Py l f//”u/
Mod(kr) —Z > 1I(kx) Mod(ks

Mod(kx) Mod(kx)

e e

Mod(kr) <——1(kx) ~Mod(kr) T Yky)

6.5. Construction II

In this section, we assume that 7 satisfies (6.1.1).
We shall need the following generalization of some of the preceding results.

Proposition 6.5.1. — Let C be a k-abelian category and let F : T,°°? — C be a
functor.

(a) Assume
(i) F(2) =0,
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(ii) for any U and V in T, the sequence 0 » F(UUV) = F(U)® F(V) —
F{UNYV) is exact in C. N
Then there is a unique (up to jsomorphism) k-additive left exact functor F :
Coh(7.)°P — C which satisfies F(kxy) =~ F(U) for all U € T..
(b) Assume moreover that
forany U,V € T, withU CV, F(V) — F(U) is an epimorphism.
Then F is ezact.

Proof. — (a) For S € C, define Fs € Psh(kr) by

Fs(U) = Hom(S, F(U)).
Applying Proposition 6.4.1 and Theorem 6.3.5, we get a unique Fis € Coh(T;)"\k—add:l
which extends Fs. Clearly, the correspondence S — F[g is functorial, and thus defines
a left exact functor F : Coh(7;)°P — C/.

It remains to show that F takes its values in C. Let G € Coh(7;). There exists
an exact sequence G; — Gy — G — 0 with G; and G finite direct sums of sheaves
of the type kxy. Since the sequence 0 — F(G) — F(Go) — F(G,) is exact and
f’(G,) € C for i = 0,1, the result follows.

(b) The proof is similar to that of Proposition 6.4.2. q.e.d.

Corollary 6.5.2. — Let G : T, — Mod(k) be a functor.

(a) Assume
(i) G(2) =0,
(ii) for any U and V in T., the sequence GU NV) - GU) & G(V) —
G(UUV) =0 is exact.
Then there is a unique (up to isomorphism) k-additive right exact functor G :
Coh(T.) — Mod(k) which satisfies: G(kxv) ~ G(U) for all U € T..

(b) Assume moreover
forany U,V €T, withU C V, G(U) = G(V) is a monomorphism.
Then G is ezact.

Proof. — Apply Proposition 6.5.1 with F' = G°P : Coh(7;)°? — Mod(k)°P. q.e.d.

6.6. T-sheaves II

In this section, we assume (6.1.1) and (6.1.2).
Proposition 6.6.1. — One has p~! o p, — id and the functor p, is fully faithful.
Proof. — Let z € X. We have the chain of isomorphisms

(p'puF)e ~ limp 'p F(U)~ lim p.F(U)~ lim F(U)~F,.
zeU zeUEeT zeUET
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The second assertion follows. q.e.d.

Proposition 6.6.2. — Let F € Mod(kt) and let U be an open subset of X. Then

T(U;p 'F) ~ @ I(V; F).
VCccU,veT

Proof. — We may assume F' = ligpc*Fi with F; € Coh(7;). Then one has
i
p_lF ~ liﬂp_lpc*Fi ~ h_n;Fz
i i

Since V is compact, one has

L(V;p ' F) =~ ip[(V;p ' Fy).

Therefore,
L(U;p 'F) = im [(V;p 'F)~ lim LmD(V;p 'F)
VccU,VeT. VCccU,VeT. i
=~ i L D(V;p™'Fi) =~ lim  limD(V;F)
VCccUVeT. i VCCUVeT. i
~ @ I(V; F),
VCccUVeT:
where the last isomorphism follows from Proposition 6.3.3. q.e.d.
Proposition 6.6.3. — (i) The functor p=! admits a left adjoint, which we denote
by pr :

Hom, (pF,G) ~Hom, (F, e
for F € Mod(kx) and G € Mod(kT).-
(ii) For F' € Mod(kx), p(F) is the sheaf associated with the presheaf T > U
F(U).
(iii) For U € Op(X) one has
p!(kXU) >~ 113 kTV-
VCCUVET
Proof. — (i)-(ii) Denote by F' € Psh(ky.) the presheaf U — F(U). First, we con-
struct morphisms functorial with respect to G € Mod(k7):
- 3
Hom py, ., (F,G) ___ Hom, (F, P 1G).
¢ n
Define ¢ as follows. Let ¢ : F — G and U € Op(X). Then &(p)(U) : F(U) —
(p~1@)(U) is given by the sequence of morphisms

FU)~ lim F@)= 1lm FV)-S lm  GV)= (G
VCcCcUVeT VCcCUVEeT VCCcUVEeT
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(Here we have used Proposition 6.6.2.) Define n as follows. Let ¢ : F — p G and

U € T.. Then n(y)(U) : F(U) — G(U) is given by the chain of morphisms

FU)=FO)~ lm F(V)- lim p'G(V)~GO).
UCVET. UCVET.

One checks easily that £ and 7 are an inverse to each other. Since
Hom Psh (7. )(}7’, G) ~ Hom, (f"H',G) ~ Hom, (ﬁ++,G),

we get (i) and (ii).
(iii) By (i) and Proposition 6.6.2, one has for F' € Mod(kt):

HOka(p!(kXU),F) >~ HOka (kXU,pilF)

~ im  F(V)
VccUveT
~ lim Hom, (krv,F)
VccUVeT
~ Hom, ( lim krv,F).
vVccU,VeT
q.e.d.
Proposition 6.6.4. — (i) The functor py is exact and commutes with inductive
limits.
(ii) The functor pi commutes with tensor products.
Proof. — (i) Let us prove that p is left exact, the other assertions being obvious by

adjunction. For F € Mod(kx ), denote by F the presheaf on 7 given by F(U) = F(U).
Then pF' ~ (F)*+ by Proposition 6.6.3 (ii). Since the functors F — F and G — G+
are left exact, the result follows.

(ii) Let F, G € Mod(kx). The morphism F(U) ® G(U) — (F ® G)(U) gives a
morphism in Mod (k)

o (F) ® p(G) = p(F @ G)

by Proposition 6.6.3 (ii). Let us show that it is an isomorphism. Since p; commutes
with inductive limits, we may reduce the proof to the case when F = kxy and
G = kxv. Then the result follows from Proposition 6.6.3 (iii). q.e.d.

Proposition 6.6.5. — One has the isomorphisms of functors

(i) ax =p~toJr,
(ii) Bx ~ I o p.
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Proof. — (i) For U € Op(X), and F € I(kx), one has the chain of isomorphisms

T(U; p Y JrF) ~ im  (JrF)(V)

VCCU,VET.
~ lim Hom (kxv,F)
VCccUVeT:
~ Homy, (Bxkxu, F)
~ (axF)(U).
(ii) follows from (i) by taking the left adjoint functors. q.e.d.
This is visualized by the diagrams
Mod(kx) Mod(kx)

e

Mod (k) I(kx) Mod(kr) 1(kx)

Ir Jr

Definition 6.6.6. — For F', G € Mod(k7), we denote by Hom _(F,G) the presheaf
on X,0p(X)>5U — HomkUT (Flus,Gluy)- (Recall that the site Uy is introduced
in Definition 6.1.1 (iii).)

Proposition 6.6.7. — The presheaf Hom (F,G) is a sheaf on X. Moreover

Hom, (F,G) ~ p*IHoka (F, Q).

Proof. — Let U be an open subset of X. Using Proposition 6.6.2 it is enough to
prove that

HomkUT(F|U7.,G|UT) ~ @ HomkVXT(F|VXT,G|VX7.).
VCCUVeT
This follows from the fact that the topologies induced on V by X+ and by Ur are
the same. q.e.d.

6.7. Ring action

In this section, we make hypotheses (6.1.1) and (6.1.2).

One defines naturally the notion of a sheaf of rings in Mod(k7), as well as the
notion of modules over such a sheaf of rings. Note that if A is a ring in Mod(kx),
then p.A and pA are rings in Mod (k7).

Consider a sheaf A of unitary k-algebras on X. Let A be the presheaf on 7 that
associates I'(U;.A) to U € T. Let F be a presheaf on 7 and assume that for each
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UeT, FU)isan .Z(U )-module and the restriction morphisms are A-linear, that is,
for V.C U, U,V € T, the diagram below is commutative:

I(U; A) ® F(U) — F(U)

| |

(V;A) @ F(V)—— F(V).
In such a situation, we shall say that F' is a presheaf of A-modules on 7.

Proposition 6.7.1. — Let A be a sheaf of k-algebras on X and let F' be a presheaf
of A-modules on T. Then F*t+ € Mod(p1A).

Proof. — Let U € T and let a € T'(U;.A). Then a defines an endomorphism of
F|uy,, hence an endomorphism of (F™1)|y,, >~ (F|ux,)Tt. Therefore, we have a
morphism of presheaves of algebras on 7, A — Endy,, (F*+). This morphism defines
a morphism of sheaves AT — &ndy,, (F*), and the result follows since AT+ ~ p1 A
by Proposition 6.6.3 (ii). q.e.d.



CHAPTER 7

IND-SHEAVES ON ANALYTIC MANIFOLDS

Applying the preceding constructions, we shall define various ind-sheaves associ-
ated with spaces of holomorphic functions. This is a reformulation in the language of
ind-sheaves of previous results in [8] and [11].

7.1. Subanalytic sites

In this chapter, X will be a real analytic manifold and k is a field. We refer to [10]
for an exposition on the notions of subanalytic subsets and R-constructible sheaves.

Let T denote the family of open subanalytic subsets of X. Then hypotheses (6.1.1)
and (6.1.2) are satisfied.

Definition 7.1.1. — We call the site X7 the subanalytic site on X and denote it
by Xsa-

We denote by R-C(kx) the abelian category of R-constructible sheaves of k-vector
spaces on X, and by R-C°(kx) the full abelian subcategory of sheaves with compact
support. Hence, the category Coh(7;) coincides with R-C°(kx). Set

Ir_c(kx) = Ind(R-C®(kx)).
Applying Theorem 6.3.5, we obtain the equivalence
IR—c(kX) >~ MOd(sza).

In other words, ind-R-constructible sheaves are “usual sheaves” on the subanalytic
site.

Denote by D% _(kx) the full triangulated category of D®(kx) consisting of objects
with R-constructible cohomology (i.e., cohomology in R-C(kx)). A theorem of [8]
asserts that the natural functor D®(R-C(kx)) — D§_.(kx) is an equivalence (see
also [10] Theorem 8.1.11).
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We denote by D}, _.(I(kx)) the full subcategory of D®(I(kx)) consisting of objects
with cohomology in Iz _(kx). Since R-C°(kx) is a full subcategory of Mod(kx)
stable by extension, Ir_.(kx) is a full subcategory of I(kx) stable by extension, and
D!, ((kx)) is triangulated. The exact functor I : Ip_c(kx) — I(kx) induces a
triangulated functor

(7.1.1) Ir: D’(Tp_c(kx)) = D2p_ (I(kx)).
Theorem 7.1.2. — The functor It in (7.1.1) is an equivalence of triangulated cat-
egories.

Proof. — By dévissage, it is enough to prove that for F,G € Ig_.(kx), the natural
morphism (7.1.2) below is an isomorphism

We may reduce to the case when F' = “@” kxy, with a small set I and U; € 7,. Since
i€l
Home(I(kX)) (“?” F;,G[n]) ~ H Home(I(kx)) (F;, G[n])
i

and there is a similar formula with Hom Db (1(kx)) replaced by Hom Db (La_o(kx))? WE
are reduced to prove the isomorphism (7.1.2) when F' = kxy, with U € 7. Let
G = “lim” G;, with G; € R-C°(kx). By Corollary 1.5.7 and Proposition 5.1.11, we

j
may reduce to the case where G € R-C°(kx). In this case we have:
HOme(I(kX))(kXU,G[TL]) HOme(kX)(kXU,G[TL])

and the result follows since the functor D®(R-C(kx)) — DP(kx) is fully faithful.
q.e.d.

1R

Lemma 7.1.3. — Let f: X — Y be a real analytic map and let F € D}_ (kx).
The functors below are well defined:

@) Rf" D%R (I(kx)) = Dip_(I(ky)),
(ii) f IR ((ky)) = DYp_(I(kx)),
(iii) ®: DYy (I(kx)) x Drg_(I(kx)) = Dip_(I(kx)),
(iv) RZhom (F, -): Dip_ (I(kx)) = DPg_.(I(kx)),
(v) B: D*(kx) = D*(Ir —c(kx)).

Proof. — (i) Let F € D}, .(I(kx)). By “dévissage”, we may assume F' in degree 0.
Let F' ~ “1_n>1” F;, with F; € R-C°(kx). Since H'RfyF; € R-C°(ky), it remains to

k3
notice that the functor H? Rf commutes with “lig”.

(ii)—(iii) The proof is similar.
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(iv) Let G € D}, _.(I(kx)). By dévissage, we reduce to the case where G € Ip_.(kx)
and F € R-C(kx). Let G ~ “H_I];l” G; with G; € R-C°(kx). Then we have
i

HIRThom (F,G) ~ « ling ” HIRHom (F,G;)

and H’RHom (F,G;) € R-C°(kx)-
(v) The functor 8: Mod(kx) — I(kx) is the composition I o p. q.e.d.

Proposition 7.1.4. — Let u: F — G be a morphism in D, (I(kx)). Then u is
an isomorphism if and only if for any K € R-C(kx), u induces an isomorphism
RHom (K, F) = RHom (K,G).

Proof. — Consider a distinguished triangle F* - G — L :) and assume that for
any K € R-C°(kx), RHom (K,L) = 0. Let k € Z such that H/(L) = 0 for j < k.

Then Hom (K, H*(L)) ~ H*RHom (K, L) = 0. Hence, Hom (K, H*(L)) = 0, and
this implies H*(L) = 0 since H*(L) € Ip _(kx)- g-e.d.

Proposition 7.1.5. — Let K € K*(R-C(kx)) and let F € K*(Ip_((kx)). Then
H*RHom (K,F) ~ lim H*Hom (K' F)
KgK

where K' € K°(R-C(kx)) ranges through the family of complezes gis to K.

Proof. — We may reduce to the case where F' € Ip_.(kx), then to the case where F' €
R-C(kx). Then the result follows from the equivalence D°(R-C(kx)) ~ D§_.(kx).
q.e.d.

Corollary 7.1.6. — Let F € Ip_(kx) and assume that the functor Hom (-, F) is
ezact on the category R-C°(kx). Then one has H' RHom (K,F) = 0 for j # 0 and
any K € R-C(kx).

7.2. Some classical ind-sheaves

From now on, the base field k£ is C. Denote by X a real analytic manifold.

Notation 7.2.1. — (i) We denote by dx the dimension of X.

(ii) As usual, we denote by C¥ (resp. C%) the sheaf of complex functions of class
C> (resp. real analytic), by Dbx (resp. Bx) the sheaf of Schwartz’s distributions
(resp. Sato’s hyperfunctions), and by Dx the sheaf of analytic finite-order differential
operators. We also use the notation Ax = C%.

(iii) We denote by Q% the sheaf of p-differential forms with coefficients in Ax (hence,
2% = Ax) and by Q% the De Rham complex with coefficients in Ax, that is, the
complex

0 d%
0% =--- =20 =0
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We also set (1x := Qi".
An important property of subanalytic subsets is given by the lemma below.

Lemma 7.2.2. — Let U and V be two open subanalytic subsets of R*, and K a
compact subset of R*. Denote by dist(z, K \ U) the distance from z € R™ to K\ U.
Then there ezist a positive integer N and C' > 0 such that

dist(z, K \ (U U V))N < C(dist(z, K \ U) + dist(z, K \'V)) for anyz € K.
Let U be an open subset of X. One sets C¥(U) = T'(U;C¥).

Definition 7.2.3. — Let f € C¥(U). One says that f has polynomial growth at
p € X if it satisfies the following condition. For a local coordinate system (z1,...,zy)
around p, there exist a sufficiently small compact neighborhood K of p and a positive
integer NV such that

. N
(7.2.1) sup,cxnu (dist(z, K\ U)) " | f(2)] < .
It is obvious that f has polynomial growth at any point of U. We say that f is

tempered at p if all its derivatives have polynomial growth at p. We say that f is
tempered if it is tempered at any point.

For an open subanalytic set U in X, denote by C3*(U) the subspace of C(U) con-
sisting of tempered functions. Denote by Db (U) the space of tempered distributions
on U, defined by the exact sequence

0 — T'x\u(X; Dbx) — I(X;Dbx) — Db (U) — 0.
For a closed subanalytic subset S in X, denote by I 5 the subsheaf of C§ consisting

of functions which vanish up to infinite order on S.
In [8], [11], one introduces the sheaves:

THom (Cy,C¥) = V= CHUNV),
THom (Cy,Dbx) = V = Db, (UNV),
Co ®CF = Ve T(V;IF )

As a consequence of the theorems of Lojasiewicz [14] (see also Malgrange [15]) one
gets the following

Lemma 7.2.4. — Let U andV be two open subanalytic subsets of X. The sequences
below are ezact:

0 CXHUUY) = U@ P (V) = (U NV) =0,
0 = Db (U U V) = Db (U) & Db (V) = Dbl (UNV) = 0,
0 = D(X; Cyny ®CF) = T(X;Cy @ CF) & T(X;Cy ®CF)
- I'(X; Cyuv ® C¥) — 0.
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Applying Proposition 6.4.1, we find that C;”t and DbY are sheaves on X,. More-
over the functor Dbl (-) is exact on the category R-C°(Cx )°P by Proposition 6.4.2.
Applying Corollary 6.5.2, the functor

- ®CF:T — Mod(Dx)
U » Cyocy

extends to the category R-C°(Cx) as an exact functor. We may thus define the left
exact functor:

CTV () R-C°(Cx)® — Mod(C)
C¥™(F) = T(X;HD'F)®CP),
where we set
D'F = RHom (F,Cx),

and hence H°(D'F) = Hom (F,Cx). Therefore, C3'" is a sheaf on X,,.
Applying Proposition 6.7.1, the above sheaves on X, are ;yDx-modules, hence
their images by I+ belong to I(8Dx):

CXt, Db, CE™ € 1(BDx).

Definition 7.2.5. — We call C¥** (resp. Dbh, C¥"™) the ind-sheaf of tempered
C*°-functions (resp. tempered distributions, Whitney C°°-functions).

These ind-sheaves satisfy for F' € R-C°(Cx)
(7.2.2) Hom,, \(F,CX") ~ T(X;THom(F,C¥)),
(7.2.3) Homy;, ) (F, DbYy) [(X; THom (F,Dbx)),

1

2

(7.2.4) Hom, ,(F,C¥™) =~ T(X;H(D'F) ®C%).

Replacing the “Whitney tensor product” - (VXV) C% with the usual tensor product,
we get the left exact functor (defined on the whole category Mod®(Cx)):
CX“(F)=T(X; H*(D'F) ®C¥).
Hence we get the ind-sheaf, C$“ which is nothing but the ind-sheaf Sx (C¥) and
CSY € I(BDx).
Proposition 7.2.6. — Assume F € D}_ (Cx). (In (iv) one may assume F €
D®(Cx).) Then
(i) RHom (F,Db%) ~ THom (F,Dbx),
(ii) RHom (F,C¥") ~ RTHom (F,C¥),
w
(iii) RHom (F,CX™) ~ (D'F) ®C¥,
(iv) RHom (F,C5™) ~(D'F) ®C¥.
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Proof. — (i) For F € R-C(Cx), the isomorphism (7.2.3) implies Hom (F, Db%;) ~

THom (F,Dbx). Then the result follows from Corollary 7.1.6, since THom (-, Dbx)

is exact on the category R-C¢(Cx).

(ii) follows from (7.2.2) and Proposition 7.1.5. Indeed, RTHom (F,C¥) is by def-

inition hﬂ THom (F',C¥). Here F' — F ranges over the family of qis with
FI—F

F' € K*(R-C(Cx)), and lim is taken in Ind(D®(Cx)).

w

(iii) For F' € R-C(Cx), the isomorphism (7.2.4) implies Hom (F,C3X"") ~ H'(D'F) ®
C¥. Now let F € Db (Cx). We represent it by an object F € K’(R-C(Cx)). We
have the chain of morphisms

(D'F)®C¥ ~ “lim” Hom (F',Cx) ® C¥

F—=F

~ “lim” Hom (F',CX™)
Fé);lF

— “liﬂ”R’Hom(F',C;’w)
FI=F

~ RHom (F,CEY™)
Here F' — F ranges over the family of qgis, with F! € K®(R-C(Cx)). We have

Hj(“lig” Hom (F',CX™)) ~ “liﬂ” Hi(Hom (F',CE™)).
FISF FISF

Applying Proposition 7.1.5, we get the isomorphism
HI((D'F) ® C¥) < HI(RHom (F,C™))
and the result follows.
(iv) follows from Proposition 5.1.10 (v). q.e.d.
There is a chain of morphisms

CX" = CX™ = €X' — Dby — Dbx — Bx.

7.3. Ind-sheaves associated with holomorphic functions

Let X be a complex manifold with structure sheaf Ox.

Notation 7.3.1. — We shall mainly follow the notations of [10].

(i) We denote by X the complex conjugate manifold and by X® the underlying real
analytic manifold, identified with the diagonal of X x X.

(ii) We denote by dx the complex dimension of X, by Q% the sheaf of p-differential
forms with coefficients in Ox (hence, 2% = Ox) and by Q% the De Rham complex
with coefficients in Ox. We also set Qx = Qg‘g‘. One should not confuse Q% and
Qf .



7.3. IND-SHEAVES ASSOCIATED WITH HOLOMORPHIC FUNCTIONS 123

(iii) We denote by Dx the sheaf of rings of finite-order holomorphic differential oper-
ators, not to be confused with Dx.

(iv) As usual, D% __(Cx) denotes the full triangulated subcategory of D®(Cx) con-
sisting of complexes with C-constructible cohomology.

Let F € Db_ (Cx). Recall that in [8] and [11], one introduces the objects:

THom (F,0x) = RHomDT(OY, THom (F,Dbx)),
F®O0x = RHomp (0%, F &C%).
Moreover, one has the canonical isomorphism
(7.3.1) R'HomDY(Oy, RTHom (F,C¥)) = THom (F,Ox).
For A\ = t,w,w, one defines the objects O% € D?(I(8Dx)) by the formulas:
O% = RThomgp_(BOx, Dby=) = RThom gy (B0x,CX™),
0% = RIhomgp_(BO0%,Cx""),
O% = RIhomgp_(BO%,Cx™).

Of course, O% ~ BxOx. Moreover the first isomorphism follows from (7.3.1).

Proposition 7.3.2. — Let F € D}_ (Cx). Then

2

RHom (F,0%) ~ THom(F,0Ox),
RHom (F,O%) (D'F) ® Ox,
RHom (F,0%) ~ (D'F)®0x.

1

Proof. — This follows immediately from Proposition 7.2.6. q.e.d.

Note that we have a chain of morphisms
0% = 0% — 0% — Ox.

Notation 7.3.3. — Let L be a locally free Ox-module of finite rank, and let A =
t,w,w. We set
L= (BL) ® O%.
BOx

Remark 7.3.4. — (i) One shall be aware that on a complex manifold X of dimension
n > 1, the object 0% € D?(I(Cx)) is not concentrated in degree 0. Indeed consider
the Dolbeault complex

(7.3.2) 0 — Dby %Y Sz DHLO g
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and suppose that this complex is exact at degree p. Let U be an open subanalytic
subset of X and consider the diagram

Fo ho-Cy

,Dbg,((O,pfl) - >Db§’((0’p) 5; Dbga{(oap+l)

Applying Proposition 1.3.2, the dotted arrows can be completed to a commutative
diagram with F' € R-C°(Cx) and an epimorphism h. It means that, for any s €
HomI(Cx)((CU,'Dbt)’((O’p )) = Dbt)’((o’p )(U) satisfying the equation ds = 0, there exists
t € Homyc, ) (F, Dbf,’((o’p ) such that 8 = s. We may assume that F is a finite
direct sum of sheaves Cy,,j € J, with U; open subanalytic and U = U;Uj.
Therefore, there exist t; € Db5*P™(U;),j € J solution of 8t; = s on U;. If
n > 1, this is not possible for a suitable choice of U.
(ii) The same argument shows that Rp,Ox is not concentrated in degree 0 for n > 1.
(Recall that p is the natural morphism of sites X — Xg,.)

7.4. Operations on O!

As an application, let us prove the adjunction formula for integral transforms of
[11] in the framework of ind-sheaves. (For the case of sheaves and D-modules without
growth conditions, refer to [4].)

We shall follow the notations of [11] with an exception: if f: X — Y is a morphism
of complex manifolds, we denote by Df™! and Df, the inverse and proper direct
images in the derived categories of D-modules.

Following [12], we say that an Ox-module F is quasi-good if for any relatively
compact open subset U, F|y is a union of an increasing sequence of coherent Ox|y-
submodules. A Dx-module is called quasi-good if it is quasi-good as an O x-module.
Recall (loc. cit.) that the full subcategory of Mod(Ox) consisting of quasi-good
modules is stable by kernels, cokernels and extension.

We denote by Dfl’_ g00d(Dx) the full triangulated subcategory of D®(Dx) consist-
ing of objects with quasi-good cohomology and by D’T’_ »(Dx) the full triangulated
subcategory of D?(Dx) consisting of objects with regular holonomic cohomology.

Theorem 7.4.1. — Let f: X — Y be a holomorphic map and let N' € D*(Dy).
Then there exists a natural isomorphism in D®(I(Cx)):

(74.1) R & BDINdx] S £(9y & BN )dv]

We need some preliminary results.
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Lemma 7.4.2. — Let f: X — Y be a morphism of real analytic manifolds and let
F be a locally free Ax-module of finite rank. Then R fu(Dby 5, BF) = 0 for
k #0.

Proof. — Since Rfu(DbY ®g4, BF) belongs to D!, (Cy), it is enough to check
that for any G € R-C°(Cy), the complex RHom; (G, Rfu(Db ®,4, BF)) is
concentrated in degree 0. Consider the chain of isomorphisms

RHomI(Cy)(G,Rfu('Dbg( ®pax BF)) =~ RI(Y; RHom (G, Rfu(Db% ®p.4x BF)))
~ RI.(Y;RfiRHom (f~'G, Dbl ®s45 BF))
R (
RI(

X; RHom (f'G,Dby) ®,, F)
X;THom (f~'G,Dbx) &4 F).

Since THom (f 1G, Dbx) is soft, these complexes are concentrated in degree 0. q.e.d.
Recall that 2% denotes the De Rham complex on X.

Lemma 7.4.3. — Let f: X =Y be a morphism of oriented real analytic manifolds.
There is a natural morphism in C*(I(Cy))

Fo(Dby ® 4, BO%) [d%] = Db} @54, BY (5.

Proof. — Let G € R-C°(Cy). Using Proposition 4.3 of [11], one gets the morphisms
Hom ¢, 1 (G, fu(Dbx @54, BAE ™)) = To(X;THom (f 'G,Dbx @4, )
— T.(Y;THom (G, Dby ®,, Q7).

q.e.d.

Lemma 7.4.4. — Let f: X — Y be a morphism of complex manifolds. There is a
natural morphism in D®(I(BDY)):

(7.4.2) Rfu(ﬂfx ﬁ’% BDx—y)dx] — Q%’[dY]-

Proof. — First, let us recall how to construct a Dx-free resolution of the Dx ®
f *1’D§,p—modu1e Dx—y. Denote by ©x the sheaf of holomorphic vector fields on X
and by A°® Ox its exterior algebra. For a left Dx-module M, denote by Sp*(M) the
Spencer resolution of M

Sp*(M) :=Dx ®p, \ Ox 8y, M
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where the differential is given by

dPQ(vi A---ANvp) Qu) =

p

S (1) 'Poi @ (i A AT A Avy) Qu

=1
p .

D (-D(D)TPR @A AT A Avy) Quin
i=1

+ > ()P (i, vl Avi A AT A AT A Avy) @
1<i<j<p

It is well-known that the natural morphism Sp*(M) — M is a qis of Dx-modules.
Applying this to M = Dx_sy, we get the qis

Dx—y <+ Dx®y, /\ Ox ®p, Dx—=v

~ ©Dx ®0x /\ Ox ®f—1(9y f_IDY-

Hence we get the isomorphisms in D?(8f~1D3P):

L L]
Qb 9 BDx—y = Q% 2 B(Dx @0, N\ Ox ®-10, f ' Dy)

1

0% 58 B\ Ox ®;-10, f *Dy)

Ok © Bk @pro, 1 'Dr)ldx]

1

1

DR @ B(0% B0y S Dy)ldx]

Db N BOYE @10, [ ' Dy)[dx].
xR

1

Applying Rfy we get the desired morphism in D®(I(3Dy)):

L

Rfu(Q% B%? BDx—y)ldx] = fu(Dbx ®, , BIAYE ®;-10, [ Dy)) [2dx]
— Dbix ®Ay]?. 5(9;.’; ®OY Dy)[Qdy]

0% ®p0, By ®p, Dy) [2dy]

0L & BQy [dy]
YBOY Y |4Y |-

1

1
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By adjunction, (7.4.2) gives the morphism in D*(I(8f 1D})):

L 1
(7.4.3) 0% -2 BDx—yldx] = fQy[dy].
Lemma 7.4.5. — The morphism (7.4.3) is an isomorphism.

Proof. — For any F € R-C°(Cx ), we have the isomorphisms
L
RHomI(CX)(F, QE( ® BDx—v)[dx]
BDx
L
~ RI(X;THom (F,Qx) 9 Dx—y)[dx]

~ RL(Y3 Rf(THom (F,2x) © Dx—sy))ldx]
~ RINY; THom (Rf,F, Qy))[dy]
~ RHom ¢, (RfuF, Q% )[dy]
~ RHom ¢ (F, f'Q%)[dy]-
Here, the third isomorphism follows from Theorem 5.7 in [11]. q.e.d.

Proof of Theorem 7.4.1.
Consider the chain of isomorphisms

1

F@ & BNdy] = f9% 8  BfNdy]
BDy Bf~1Dy

1R

L L
Q% ® BDx—y ® Bf 'Ndx]
BDx Bf~1Dy

L
~ Q4 ® B(Df 'N)[dx]
BDx
In the first isomorphism, we have used Theorem 5.6.3.

By the equivalence of left D-modules and right D-modules, (7.4.3) gives the mor-
phism in D®(I(8f~1Dy)):

L ~ gl
(7.4.4) FDyex ® Okldx] = f' Oy [dy]-

Theorem 7.4.6. — Let f: X — Y be a holomorphic map and let M be an object
of Dgfgood(,DX) such that supp M is proper over Y. Then there exists a natural
isomorphism in D®(I(Cy)):

L L
4. " Qt ~ Qt D 1 .
(7.4.5) Rfu( Xﬁ%x BM) Yﬁgyﬂ M

We need some lemmas.
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Lemma 7.4.7. — Let f: X =Y be a closed embedding of complex manifolds. There
is a natural isomorphism in D*(I(3Dx))

L
Dx—y ® f_loﬁ, ~ OB(
Bf—1Dy
Proof. — We have
L —1mt -1 Lo 1t
BDx—y ® [0y~ fTRf(Dx—y ® [ O).
Bf~1Dy BDy

Since f is a closed embedding, we have

L 1 L —
BDx—y ® [0y ~ fRf.(BDx—y ® [fTTO%)
Bf—Dy Bf Dy

1

f'(BRf.Dx—y & OF)

1

L
BDx—y ® fOk
Bf Dy

L L
~ BDxoy © PBDyex @ Okldx —dy]
Bf~'Dy BDx
~ Of.
Here the fourth isomorphism follows from (7.4.4), and the last isomorphism follows

L
from quy;? Dy(—)ddx - dy] ~Dx. q.e.d.
Y

Lemma 7.4.8. — Let f: X — Y be a smooth morphism of complex manifolds.
There is a natural isomorphism in D*(1(Bf~1Dy))
RThom gy, (BDx—y,0%) ~ f~10%.

Proof. — Consider the chain of isomorphisms

L
RThom g, (BDx—v,0%) =~ ﬁRHomDX(DX%y,DX)B%JXO&

1

L
BDyex ® O%[dy —dx]
BDx
~ f'OL[2dy — 2dx]
~ fok.
Here the third isomorphism is given by (7.4.4), and we have used the hypothesis that
f is smooth and Proposition 5.3.7 to prove the last isomorphism. q.e.d.

Lemma 7.4.9. — Let f: X — Y be a morphism of complex manifolds. There is a
natural morphism in D*(1(BDx)):

L —1mt t
BDx—y & f 0y = 0%,
Bf—1Dy
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or equivalently there is a morphism in D*(I(BDY)):

L ® 8D -
Yﬁf—li)y Y X X-

Proof. — When f is a closed embedding, we have already constructed this morphism
and shown it is an isomorphism. Hence, we may assume that f is smooth. Then we
have the morphisms

1

L L
BDx—y 5f§)p 7oy BDx—y ﬁf—(%D RThom g1, (BDx—v,O%)
Y Y

- Ok.

q.e.d.

Lemma 7.4.10. — Let f: X — Y be a morphism of complex manifolds, and let
M € D*(Dx). Then there is a natural morphism in D®(I(Cy))

L L
(7.4.6) Qt ﬂ%, B(Df M) = Rfn(Q ﬁ%ax BM).
Proof. — Consider the chain of morphisms

1

QL ® BDAM) =~ Qf & BRf(Dyex ® M)
YﬁDY ! YBDY ! Y&—X Dx

L L
= Oy ® Rfu(B(Dy+x @ M))
BDY DX

1

L L
Rfn(f7'9% ® PB(Dyex @ M))
Bf 1Dy Dx

1

RA((fIQ,  ®  fDyex) & M)
Bf—1Dy BDx

- Rfu(Q% & BM).
BDx
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Proof of Theorem 7.4.6. The morphism is constructed in Lemma 7.4.10. To check
that it is an isomorphism, take G € R-C°(Cy ). We have the chain of isomorphisms

RHomI(Cy)(G,Q§,B§ B(DfM)) ~ RT.(Y;THom (G,Qy) g% Df,M)

1

RT.(Y; Rf\(THom (£ 16, 0x) © M))

X

1R

RT,(X; THom (f‘lG,QX)g% M)

1

L
RH -1G, Q4 M
omy ¢ (f X B%x BM)

1R

L
RHOmI(Cy)(G,Rf”(Q}ﬁ%g) BM)).

Here the second isomorphism is given by Theorem 7.3 in [11]. This completes the
proof of Theorem 7.4.6.

Recall that if F' € I(kx), there is a natural morphism F — aF. Also recall that
we do not write ¢, for short.

Lemma 7.4.11. — For L € D? ,(Dx), the morphisms RThom gp, (BL,0%) —
aRThom gp, (BL, 0%) = RHomp,_(L£,0x) are isomorphisms.

Proof. — Since these objects belong to D?, (I(Cx)), the result follows from the
chain of isomorphisms below, where F' € R-C°(Cx).

RHom(F,RIhomBDX(ﬁE,O})) ~ RHomI(ﬂDX)(,BL,RIhom(F,Ofx))

~ RHomyp (L,aRZhom (F, 0%))

RHomp_ (L, RHom (F,0%))
RHom, (L, THom (F,Ox))
~ RHomy (L, RHom (F,Ox))
~ RHom (F,RHomp_ (L,Ox)).

1R

1R

Here the fifth isomorphism follows from [8]. q.e.d.

Theorem 7.4.12. — Let L € D’;_h(DX), and set L = RHom, (L£,0x). Then
there exists a natural isomorphism in D®(I(Cx)):

L ~
(7.4.7) Q Bg BL = RThom (L, Q).

Proof. — First, let us construct the morphism. Since L ~ RThom gy (BL,B0x) by
the preceding lemma, we have the morphism L ® £ — Ox from which we deduce
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the morphism:
Q% ® BLRL — Q% ® BOx ~ Q.
BOx BOx

The morphism (7.4.7) is obtained by adjunction. To prove that it is an isomorphism,
let us take F' € R-C°(Cx ). We have the chain of isomorphisms

1

L L
RHomI(CX)(F, Q% ﬂ% BL) RINX;THom (F, QX)(gZJ L)
x x

~ RI(X;THom(F ® L,Qx))
RHom ¢ (F ® L, %)
~ RHomy, (F, RZhom (L, Q%)).

Here, the second isomorphism follows from a theorem of Bjork [2] (see also Theorem
10.7 in [11]). g.e.d.

Consider three complex manifolds X, S,Y and a correspondence:

X/S\Y

Let M e D} ,4(Dx) and L € D!_,(Ds). We set L = RHom, (L, Os).
We make the hypothesis:

(7.4.8) f~supp(M) Nsupp(L) is proper over Y.

Let G € D*(I(Cy)). We define

MoL = Dg(Df M L),

LoG Rf(L®g 'G).
Theorem 7.4.13. — One has the isomorphism

L L
RHom (L o G, [dx] & SM)) ~ RHom,, (G, [ds] & B(MoL)).
BDx BDy
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Proof. — We have the chain of isomorphisms

L
—1 t
RHomy ¢, ) (Rfu(L ® g 'G), O [dx] K3 M)
~ RH (Log™6, f'(@[dx] ® M)
~ RHom g G, xlax] &

~ RHomy ., (L®g ‘G, Qlds] ® BDf M)
~ 1(Cs) g s8bg SB'DS

L
~ RHom, ¢, (9~*G, RThom (L, Q%(ds]) 2 A(D M)
~ RH 16, (Q4[ds] ® BL) ® DS M
~ RHomy(c,, (97, (0%1ds] ® BL) © H(DS M)

L L 1
G, Rg.(9%ds] ® (6L © DS M)))

¢ L L .1
~ RHom g, (G,Rgu(ﬂs[ds] B B(L o Df M)))
(6.9% & B(Dg(£ & Df*M))lds]
BDy Os

q.e.d.

Remark 7.4.14. — It could be interesting to study the sheaves on X, associated
to the Sobolev presheaves on a real analytic manifold X, and to endow O% with a
Sobolev filtration on a complex manifold X.

Remark 7.4.15. — In this paper we have not considered the “microlocal” point
of view, in the line of [17]. In a forthcoming paper, we shall apply the theory of
ind-sheaves to Sato’s microlocalization and construct a functor ux from ind-sheaves
on X to ind-sheaves on T*X. When applied to the ind-sheaves O% or O%, this will
provide an alternative approach to the constructions of [1], [3]. We shall also study
the micro-support of ind-sheaves, in the line of [10].
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