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2.2 Actions of Lie groups on manifolds

In this section, we study the local structure of group actions on manifolds, in particular, we
introduce the important notation: principal G-bundle.

2.2.1 Induced vector fields by group actions

Let G be a Lie group with Lie algebra g. Let M be a smooth manifold. We assume that G acts
on the left on M as in (2.1.58).

Definition 2.2.1. For any ξ ∈ g, the vector field ξM on M induced by ξ is defined by: for any
x ∈M ,

ξMx =
d

dt

∣∣∣∣
t=0

exp(tξ) · x. (2.2.1)

Let etξ
M

(t ∈ R) be the flow associated with ξM ∈ C∞(M,TM).

Lemma 2.2.2. For any g ∈ G, ξ ∈ g, x ∈M and t ∈ R, we have

exp(tξ) · x = etξ
M

(x),

(Adgξ)
M = g∗ξ

M .
(2.2.2)

For the action G on g∗ by Ad∗G, η ∈ g and β ∈ g∗, we have

ηg
∗

β = ad∗ηβ. (2.2.3)

Proof. For any t ∈ R, (2.1.11) and (2.1.14), we get

d

dt
exp(tξ) · x =

d

ds

∣∣∣∣
s=0

exp(sξ) exp(tξ) · x = ξMexp(tξ)·x,
d

dt
etξ

M

(x) = ξM (etξ
M

(x)). (2.2.4)

Then by exp(tξ) · x|t=0 = etξ
M

(x)
∣∣∣
t=0

= x, and the uniqueness of the solutions of ordinary

differential equations, we get the first equation of (2.2.2).
By exp(Adgξ) = g · exp ξ · g−1 and the first equation of (2.2.2), we have

(Adgξ)
M
x =

d

dt

∣∣∣∣
t=0

exp(tAdgξ) · x =
d

dt

∣∣∣∣
t=0

g · exp(tξ)(g−1x)

=
d

dt

∣∣∣∣
t=0

g · etξ
M

(g−1x) = (g∗ξ
M )(x) .

(2.2.5)

Finally for any X ∈ g, M = g∗,

(ηMβ , X) =
d

dt

∣∣∣∣
t=0

(Ad∗exp(tη)β,X) =
d

dt

∣∣∣∣
t=0

(β,Adexp(−tη)X)

= −(β, adηX) = (ad∗ηβ,X).

(2.2.6)

The proof of Lemma 2.2.2 is completed.

Proposition 2.2.3. The map

(g, [ , ]) → (C∞(M,TM), [ , ]), ξ 7→ −ξM (2.2.7)

is a morphism of Lie algebras, i.e., it is linear and for any ξ, η ∈ g

[ξ, η]M = −[ξM , ηM ]. (2.2.8)
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Proof. Fix x ∈M , the orbit map Rx : G→M , g 7→ g · x is smooth and

ξMx =
d

dt

∣∣∣∣
t=0

exp(tξ) · x = (dRx)ξ. (2.2.9)

Thus the map ξ ∈ g 7→ −ξM ∈ C∞(M,TM) is linear. By Lemma 2.2.2, we have

[ξ, η]M = (adξη)
M =

d

dt

∣∣∣∣
t=0

(Adexp(tξ)η)
M =

d

dt

∣∣∣∣
t=0

exp(tξ)∗η
M

=
d

dt

∣∣∣∣
t=0

etξ
M

∗ ηM = −[ξM , ηM ].

(2.2.10)

The proof of Proposition 2.2.3 is completed.

2.2.2 The slice theorem

Let G be a compact Lie group. Let M be a smooth manifold with a left G-action. If x ∈M , its
orbit will be denoted by G · x,

G · x = {y ∈M : y = g · x for some g ∈ G} (2.2.11)

and its stabilizer Gx is defined by

Gx = {g ∈ G : g · x = x}. (2.2.12)

The G-action is called free if Gx = {e} for any x ∈ M ; locally free if Gx is discrete for any
x ∈M ; effective if ∩x∈MGx = {e}.

Obviously the stabilizers of points are closed subgroups of G. Thus Gx is a Lie subgroup of
G and G/Gx is a smooth manifold.

Proposition 2.2.4. If G is a compact Lie group, its orbits are submanifolds of M .

Proof. For x ∈ M , let Rx : G → M , g 7→ g · x, be the orbit map. We evaluate the kernel of the
differential of it, TgRx : TgG → TgxM . By invariance, it is sufficient to study the case where
g = e,

ker(TeRx) = {X ∈ g| XM
x = 0} (2.2.13)

is the Lie algebra of Gx. So
Rx : G/Gx →M (2.2.14)

is an injective immersion. AsG is compact, Rx is proper. SoRx is an embedding andG·x = ImRx
is a submanifold of M .

Now we consider the orbit space which is the quotient space G\M := {Gx : x ∈M} endowed
with the quotient topology. In general, the topology of the orbit space can be very bad, even not
Hausdorff.

Proposition 2.2.5. If G is compact, then G\M is a Hausdorff space.

Proof. Let G · x and G · y be two distinct orbits. They are compact as images of G. As M is
Hausdorff, there is an open neighborhood U of x such that U ∩G · y = ∅. Now, for the quotient
map π :M → G\M , π(U) and the complement of π(U) are both open. They don’t intersect and
the former contains π(x) and the latter π(y).
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For x ∈M , then the tangent space of the orbit G · x is given by

Tx(G · x) = {ξMx : ξ ∈ g} ⊂ TxM. (2.2.15)

For any h ∈ Gx, ξ ∈ g, by (2.2.5), dh(ξMx ) = (Adhξ)
M
x , thus Tx(G · x) is preserved by Gx-action,

and
Nx = TxM/Tx(G · x) (2.2.16)

is a linear representation of Gx. We define

G×Gx
Nx = G×Nx/ ∼ (2.2.17)

and (g, v) ∼ (f, w) if and only if there exists h ∈ Gx such that

f = gh, w = dh−1(v). (2.2.18)

We verify easily that ∼ is an equivalent relation on G×Nx. And the zero section is G×Gx {0} =
G/Gx.

Theorem 2.2.6 (Slice theorem). There exists an equivariant diffeomorphism from an equivariant
open neighborhood of the zero section in G×Gx

Nx to an open neighborhood of G ·x in M , which
sends the zero section G/Gx onto the orbit G · x by the map Rx in (2.2.14).

Proof. Let gTM0 be a Riemannian metric on M . For any g ∈ G,

(g · gTM0 )x(u, v) = (g−1)∗gTM0 (u, v)x := gTM0 (dg−1(u), dg−1(v))g−1x (2.2.19)

for u, v ∈ TxM , x ∈ M defines a metric on TM . We say a metric gTM1 on TM is G-invariant if
g · gTM1 = gTM1 for any g ∈ G.

Let dµ be a Haar measure on G. Then

gTM =

∫
G

(g · gTM0 )dµ(g) (2.2.20)

is a G-invariant metric on TM . In fact, for any g1 ∈ G, as L∗
g−1
1

dµ = dµ, by (1.2.2) and Exercise

2.2.1, we get

g1 · gTM =

∫
G

((g1g) · gTM0 )dµ(g) =

∫
G

L∗
g1

(
g · gTM0 (L∗

g−1
1
dµ)(g)

)
=

∫
G

g · gTM0 (L∗
g−1
1
dµ)(g) = gTM . (2.2.21)

Let BTxM (0, δ) be the ball in TxM with the center 0 and the radius δ > 0. Then for δ small,
the exponential map with respect to the metric gTM ,

expx : TxM ⊃ BTxM (0, δ) →M (2.2.22)

is a diffeomorphism.
Note that for any g ∈ G, g is an isometry of (M, gTM ). So the image of a geodesic by g is a

geodesic. This and the uniqueness of a geodesic for fixed starting point and its derivative imply
that

g · expx v = expg·x dg(v), for x ∈M,v ∈ TxM, g ∈ G. (2.2.23)
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We identify Nx by Tx(G · x)⊥, the orthogonal complement of Tx(G · x) in (TxM, gTM ). Let
BNx(0, r) be the ball in Nx with the center 0 and the radius r. For r small, we define a map

ϕ : G×Nx ⊃ G×BNx(0, r) →M, (g, v) 7→ g · expx v. (2.2.24)

Then for any h ∈ Gx, by (2.2.23),

ϕ((gh, dh−1(v))) = gh · expx(dh−1(v)) = gh · h−1 expx v = g · expx v = ϕ((g, v)).

Since gTM is a G-invariant metric, the Gx action preserves the ball BNx(0, r). So the map

φ : G×Gx
Nx ⊃ G×Gx

BNx(0, r) →M, [g, v] 7→ g · expx v (2.2.25)

is well-defined. The map φ is G-equivariant, in fact for any g′ ∈ G,

φ([g′g, v]) = g′g · expx v = g′φ([g, v]). (2.2.26)

Now we need to prove that for r sufficient small, φ : G×GxB
Nx(0, r) → φ(G×GxB

Nx(0, r)) is
a diffeomorphism (we will explain the differential structure on G×Gx

BNx(0, r) in Corollary 2.2.7
if Gx ̸= {e}). By Proposition 2.2.4, we know that φ|G/Gx

: G ×Gx
{0} → M is an embedding.

By Lemma 1.2.18, we only need to prove that for any g ∈ G,

dφ[g,0] : T[g,0](G×Gx
Nx) = g×Gx

Nx → TgxM (2.2.27)

is bijective, with the equivalence relation (ξ, v) ∼ (Adh−1ξ, dh−1(v)) for any ξ ∈ g, h ∈ Gx and
v ∈ Nx. As φ is G-equivariant, we only need to establish (2.2.27) for g = e. By (2.2.25),

dφ[e,0][ξ, v] = ξMx + v. (2.2.28)

So
dφ[e,0] : T[e,0](G×Gx

Nx) → TxM = Tx(G · x)⊕Nx (2.2.29)

is surjective. This implies that dφ[e,0] is bijective because

dimT[e,0](G×Gx
Nx) = dimG+ dimNx − dimGx = dimM. (2.2.30)

By Lemma 1.2.18, the proof of Theorem 2.2.6 is completed.

Corollary 2.2.7. If for any x ∈ M , Gx = {e}, in other words, G is a free action on M , then
there exists a differential structure on G\M with the quotient topology.

Proof. By Proposition 2.2.5, G\M is Hausdorff. By Theorem 2.2.6, we have the G-equivariant
diffeomorphism for any x ∈M

φx : G×BNx(0, r) → Vx ⊂M, (g, v) → g · expx(v). (2.2.31)

Locally, we have the homomorphism

φ̃x : Ux = BNx(0, r) →Wx = G\Vx ⊂ G\M, v → [expx(v)]. (2.2.32)

The subset G\Vx is open in G\M since Vx is open in M . If Wx ∩Wy ̸= ∅ for x, y ∈M , we need
to prove that

φ̃−1
y ◦ φ̃x : Ux ⊃ φ̃−1

x (Wx ∩Wy) → φ̃−1
y (Wx ∩Wy) ⊂ Uy (2.2.33)

is C∞. For v ∈ φ̃−1
x (Wx ∩Wy), then φx([e, v]) ∈ Vy, and thus

φ−1
y ◦ (φx([e, v])) = (g(v), φ̃−1

y ◦ φ̃x(v)) ∈ G×BNy (0, r) (2.2.34)

is C∞ on V. In particular, φ̃−1
y ◦ φ̃x is C∞. Thus {φ̃x} define local coordinates of G\M , and

G\M is a smooth manifold.
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Definition 2.2.8. Let π : P → M be a smooth map of two manifolds. We say that P is a
principal bundle over M with (right action) structure group G (or a principal G-bundle over M)
if there is a covering of M by open sets {Ui} and diffeomorphisms φi : π

−1(Ui) → Ui ×G such
that for x ∈ Ui ∩ Uj ,

φi ◦ φ−1
j (x, g) = (x, φij(x)g), (2.2.35)

with φij(x) ∈ C∞(Ui ∩ Uj , G). Then G acts on the right on P by q · g =:= φ−1
i (φi(q) · g) for

q ∈ π−1(Ui) with right G-action on Ui ×G and by (2.2.35), q · g does not depend on the choice
of Ui.

By Corollary 2.2.7, if G is compact and the action of G on a manifold P is free, then P/G is
a smooth manifold. Moreover, π : P → P/G is a principal G-bundle. In fact, if Wx ∩Wy ̸= ∅,
then for (h, v) ∈ G×BNx(0, r),

φ−1
y ◦ φx(h, v) = (h · g(v), φ̃−1

y ◦ φ̃xv) ∈ G×BNy (0, r). (2.2.36)

Note that in the proof of Corollary 2.2.7, we do not use Theorem 2.1.13, thus it gives also a proof
of Theorem 2.1.13 when H is compact.

Definition 2.2.9. Let π : P → M be a principal G-bundle. For ρ : G → GL(E) a linear
representation of G (i.e., ρ is a homomorphism of groups), where E is a finite-dimensional vector
space, the vector bundle induced by ρ and π is defined by

P ×G E = {(p, v) : p ∈ P, v ∈ E}/∼, (p, v) ∼ (pg, ρ(g)−1(v)), for any g ∈ G. (2.2.37)

In fact, on Ui, we have a trivialization of P ×G E induced by φi : π
−1(Ui) → Ui ×G,

π−1(Ui)×G E
φUi−→Ui ×G×G E

ρUi−→Ui × E,

[p, v] [(x, g), v] (x, ρ(g)v),
(2.2.38)

By (2.2.37), the last map in (2.2.38) is a canonical isomorphism and ρ−1
Ui

(x, v) = [(x, e), v], thus

ρUi
◦ φUi

◦ (ρUj
◦ φUj

)−1(x, v) = ρUi
([(x, φij(x)), v]) = (x, ρ(φij(x))v), (2.2.39)

and ρ(φij(x)) is smooth. Thus P ×G E is a vector bundle on M .

Remark 2.2.10. If for any x ∈M , |Gx| <∞, then locally,

G\Vx = G\G×Gx
Ux = Gx\Ux, (2.2.40)

where the finite group Gx acts on Ux linearly. In this case, G\M is not a manifold. It is an
orbifold.

2.2.3 Poisson structure on g∗

Let G be a connected Lie group with Lie algebra g. Then G acts on g∗ by Ad∗-action. For
β ∈ g∗, the coadjoint orbit of β is defined by

Oβ := G · β = Ad∗Gβ ⊂ g∗. (2.2.41)

Let

Gβ = {g ∈ G : Ad∗gβ = β} (2.2.42)
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be the stabilizer of β, then Gβ is a closed subgroup of G, thus Gβ is a Lie subgroup of G,
and by Theorem 2.1.13, Oβ ≃ G/Gβ is a manifold with quotient topology of G. Note that
[g] ∈ G/Gβ → Ad∗gβ ∈ g∗ is smooth and proper, thus Oβ is a submanifold of g∗, and its tangent
space at γ ∈ Oβ is

TγOβ = {ad∗Xγ ∈ Tγg
∗ ≃ g∗ : X ∈ g}. (2.2.43)

Definition 2.2.11. For any F,G ∈ C∞(g∗), we define {F,G} ∈ C∞(g∗) by: for any β ∈ g∗,

{F,G}(β) = (β, [dFβ , dGβ ]), (2.2.44)

where dFβ , the differential of F at β, lies in T ∗
βg

∗ which is naturally identified with g and [ , ]
is the Lie bracket of g.

Theorem 2.2.12. The bracket { , } on C∞(g∗) is a Poisson bracket, i.e., (g∗, { , }) is a Poisson
manifold.

Proof. By (2.2.44) and the Leibniz’s rule, we get for any F,G,H ∈ C∞(g∗),

{F,G} = −{G,F}, {FH,G} = H{F,G}+ F{H,G}. (2.2.45)

What we should prove is the Jacobi identity and we will show that it is a direct consequence of
the Jacobi identity of the Lie bracket of g.

By (2.1.20) and (2.2.44), we have

{{F,G}, H}(β) = (β, [d{F,G}β , dHβ ]) = (ad∗dHβ
β, d{F,G}β). (2.2.46)

We compute first d{F,G}. Let’s choose a base {ej} of g and its dual basis {e∗i } of g∗. Then at
β = βie

∗
i

dFβ =
∂F

∂βi
(β)ei,

[dFβ , dGβ ] =
∂F

∂βi
(β)

∂G

∂βj
(β)[ei, ej ].

(2.2.47)

By (2.1.20), (2.2.44) and (2.2.47), we have

d{F,G}β = d(β, [dFβ , dGβ ])

=(e∗k, [dFβ , dGβ ])ek +
∂2F

∂βi∂βℓ
(β)
(
β, [ei, dGβ ]

)
eℓ +

∂2G

∂βj∂βℓ
(β)
(
β, [dFβ , ej ]

)
eℓ

=[dFβ , dGβ ] +
∂2F

∂βi∂βℓ
(β)(β,−addGβ

ei)eℓ +
∂2G

∂βj∂βℓ
(β)(β, addFβ

ej)eℓ

=[dFβ , dGβ ] +
∂2F

∂βi∂βℓ
(β)(ad∗dGβ

β, ei)eℓ +
∂2G

∂βj∂βℓ
(β)(−ad∗dFβ

β, ej)eℓ

=[dFβ , dGβ ] +D2F (ad∗dGβ
β, ·)−D2G(ad∗dFβ

β, ·),

(2.2.48)

where D2F is the Hessian of the function F . Therefore, by (2.1.20), (2.2.46) and (2.2.48), we get

{{F,G}, H}β = (ad∗dHβ, [dF, dG]) + (ad∗dHβ,D
2F (ad∗dGβ, ·))

− (ad∗dHβ,D
2G(ad∗dFβ, ·))

= (β, [[dF, dG], dH]) +D2F (ad∗dGβ, ad
∗
dHβ)−D2G(ad∗dFβ, ad

∗
dHβ). (2.2.49)

By the Jacobi identity (2.1.1) of the Lie bracket of g and (2.2.49), we get the Jacobi identity of
this Poisson bracket.
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Let us compute the Hamiltonian vector field of this Poisson structure. For F,H ∈ C∞(g∗),
let XH be the Hamiltonian vector field associated with H. Then by (1.3.12), for β ∈ g∗,

(XH · F )(β) = {F,H}(β) = (β, [dFβ , dHβ ]) = (ad∗dHβ
β, dFβ). (2.2.50)

Thus
XH(β) = ad∗dHβ

β. (2.2.51)

By (2.2.43), the Hamiltonian vector fields span precisely the tangent space of the coadjoint orbit
Oβ , thus the symplectic foliation F in Section 1.3.3 at β ∈ g∗ is given by

Fβ = TβOβ . (2.2.52)

Proposition 2.2.13. The coadjoint orbits in g∗ are the symplectic leaves of the Poisson manifold
(g∗, { , }), with the symplectic form

ωβ(λ
g∗

β , µ
g∗

β ) = (β, [λ, µ]), λ, µ ∈ g. (2.2.53)

Proof. By (2.2.52), Oβ are the symplectic leaves of (g∗, { , }).
For λ, µ ∈ g, we define the functions F,G ∈ C∞(g∗) by

F (β) = (β, λ), G(β) = (β, µ). (2.2.54)

Then we have dFβ = λ and dGβ = µ. Thus by (1.3.13), (2.1.20) and (2.2.44),

Bβ(λ, µ) = Bβ(dFβ , dGβ) = {F,G}(β)
= (β, [λ, µ]) = −(ad∗λβ, µ).

(2.2.55)

By (2.2.3) and (2.2.55), we have

iλBβ = −ad∗λβ = −λg
∗

β . (2.2.56)

Thus by (1.3.14), (1.3.21) and (2.2.55), we have

ωβ(λ
g∗

β , µ
g∗

β ) = ωβ(−iλBβ ,−iµBβ) = Bβ(λ, µ) = (β, [λ, µ]). (2.2.57)

The proof of Proposition 2.2.13 is completed.

Exercise 2.2.1. Verify in (2.2.19), for any g1, g2 ∈ G, g1 · (g2 · gTM0 ) = (g1g2) · gTM0 .

Exercise 2.2.2. (Coadjoint orbits in so(3)∗) Let {ei} be the canonical orthonormal basis of R3. For

X = (x1, x2, x3)
t, Y = (y1, y2, y3)

t ∈ R3, the inner product ⟨X,Y ⟩ is given by X ·Y =
∑3
i=1 xiyi,

and the cross product (or vector product) of X and Y is defined by

X × Y = det

 e1 e2 e3
x1 x2 x3
y1 y2 y3


=(x2y3 − x3y2)e1 − (x1y3 − x3y1)e2 + (x1y2 − x2y1)e3.

(2.2.58)

1. Verify that the following map is an isomorphism of vector spaces from R3 to so(3), the Lie
algebra of SO(3):

R3 ∋

 x
y
z

 = X 7→ X̂ =

 0 −z y
z 0 −x
−y x 0

 ∈ so(3). (2.2.59)
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2. For X,Y, Z ∈ R3, verify that

⟨X × Y,Z⟩ = (X × Y ) · Z = det(X,Y, Z),

X × (Y × Z) = (X · Z)Y − (X · Y )Z.
(2.2.60)

In particular X⊥X × Y, Y⊥X × Y , and ⟨X × Y,Z⟩ is antisymmetric on X,Y, Z.

3. [X̂, Ŷ ] = X̂ × Y =
̂̂
X · Y . Conclude that the Killing form B on so(3) in (2.1.109) is given

by B(X̂, Ŷ ) = Tr[X̂Ŷ ].

4. − 1
2 Tr[X̂Ŷ ] = X ·Y , thus the map (2.2.59) is an isometry from (R3, ⟨ ⟩) onto (so(3),− 1

2B).

5. AdAX̂ = ÂX, for A ∈ SO(3). Thus (2.2.59) is a morphism of SO(3)-representations for
the adjoint action of SO(3) on so(3).

6. We identify so(3) with so(3)∗ via the metric − 1
2B, then for A ∈ SO(3), ξ̂ ∈ so(3)∗, we have

Ad∗Aξ̂ = Â ξ, ad∗
X̂
ξ̂ = X̂ × ξ =

̂̂
X ξ. (2.2.61)

Thus the induces map from R3 onto so(3)∗ is a morphism of SO(3)-representations for the
coadjoint action of SO(3) on so(3)∗.

7. The coadjoint orbits in so(3)∗ are Or := {ξ ∈ R3 : |ξ| = r}, the spheres of radius r > 0
with center 0, and the singular orbit {0}.

8. For any v ∈ TξOr ⊂ R3, v̂ = ad∗η̂ ξ̂ with η = −v × ξ/r2.

9. The induced symplectic form on Or is σ0/r, where

σ0(ξ) = iξ/rdv =
1

r
(xdy ∧ dz + ydz ∧ dx+ zdx ∧ dy) for ξ = (x, y, z)t ∈ Or,

is the volume form on Or induced by the Euclidean volume form dv on R3.
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2.3 Moment maps

We introduce the most geometric objects of this book: moment maps and associated symplectic
reductions.

2.3.1 Basic properties of moment maps

Let G be a Lie group with Lie algebra g and (M,ω) be a symplectic manifold of dimension 2n.
We assume that G acts on the left on M . We define the G-action on the space of functions from
M to g∗ by: for g ∈ G, x ∈M , ϕ :M → g∗,

(g · ϕ)x = Ad∗g(ϕ(g
−1x)). (2.3.1)

If g · ϕ = ϕ for any g ∈ G, then we say that ϕ :M → g∗ is G-equivariant.
We call that G acts symplectically on (M,ω) if its action preserves ω, i.e., for any g ∈ G,

g∗ω = ω.

Definition 2.3.1. A symplectic action of a Lie group G on a symplectic manifold (M,ω) is
called Hamiltonian if there exists a map µ :M → g∗ satisfying

d(µ, ξ) = iξMω for ξ ∈ g; (2.3.2)

and µ is G-equivariant, i.e.,

µ(gx) = Ad∗gµ(x) for g ∈ G, x ∈M. (2.3.3)

This map µ is called a moment map for the G-action on M .

For any ξ ∈ g, by (1.2.80) and (2.3.2), the Hamiltonian vector field X(µ,ξ) of the function
(µ, ξ) = µ(ξ) is given by

X(µ,ξ) = Xµ(ξ) = ξM . (2.3.4)

Thus ξM ∈ ham(M,ω) ⊂ sympl(M,ω). If G is connected, then Remark 2.1.7 and (2.3.2) imply
that g∗ω = ω for any g ∈ G, i.e., we can drop the condition that G acts symplectically on (M,ω)
in Definition 2.3.1.

Lemma 2.3.2. Let µ : M → g∗ be the moment map for a Hamiltonian G-action on (M,ω),
then for η, ξ ∈ g,

(µ, [η, ξ]) = ω(ηM , ξM ), (2.3.5)

and µ defines a morphism of Lie algebras

µ : (g, [, ]) → (C∞(M), {, }), ξ 7→ (µ, ξ). (2.3.6)

Proof. At first, µ : g → C∞(M) is linear. For η, ξ ∈ g, by (1.3.2), (2.3.2) and (2.3.4), we get for
x ∈M ,

{µ(η),µ(ξ)}x = ω(Xµ(η), Xµ(ξ))x = ω(ηM , ξM )x = ξM (µ, η)x. (2.3.7)

From (2.1.20) and (2.3.3), we get

ξM (µ, η)x =
d

dt

∣∣∣∣
t=0

(µ(exp(tξ) · x), η) = d

dt

∣∣∣∣
t=0

(Ad∗exp(tξ)µ(x), η)

=
d

dt

∣∣∣∣
t=0

(µ(x),Adexp(−tξ)η) = (µ(x),−[ξ, η])

=(µ, [η, ξ])x.

(2.3.8)

From (2.3.7) and (2.3.8), the proof of Lemma 2.3.2 is completed.
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Remark 2.3.3. If G is connected, then we can replace (2.3.3) by that (2.3.6) defines a morphism
of Lie algebras.

In fact, if µ : (g, [, ]) → (C∞(M), {, }) is a morphism of Lie algebras, then for η, ξ ∈ g, by
(1.3.1), (2.3.2) and (2.3.7), we have

(ξM · µ, η) = {µ(η), µ(ξ)} = (µ, [η, ξ]) = (ad∗ξµ, η). (2.3.9)

Thus ∂
∂t

(
µ(etξ · x),Adetξη

)
=
(
(ξM · µ)(etξ · x),Adetξη

)
+
(
µ(etξ · x), [ξ,Adetξη]

)
= 0 for any

t ∈ R. This implies that (2.3.3) holds for g = etξ. If G is connected, Remark 2.1.7 and (2.3.3)
for etξ imply that µ :M → g∗ is G-equivariant.

We assume now that a connected Lie group G acts symplectically on a connected symplectic
manifold (M,ω). Then by Lemma 2.3.2 and Remark 2.3.3, the existence and uniqueness of the
moment map is equivalent to the existence and uniqueness of the lifting µ such that the following
diagram of morphisms of Lie algebras is commutative:

(g, [ , ])

��

µ

uu
0 → R // (C∞(M), { , }) // (sympl(M,ω), [ , ])

(2.3.10)

here the map g → sympl(M,ω) is ξ → −ξM , and then map C∞(M) → sympl(M,ω) is f → −Xf .

Proposition 2.3.4. If M is connected compact and H1(M,R) = 0, then every symplectic action
of a connected Lie group G is Hamiltonian.

Proof. Let {ξi}dimG
i=1 be a basis of g. As the G-action is symplectic, we have LξMi ω = 0, thus

diξMi ω = 0. Since H1(M,R) = 0, there exists µi ∈ C∞(M) such that

iξMi ω = dµi. (2.3.11)

As M is compact, we can fix the free constant by requiring
∫
M
µiω

n = 0. We define µ :M → g∗

by

µ
(∑

i

aiξi

)
=
∑
i

aiµi, where ai ∈ R. (2.3.12)

Then we have

iξMω = dµ(ξ) and

∫
M

µ(ξ)ωn = 0 for any ξ ∈ g. (2.3.13)

For ξ, η ∈ g, set
C(ξ, η) := µ([ξ, η])− {µ(ξ), µ(η)}. (2.3.14)

By (1.3.8), (2.2.8) and (2.3.4), we get

Xµ([ξ,η]) = [ξ, η]M = −[ξM , ηM ] = −[Xµ(ξ), Xµ(η)] = X{µ(ξ),µ(η)}. (2.3.15)

By (1.2.80), (2.3.15) implies that dC(ξ, η) = 0, thus C(ξ, η) is a constant function on M as M is
connected. Now by (1.3.1), (2.3.13), as LηMω = 0, we have∫

M

{µ(ξ), µ(η)}ωn =

∫
M

ω(ξM , ηM )ωn =

∫
M

ηM (µ(ξ))ωn

=

∫
M

LηM (µ(ξ)ωn) =

∫
M

d iηM (µ(ξ)ωn) = 0.

(2.3.16)
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By (2.3.13) and (2.3.16), we get C(ξ, η) = 0 for any ξ, η ∈ g. By Remark 2.3.3, we know that
the symplectic G-action is Hamiltonian if G is connected.

Proposition 2.3.5. Assume a connected Lie group G acts symplectically on a connected sym-
plectic manifold (M,ω). If H1(g) = 0, then there exists at most a moment map.

Assume one of the following conditions holds:
(a) M is compact and H1(g) = 0,
(b) H1(g) = H2(g) = 0,

then there exists a unique moment map for this G-action on M .

Proof. First, we claim that

[sympl(M,ω), sympl(M,ω)] ⊂ ham(M,ω). (2.3.17)

In fact, for X,Y ∈ sympl(M,ω), we have LXω = LY ω = 0. Then by (1.2.20) and the formula
[LX , iY ] = i[X,Y ], we have

i[X,Y ]ω = LX iY ω − iY LXω = LX iY ω = iXdiY ω + diX iY ω

= iXLY ω − iX iY dω + d(ω(Y,X)) = d(ω(Y,X)).
(2.3.18)

Thus [X,Y ] is the Hamiltonian vector field associated with ω(Y,X).
For the uniqueness of the moment map, we assume that there exist two moment maps µ1

and µ2 satisfying Definition 2.3.1. Then for ξ, η ∈ g, by Lemma 2.3.2 and (2.3.4),

µ1([ξ, η]) = {µ1(ξ), µ1(η)} = ω(Xµ1(ξ), Xµ1(η)) = ω(Xµ2(ξ), Xµ2(η))

= µ2([ξ, η]).
(2.3.19)

Therefore, the moment map is unique if g = [g, g] which is equivalent toH1(g) = 0 by Proposition
2.1.26.

Assume now that H1(g) = 0, then by Proposition 2.1.26, g = [g, g]. Thus for any ζ ∈ g, there

exist uj , vj ∈ g, such that ζ =
∑k
j=1[uj , vj ]. Set

µ(ζ) :=
∑
j

ω(uMj , v
M
j ). (2.3.20)

Then by (2.2.8) and (2.3.18),

d(µ(ζ)) =
∑
j

d(ω(uMj , v
M
j )) =

∑
j

i[vMj ,uM
j ]ω =

∑
j

i[uj ,vj ]Mω = iζMω. (2.3.21)

By (2.3.21), µ(ζ) is defined up to a constant.
Let {ξi}dimG

i=1 be a basis of g, and we fix µi = µ(ξi) and extend linearly on g by (2.3.12), then
by (2.3.15), C(ξ, η) in (2.3.14) is a constant function on M as M is connected.

• If M is compact, we can normalize µ by requiring
∫
M
µ(ξi)ω

n = 0 for 1 ≤ i ≤ dimG. Then
C(ξ, η) ≡ 0 as in the proof of Proposition 2.3.4.

• IfM may be noncompact, the equation (2.3.14) defines an element C ∈ Λ2g∗. For ξ, η, ζ ∈ g,
by (2.1.87) and (2.3.14),

(δC)(ξ, η, ζ) = −C([ξ, η], ζ) + C([ξ, ζ], η)− C([η, ζ], ξ)

= −
∑

(ξ,η,ζ)

(
µ([[ξ, η], ζ])− {µ([ξ, η]), µ(ζ)}

)
, (2.3.22)
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here
∑

(ξ,η,ζ) is the cyclic sum of ξ, η, ζ.

By the Jacobi identity
∑

(ξ,η,ζ)[[ξ, η], ζ] = 0, (2.3.14) and (2.3.22), we get

(δC)(ξ, η, ζ) =
∑

(ξ,η,ζ)

(
{{µ(ξ), µ(η)}, µ(ζ)}+ {C(ξ, η), µ(ζ)}

)
= 0, (2.3.23)

in the last equality, we use the Jacobi identity for { , } and C(ξ, η) is a constant function on M .
By the condition H2(g) = 0 and (2.3.23), there exists α ∈ g∗ such that C = δα. That is, by

(2.1.87), C(ξ, η) = −α([ξ, η]).
We define µ̃(ξ) = µ(ξ) + (α, ξ). Then

µ̃([ξ, η])− {µ̃(ξ), µ̃(η)} = µ([ξ, η]) + (α, [ξ, η])− {µ(ξ) + (α, ξ), µ(η) + (α, η)}
= C(ξ, η) + (α, [ξ, η]) = 0. (2.3.24)

Then by Remark 2.3.3, µ̃ is a moment map and the G-action is Hamiltonian.

From Propositions 2.1.29 and 2.3.5, we get

Corollary 2.3.6. If a connected semisimple Lie group G acts symplectically on a connected
symplectic manifold (M,ω), then the G-action is Hamiltonian and there is a unique moment
map assciated with this G-action.

We collect now some properties of the moment map.

Proposition 2.3.7. Let µ :M → g∗ be a moment map. Then
1) For x ∈M , let gx be the Lie algebra of the stabilizer Gx = {g ∈ G : g · x = x} of x, then

gx = (Im dµx)
⊥ ⊂ g. (2.3.25)

2) The map µ : M → (g∗, {, }) is a homomorphism of Poisson manifolds. That is, for F,G ∈
C∞(g∗), we have

µ∗{F,G} = {µ∗F, µ∗G}. (2.3.26)

3) (Functional property) If H ⊂ G is a Lie subgroup of G, we have an embedding of their Lie
algebras i : h → g and the dual map i∗ : g∗ → h∗. Then by the definition, µH := i∗ ◦ µ :M → h∗

is a moment map for the H-action on M .

Proof. In fact, by Lemma 2.2.2, for ξ ∈ g,

ξ ∈ gx ⇔ ξMx = 0 ⇔ (dµx, ξ) = iξMx ω = 0. (2.3.27)

Thus 1) holds.
For F,G ∈ C∞(g∗), x ∈M , set F1(γ) = (dFµ(x), γ), G1(γ) = (dGµ(x), γ) two linear functions

on g∗, then F1 = dF1 = dFµ(x), G1 = dG1 = dGµ(x) ∈ g and by Lemma 2.3.2, (1.3.1), (2.2.44)
and (2.3.4) ,

µ∗{F,G}x = {F,G}µ(x) = (µ(x), [dFµ(x), dGµ(x)])

= (µ(x), [F1, G1]) = {(µ, F1), (µ,G1)}x. (2.3.28)

Recall that the value of {µ∗F, µ∗G} at x ∈M depends only on the differentials of µ∗F and µ∗G
at x and

d(µ∗F )x = d(F ◦ µ)x = dFµ(x)(dµx) = (dµx, F1) = d(µ, F1)x. (2.3.29)

From (2.3.28), (2.3.29), we get (2.3.26).
The part 3) is trivial. The proof of Proposition 2.3.7 is completed.


